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Abstract The Taishan Antineutrino Observatory (TAO or
JUNO-TAO) is a satellite detector for the Jiangmen Under-
ground Neutrino Observatory (JUNO). Located near the Tais-
han reactor, TAO independently measures the reactor’s an-
tineutrino energy spectrum with unprecedented energy reso-
lution. To achieve this goal, energy response must be well
calibrated. Using the Automated Calibration Unit (ACU)
and the Cable Loop System (CLS) of TAO, multiple radioac-
tive sources are deployed to various positions in the detec-
tor to perform a precise calibration of energy response. The
non-linear energy response can be controlled within 0.6%
with different energy points of these radioactive sources. It
can be further improved by using 12B decay signals pro-
duced by cosmic muons. Through the energy non-uniformity
calibration, residual non-uniformity is less than 0.2%. The

ae-mail: zhanl@ihep.ac.cn (corresponding author)

energy resolution degradation and energy bias caused by the
residual non-uniformity can be controlled within 0.05% and
0.3%, respectively. In addition, the stability of other detector
parameters, such as the gain of each silicon photo-multiplier,
can be monitored with a special ultraviolet LED calibration
system.

Keywords TAO · JUNO · Calibration · Radioactive
sources · Non-uniformity · Non-linearity

1 Introduction

The use of the liquid scintillator (LS) technique to detect re-
actor antineutrinos endowed great progress in neutrino physics
[1–6] and it is also an effective approach which will be used
in next-generation experiment such as Jiangmen Underground
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Neutrino Observatory (JUNO) [7]. In LS, reactor antineutri-
nos are detected via the inverse beta decay (IBD) reaction,

ν̄e + p→ e++n. (1)

The positron deposits its kinetic energy, then annihilates im-
mediately with the electron and emits mostly two back-to-
back gammas. The neutron scatters in the detector until it is
thermalized and then captured on a nucleus. Subsequently,
the nucleus de-excites with the emission of gamma rays.
Since neutron capture takes more time than positron anni-
hilation, the IBD signal forms a coincident pair of prompt
and delay. This helps to distinguish the signal from the back-
ground. The kinetic energy of the neutron is small, so the ini-
tial ν̄e energy can be roughly calculated by Eν̄e ≈ Eprompt +

0.784MeV [8], where Eprompt is the sum of positron kinetic
energy and annihilation energy. If Eprompt spectrum can be
measured precisely, Eν̄e spectrum can be figured out pre-
cisely.

In liquid scintillator detectors, charged particles interact
with the liquid scintillator and release photons. However, the
number of detected photons is not proportional to the ki-
netic energy of the charged particle. This effect is referred
to as "physics non-linearity" and is mainly caused by ion-
ization quenching and Cherenkov radiation [8]. In addition,
the number of detected photons depends on the position of
the charged particle. This is caused by the attenuation of the
photons in the liquid scintillator, the solid angle of the pho-
ton detector, and the reflection from the material surface,
etc [9]. The position dependence of the number of detected
photons is called detector non-uniformity and is generally
independent of the particle energy. Non-linearity and non-
uniformity are not conducive to the measurement of the pre-
cise antineutrino energy spectrum, so both effects need to be
corrected by calibration.

The Taishan Antineutrino Observatory (JUNO-TAO, or
TAO), which use LS technique, is a satellite detector for
JUNO. TAO is located about 30 m from a reactor core of
Taishan Nuclear Power Plant. TAO can independently mea-
sure the reactor’s antineutrino spectrum with unprecedented
energy resolution, thereby providing a reference antineu-
trino spectrum for JUNO. These goals require less than 1%
uncertainty in physics non-linearity and less than 0.5% resid-
ual non-uniformity after correction [10]. In this paper, we
mainly present such a calibration strategy that meets these
requirements.

The organization of this paper is as follows. In Section 2,
we introduce the TAO and present the conceptual design of
calibration system. In Section 3, we discuss the approach to
correct the physics non-linearity. In Section 4, we develop
a method to correct the non-uniformity and minimize the
residual non-uniformity in TAO. Finally, we give a conclu-
sion in Section 5.

Fig. 1: Schematic of the TAO detector, which consists of
central detector, calibration system, outer shielding and veto
system. The Calibration system consists of the Automated
Calibration Unit (ACU) and a Cable Loop System (CLS). A
segment of the CLS cable is located in GdLS and the start
of the segment is marked P0. A coordinate system is speci-
fied for the detector. Its origin is at the center of the central
detector and its Z-axis points upwards.

2 The calibration system of the TAO experiment

2.1 The TAO experiment

As shown in Figure 1, TAO consists of Central Detector
(CD), calibration system, outer shielding and veto system.
In the CD, there is a spherical acrylic vessel with an inner
diameter of 1.8 m, which contains approximately 2.8 tons of
Gadolinium-doped Liquid Scintillator (GdLS). The acrylic
vessel is covered by about 10 m2 Silicon Photo-multipliers
(SiPMs) with high photon detection efficiency. To reduce the
dark noise of SiPMs, the detector will operate at−50 °C. To
fully contain the energy deposition of gammas from IBD
positron annihilation, events within 25 cm of the edge of the
detector are excluded in the IBD selection, resulting in 1 ton
fiducial mass. Full detector simulation shows about 4500
photo-electrons per MeV can be detected by SiPMs, lead-
ing to excellent energy resolution.

2.2 Calibration system

The calibration system contains the Automated Calibration
Unit (ACU) which is reused and modified from the Daya
Bay experiment [11] and a Cable Loop System (CLS), as
shown in Figure 1. The ACU and CLS can calibrate the en-
ergy response on and off the central axis (Z-axis), respec-
tively.

As shown in Figure 2(a), the ACU consists of a turntable
and three mechanically independent motor/pulley/wheel as-
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semblies. The turntable comprises two plates (known as top
and middle plates), and three assemblies that are mounted
on the top plate. Each assembly is capable of deploying a
source into the detector along the central Z-axis once the
turntable revolves to a specific angle, similar to the applica-
tions in Daya Bay and JUNO [11, 12]. An ultraviolet (UV)
light source, a 68Ge source, and a combined source that con-
tains multiple gamma sources and one neutron source will
be installed on three assemblies, one source for each assem-
bly.

The 68Ge source and the combined source consist of
radioactive materials, stainless steel enclosure and Teflon
coating as shown in Figure 2(b). The Teflon coating can
reduce the absorption of light by the source with high re-
flectivity of 95% [13]. In addition, the Teflon is compati-
ble with the GdLS while the stainless steel is not. Besides,
each source has one or two counterweights, which allows
the wire to maintain tension when the source is deployed to
liquid scintillator. When 68Ge and the combined source are
parked in the ACU, they are placed within a stainless steel
shield and Borated Polyethylene (BPE) shield respectively
as shown in Figure 2(a). These two shields are cylinders with
a wall thickness of 2.25 inch and a height of 5 inch. Below
the BPE shield, there is another BPE disk with a diameter
of 3.25 inch and a height of 6.4 inch. These shields decrease
the probability of radioactive products going into the GdLS
to a negligible level compared to other backgrounds in the
TAO detector.

The UV light source is equipped with a special diffuser
that improves the isotropy of its radiation. The wavelength
of the UV light source is 265 nm by default and can be
changed to 420 nm or any other values if needed. The UV
light source can be used to monitor the stability of the pa-
rameters of the TAO detector. This task includes monitoring
the state of each channel and calibrating its timing, SiPM
gain, and quantum efficiency. The UV light source can also
be used to test the data acquisition and offline analysis pipeline
and to study the pileup in CD.

The CLS allows us to calibrate the detector response in
the off-central axis region as showed in Figure 1. It adopts
some experience from JUNO CLS [9,14]. The CLS includes
two stepper motors, two anchors, a stainless steel cable, load
cells, and limit switches. All equipment can work at low
temperatures down to−60 °C. The radioactive source (137Cs)
is plated to a small area of the stainless steel cable, which is
coated with Teflon along its entire length to prevent contam-
ination of the GdLS. The anchors made by acrylic are glued
to the inner surface of the acrylic vessel in the central de-
tector. The cable is passed through the anchors and can be
pulled in either direction by two stepper motors to send the
radioactive source into the detector with good positional ac-
curacy. The positions of the anchors are optimized so that we
can use the limited calibration positions along the cable to
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Fig. 2: (a) Automated calibration system. (b) Design of 68Ge
source (left) and combined radioactive source (right). The
combined source contains multiple gamma sources (137Cs,
54Mn, 40K, 60Co) and one neutron source (241Am-13C).

obtain comprehensive information about the non-uniformity
response of the detector. When the calibration is complete,
the radioactive source is pulled inside the ACU. The limit
switch is used to move the radioactive source to the zero po-
sition. The load cell is used to monitor the tension of the
stainless steel cable and avoid abnormal situations with ex-
cessive tension.

2.3 Simulation software

The software for simulating TAO is based on SNiPER [15]
and Geant4 (10.04.p02) [16]. It contains the geometry of
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the TAO and the parameters of the physical processes. The
optical parameters of GdLS such as the absorption and re-
emission probability are taken from Daya Bay software [17]
since TAO and Daya Bay use similar GdLS and these op-
tical parameters remain unchanged at −50 °C compared to
that at room temperature [18]. The light yield of liquid scin-
tillation increases at low temperatures [18], this parameter
is adjusted in the simulation. The "Livermore Low Energy"
model is used to discribe the electromagnetic physical pro-
cesses for photons, electrons, hadrons and ions [19]. Elec-
tronics effects are not yet included in the simulation. This
software is used to perform calibration simulation.

3 Non-linearity calibration

In this section, we first introduce the non-linearity model.
Then we describe the artificial radioactive sources and nat-
ural radioactivity which are used to calibrate physics non-
linearity. Next, the systematic biases and uncertainties of the
visible energy of these calibration sources are discussed one
by one. Finally, we apply the model to fit the calibration data
and obtain the calibration performance.

3.1 Model of physics non-linearity

Based on the number of photo-electrons (NPE) detected by
SiPMs, visible energy is defined as

Evis = NPE/Y0, (2)

where Y0 is the photo-electron yield, equal to 4445 PE/MeV.
It is determined by simulating the capture of neutrons on
hydrogen nuclei at the CD center, and dividing the average
of the detected PEs by the gamma energy, namely 2.22 MeV.
The visible energy of the prompt event of the IBD reaction
can be decomposed as

Eprompt
vis = Ee

vis +Eanni
vis . (3)

Ee
vis is the visible energy associated with the positron kinetic

energy, and it is approximately equal to the electron visible
energy with the same kinetic energy [8]. Eanni

vis is the visi-
ble energy of annihilation gammas which can be calibrated
by the 68Ge source. The physics non-linearity of electron or
positron is defined by

f e
nonlin = Ee

vis/Ee, (4)

where Ee is the true kinetic energy of electron or positron.
The physics non-linearity is caused by ionization quench-

ing and the emission of Cherenkov radiation.

Ionization quenching When the particles deposit energy in
GdLS, the solvent molecules are excited, and then the en-
ergy is transferred to the fluorescent molecules through dipole-
dipole interactions [8]. But when the density of ionized and
excited molecules is high, some energy is not transferred.
This is quenching effect and causes the non-linear relation-
ship between energy converted to scintillation photons (Escint)
and deposited energy (Edep) of ionizing particle. This quench-
ing effect can be described by Birks’ empirical formula [20]:

Escint(Edep,kB) =

Edep∫
0

dE
1+ kB · dE

dx

, (5)

where kB is the Birks’ coefficient, and dE/dx is the stopping
power. dE/dx is obtained from an ESTAR calculation [21]
using TAO liquid scintillator properties.

Cherenkov radiation Cherenkov photons are produced if the
phase velocity of light in the medium is less than the veloc-
ity of a charged particle [22]. Since the wavelength spectrum
of Cherenkov photons has little dependence on energies of
the primary particles, we assume that the number of photo-
electrons contributed by Cherenkov radiation is a function of
Ee. The function, referred to as fC, is shown in Figure 3(a),
which is generated by the Geant4 simulation. fC is set to 1 at
1 MeV and the absolute contribution of Cherenkov radiation
can be determined by calibration data.

Totally,

f e
nonlin(E

e;A,kB,kC) = A ·
(

fq(Ee,kB)+ kC ·
fC(Ee)

Ee

)
, (6)

where fq is the quenching curve with a Birks’ coefficient kB,
kC is normalization factor of the Cherenkov contribution fC,
A accounts for the absolute energy scale.

A gamma particle deposits its energy into LS via sec-
ondary electrons, so that physics non-linearity of the energy
scale in case of gamma radiation can be written as

f γ

nonlin(E
e;A,kB,kC)≡

Eγ

vis
Eγ

=

Eγ∫
0

P(Ee) · f e
nonlin(E

e;A,kB,kC) ·Ee ·dEe

Eγ∫
0

P(Ee) ·Ee ·dEe

,

(7)

where P(Ee) denotes the probability density function of a
given gamma converted to secondary electron or/and positron
with kinetic Ee via Compton scattering, photoelectric effect,
or pair production [9]. P(Ee) is determined from simulation,
as shown in Figure 3(b).
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Fig. 3: (a) Number of photo-electrons contributed by
Cherenkov radiation. fC is set to 1 at 1 MeV and the abso-
lute contribution of Cherenkov radiation can be determined
by calibration data. (b) The kinetic energy distributions of
secondary electron or positron for a variety of gammas.

As for continuous spectrum like 12B β -decay spectrum,
we can also calculate its expected visible energy distribution
as

Pv(Evis) =

(
Pk(Ee(Evis)) ·

∣∣∣∣ dEe

dEvis

∣∣∣∣)⊗Res(Evis), (8)

where Pv(Evis) and Pk(Ee) mean the visible energy and ki-
netic energy distributions of continuous β spectrum respec-
tively, and Res(Ee) is the energy resolution of the detector.
Ee(Evis) can be calculated by Equation 4.

This physics non-linearity model is similar to the model
used in the energy scale calibration of Daya Bay experiment
[8] which uses similar GdLS.

3.2 Selection of sources

The radioactive sources and processes considered in TAO
are listed in Table 1. We put as many radioactive sources as
possible into the ACU, and the gamma energy ranges from
a few hundred keV to a few MeV to cover the energy range
of the IBD prompt events.

Table 1: List of radioactive sources to be used in the TAO
non-linearity calibration.

Source Type Radiation Activity [Bq]
137Cs γ 0.662 MeV 50
54Mn γ 0.835 MeV 50
60Co γ 1.173MeV+1.333MeV 10
40K γ 1.461 MeV 10

68Ge e+ annihilation 0.511MeV+0.511MeV 500
241Am-13C n,γ neutron + 6.13 MeV (16O∗) 2 (neutron)

n(p,γ)d γ 2.22 MeV 2 (neutron)

As discussed in Section 2.2, the ACU contains only three
independent deployment assemblies for inserting radioac-
tive sources into the detector. We plan to put 137Cs ,54Mn,
40K, 60Co, and 241Am-13C into one source enclosure called
the "combined source" and put 68Ge into another source en-
closure, remaining one deployment assembly for UV light
source. The reason 68Ge is left alone is that it has a half-life
of only 271 days and needs to be replaced after three years.
The natural abundance of 40K is only about 0.012% [23] so
that enriched 40K is used to reduce the volume and mass
of the radioactive source. The Activities settings of 137Cs
,54Mn, 40K, and 60Co ensure that the fully absorbed energy
peak of each gamma is not affected much by other gammas
as shown in Figure 4(b). When the combined source parks
in the ACU, neutrons from 241Am-13C may pass through the
shield and enter the central detector. To control the back-
ground signals caused by these neutron to an acceptable
level, we set the neutron rate of 241Am-13C to 2 Bq [24].
We plan to deploy the combined source at the detector cen-
ter for about 10 hours to accumulate enough statistics for
each energy peak. Signals from 241Am-13C can be selected
by prompt delayed signal correlation and accidental back-
ground can be removed by offset-window method [25]. Thus,
we can get visible energy spectrum of 16O∗ gamma events
and neutron capture events.

The simulation shows that the muon rate in TAO CD is
about 330 s−1. The energetic cosmic muons and subsequent
showers can interact with 12C in GdLS to produce unsta-
ble isotopes like 12B [7]. 12B decays via β -emissions with a
mean life time of 20.2 ms and with a Q value of 13.4 MeV,
so the 12B events can provide a constraint on the electron
non-linearity model, especially in high energy range. In or-
der to select the 12B events, we firstly select neutron tagged
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muons whose rate is smaller than 1 s−1 and then apply a
time window after each muon [8]. Approximately 105 12B
events can be selected in the fiducial volume in three years.
About 2.8% 12N decay events is mixed into the energy spec-
trum of 12B. The change of the fitted physics non-linearity
(Equation 6) is less than 0.5‰ when 12N events are taken
into consideration. For the sake of simplicity, 12N events are
ignored here.

3.3 Systematic biases and uncertainties

In this section, we analyze systematic biases of visible en-
ergy of calibration sources. The effects that lead to system-
atic biases are analyzed one by one. These systematic biases
are assumed to be correctable but with conservative 100%
uncertainties. This analysis refers to the experience of the
Daya Bay [8] and the JUNO [9] experiments.

3.3.1 Energy loss effect

Gamma particles may deposit some of their energy in non-
scintillating materials such as the source enclosure, weights,
etc. This results in an energy loss tail in the visible energy
distribution, and this tail causes a bias in the fit to the fully
absorbed peak. We investigate this energy loss effect by sep-
arately simulating the 68Ge source and the combined source
at the center of the CD.

For a single γ source, we apply a Gaussian function to
model the fully absorbed energy peak and use a complemen-
tary error function with a normalization parameter to model
the energy loss tail.

f (Evis;η0,η1,µ,σ) = η0 ·

(
e−

(Evis−µ)2

2σ2 +η1 · erfc
(

Evis−µ√
2σ

))
, (9)

where erfc is the complementary error function. µ and
σ represent the mean and standard deviation of visible en-
ergy spectrum of fully absorbed peak. The fitted µ value is
marked as Efit

vis. η0 is the absolute amplitude of the fully ab-
sorbed peak while η1 is the relative amplitude of the energy
loss tail. As an example, this function is applied to fit the
energy spectrum of 68Ge, as shown in Figure 4(a). For com-
parison, events with energy fully absorbed in the GdLS are
selected. A Gaussian function is used to model the visible
energy spectrum of these selected events and the fitted mean
are marked as E ideal

vis . We define (Efit
vis−E ideal

vis )/E ideal
vis as fit-

ting bias to measure this deviation caused by energy loss.
For 137Cs, 54Mn, 40K, and 60Co in the combined source,

the total visible energy spectrum is obtained by simulation.
As shown in Figure 4(b), the spectrum of 40K and 60Co has
little effect on the spectrum of 137Cs and 54Mn, so the spec-
trum of 54Mn and 137Cs are fitted separately from the spec-
trum of 40K and 60Co.
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Fig. 4: (a) The visible energy spectra of 68Ge. The num-
ber of 68Ge events is equivalent to 100 seconds’ calibration
data. The contributions of the fully absorbed peak and the
energy loss tail are shown in the figure. (b) Gamma spec-
trum and the fitting results of the radioactive isotopes in the
combined source. The number of combined source events is
equivalent to 10 hours’ data. All the fully absorbed peaks are
distinguishable. The spectrum of 137Cs and 54Mn are fitted
separately from the spectrum of 40K and 60Co.

As mentioned in Section 3.2, we can also get visible en-
ergy spectrum of neutron capture signals. In GdLS, neutron
capture mainly happens on Gd nucleus (n-Gd) and H nu-
cleus (n-H). Neutron capture on Gd nucleus will emit mul-
tiple gammas and the energy spectrum of these gammas is
very model-dependent [26], so only n-H gammas are used
for non-linearity calibration. Since energy loss tail of n-Gd
events affects the peak of n-H visible energy spectrum, η2+

f (Evis;η0,η1,µ,σ) is applied to model the visible energy
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spectrum near n-H fully absorbed peak, where η2 models
the energy loss tail of n-Gd spectrum.
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Fig. 5: The fitting bias due to energy loss effect. It is defined
as (Efit

vis−E ideal
vis )/E ideal

vis .

As shown in Figure 5, the fitting bias is less than 0.2%
for radioactive sources. The fitting bias is caused by energy
loss. Since the energy losses of different gamma sources are
due to similar non-scintillating materials, the fitting biases
between these gammas are assumed to be correlated.

3.3.2 Shadowing effect

As mentioned before, we need to put radioactive sources
into enclosures. Besides, in order to keep the tension of the
stainless steel rope when we deploy these radioactive sources
into GdLS, two weights are used along with each source
enclosure. When UV and optic photons in GdLS meet the
surfaces of source enclosures and weights, they can be ab-
sorbed. To reduce these effects, the surfaces are covered
by Polytetrafluoroethylene (PTFE) whose reflectivity is very
high [13]. In this study, we assume a 95% reflectivity to
study the shadowing bias.

In order to decouple the energy loss effect, only events
with energy fully absorbed by GdLS are used. The visi-
ble energy spectrum are modeled by a Gaussian function.
The fitted mean of the Gaussian is marked as Eshadow

vis . For
comparison, we simulate naked radioactive sources to avoid
shadowing effect. The fitted mean of the visible energy spec-
trum of a naked source is marked as Enos

vis . Bias caused by
shadowing effect is defined as (Eshadow

vis − Enos
vis )/Enos

vis . As
shown in Figure 6, shadowing bias of each radioactive source
is smaller than 0.1%. It is assumed that shadowing biases are
correlated among different radioactive sources because they
are caused by the similar enclosures and weights.
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Fig. 6: The shadowing bias due to UV and optical photons
from gammas absorbed by the surfaces of the source enclo-
sure and weights. It is defined as (Eshadow

vis −Enos
vis )/Enos

vis .

3.3.3 16O∗ 6.13 MeV gamma bias

When the 241Am-13C source releases a gamma with an en-
ergy of 6.13 MeV, it also releases a neutron with a kinetic en-
ergy of less than 100 keV [8]. This neutron can cause a pro-
ton recoil, increasing the number of photo-electrons that are
eventually detected by SiPMs. This introduces about a 0.4%
bias to the measurement of the visible energy of 6.13 MeV
gamma.

3.3.4 Residual bias after non-uniformity correction

Events such as 12B β decays distribute uniformly in the de-
tector and gammas coming from calibration sources do not
deposit their energy as point sources. The non-uniformity of
the detector affects their visible energy spectrum. The non-
uniformity effect can be corrected but not perfectly. Accord-
ing to Section 4.4, the residual bias after non-uniformity cor-
rection can be controlled within 0.3%. It is conservatively
taken as a fully correlated bias among different energies.

3.3.5 Instrumental non-linearity

The bias caused by non-linearity of the SiPM readout can be
neglected. Assuming the size of a single SiPM is 6×6 mm2,
the total number of SiPM is about 2.7× 105 [10]. Besides,
assuming the size of a SiPM pixel is 60×60 µm2, there are
104 SiPM pixels on a single SiPM. The simulation shows
that, with 1MeV of energy deposited in GdLS, SiPMs col-
lect approximately 4500 photo-electrons. For antineutrino
events with an prompt energy range from 1 MeV to 10 MeV,
the number of photons hitting a SiPM is much smaller than
the number of pixels on the SiPM, so the response of the
SiPM is linear. In addition, the charge information can be
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reconstructed well because the waveform information of the
readout channels is stored.

3.3.6 Summary of systematic bias and uncertainty

The effects discussed above are summarized in Table 2. There
are two types of biases, correlated and single point, depend-
ing on their impact on visible energies. For example, the bi-
ases caused by the shadowing effect between different sources
are correlated due to similar source enclosure and weights.
On the other hand, the bias of 6.13 MeV γ is independent
from the others (single point). We assume that the biases can
be corrected, but with a conservative uncertainty of 100% [9].
It is assumed that the type of uncertainty is the same as the
corresponding bias.

3.4 Non-linearity fitting

The radioactive sources mentioned in Section 3.2 are used
to demonstrate the performance of the non-linearity calibra-
tion. The combined source and the 68Ge source are simu-
lated at the center of the detector. The statistics of combined
source and 68Ge source are calculated with the planned cal-
ibration data taking time, 10 h and 100 s respectively. Be-
sides, 105 12B events that can be collected in fiducial vol-
ume in three years are simulated. Equation 11 is used to re-
construct the visible energy of each event. 12B events below
3 MeV are ignored due to high background contamination in
this range. For simplicity, 12B events above 12 MeV are also
ignored because there are many 12N events in this energy
range [8].

To fit the non-linearity model in Equation 7, χ2 is de-
fined as:

χ
2 =

7

∑
i=1

(
Mγ

i −Pγ

i
σi

)2

+
90

∑
j=1

(
M

12B
j −P

12B
j

)2

M12B
j

. (10)

Mγ

i and Pγ

i here are measured and predicted visible energy
peak of gamma source respectively. σi contains statistical
uncertainty and systematic uncertainties of Mγ

i , where sys-
tematic uncertainties are listed in Table 2. In the energy range
from 3 MeV to 12 MeV, the energy spectrum of 12B is equally
divided into 90 bins. M

12B
j is the number of 12B events mea-

sured in the j-th bin, and P
12B
j is the number of 12B events

calculated by Equation 8 in the j-th bin. When there is not
enough 12B events, only the first term in Equation 10 is used.
Minimizing Equation 10, we obtain best fit values of non-
linearity model parameters A, kB and kC in Equation 7. The
fitting performance is shown in Figure 7, the difference be-
tween the fitted Eγ

vis and the simulated Eγ

vis is less than 0.2%.
To calculate the 68% confidence interval, we sample the

visible energy of γs and 12B β decays according to the 1σ
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Fig. 7: (a) The best fit points of the gamma radioactive
sources compared with the simulated data points. There are
two fitting cases on the plot, namely with and without 12B
constraint. The fitted data points are shifted on the x-axis to
avoid overlapping. (b) Best fit and simulated 12B spectrum.
The total number of 12B events is about 105, which can be
collected in fiducial volume in 3 years of data taking.

uncertainties listed in Table 2 and statistical uncertainty, ei-
ther in a correlated or single point fashion. For a given cor-
related uncertainty, a random number that obeys the stan-
dard normal distribution is generated and is multiplied by
the uncertainty to calculate the offsets for visible energies of
calibration sources. For uncorrelated or single point uncer-
tainties, the data points are shifted independently according
to 1σ uncertainties. We repeat this operation many times and
fit each set of data to get many electron non-linearity curves.
Finally, we can get 68% confidence interval for physics non-
linearity for each energy as showed in Figure 8.
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Table 2: A list of systematic biases and uncertainties. The uncertainties are assumed as 100% of the absolute values of the
biases. The last column indicates whether the biases and uncertainties are correlated between different sources or energies.

source bias uncertainty type

Energy loss effect -0.2%∼-0.04% <0.2% correlated

Shadowing effect -0.1%∼0% <0.1% correlated
16O∗ 6.13 MeV γ uncertainty +0.4% 0.4% single point

Instrumental non-linearity ∼0 ∼0

Position-dependent effect <0.3% 0.3% correlated

1 2 3 4 5 6 7 8

0.98
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Best fit without 12B constraint
Best fit with 12B constraint
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Fig. 8: Electron non-linearity fitting results. Ee is the kinetic
energy of electron or positron. Black line is the inherent non-
linearity. Green line and band is the best fit and 68% con-
fidence interval without constraint from 12B spectrum. Red
line and band is the best fit and 68% confidence interval with
constraint from 12B spectrum.

For comparison, mono-energetic electrons are simulated
at the CD center to obtain an inherent non-linearity, as shown
in Figure 8. For the situation without 12B data constraint, the
best fit curve and the inherent non-linearity agrees within
0.2% in the energy range from 0.5 MeV to 8 MeV. The un-
certainty of the best fit curve is less than 0.6% in the same
energy range. This uncertainty is less than 1%, which means
that our requirement is satisfied. For the situation with three
years 12B data constraint, the uncertainty is less than 0.4%.

4 Non-uniformity calibration

When particles interact with GdLS in the CD at different
positions, the detector responses are different. This is the
non-uniformity of the detector and can be characterized by
g(r,θ ,φ), which is defined as the photo-electron yield at a
given position relative to the photo-electron yield at the cen-
ter of the detector. r, θ and φ are the radius, polar angle and
azimuthal angle of the given position in spherical coordi-

nate. The origin of the spherical coordinate is at the center of
the CD, and the zenith points upward, as shown in Figure 1.
The non-uniformity of the detector degrades the energy res-
olution, so we need to understand the non-uniformity well.

The key question is how to calibrate g(r,θ ,φ) well enough
in real situations. In this section, we first obtain the non-
uniformity of the detector using a perfect electron source
that can be inserted into any given position of the detector.
Taking this non-uniformity as a reference, we optimize the
design of the CLS anchors and the selection of the limited
calibration points along the CLS cable. The non-uniformity
of the detector is calibrated with gamma sources deployed at
these selected calibration points. Once g(r,θ ,φ) is obtained,
the visible IBD prompt energy can be evaluated by

Eprompt
vis (r,θ ,φ) = Ntot

PE/g(r,θ ,φ)/Y0, (11)

where Ntot
PE is the number of photo-electrons detected by SiPMs

and Y0 is the photo-electron yield at the CD center.

4.1 Ideal non-uniformity map

In order to correct the position dependence, we should use a
non-uniformity map. To obtain the g(r,θ ,φ), electrons with
kinetic energy of 1 MeV are simulated at many vertices. The
electron source is nearly a point source because it deposits
energy in an area with a radius of a few millimeters. Since
the detector is designed with rotational symmetry, we ob-
tain g(r,θ ,φ)≈ g(r,θ). The full non-uniformity map in Fig-
ure 9(a) can be obtained by Clough-Tocher two-dimension
interpolator [27–29]. We refer to this non-uniformity map as
gideal(r,θ).

Simulation shows that the gideal(r,θ) can correct the non-
uniformity of IBD positron well. We simulate the IBD events
uniformly distributed within the CD and a set of the events in
the center, then reconstruct uniformly distributed events by
Equation 11. Figure 9(b) is an example for positrons with
kinetic energy of 3 MeV. The difference between the recon-
structed positron energy spectrum and the center positron
energy spectrum is small. Specifically, the relative differ-
ence between their central values and the relative energy res-
olution difference (∆σ/E) are less than 0.15% and 0.01%,
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Fig. 9: (a) 3D surface of gideal(r,θ) obtained by simulation
of electrons with kinetic energy of 1 MeV at many vertices
in the detector. (b) Evis spectrum of positron with kinetic en-
ergy of 3 MeV. Blue line is the Evis spectrum of positron
at detector center, orange line is the Evis spectrum of uni-
formly distributed positron, red line is the Evis spectrum re-
constructed by gideal(r,θ) for uniformly distributed positron.

respectively. This conclusion is applicable to the positrons
in the kinetic energy range from 0 to 8 MeV.

4.2 Optimizing finite-point uniformity calibration

In this section, we optimize the layout of the CLS system
and select some deployment calibration points to obtain a
good approximation of gideal(r,θ). The optimization results
also feed back into the design of the calibration system.

4.2.1 Optimize anchor positions

As shown in Figure 9(a), gideal(r,θ) is almost symmetrical
about the plane of θ = 90◦. To be more specific, |gideal(r,θ)−
gideal(r,180◦− θ)|/gideal(r,θ) is less than 0.2% within the
fiducial volume thanks to the symmetrical arrangement of
SiPMs and the symmetry of acrylic vessel. A minor asym-
metry comes from different size of two holes at two poles of
the acrylic vessel. It is safe to assume g(r,θ) = g(r,180◦−
θ).

When two anchors are fixed, we select very dense points
~Pcalib that can be reached by calibration system, and calcu-
late gideal(~Pcalib). Then, Clough-Tocher two-dimension inter-
polator is applied to get gcalib(r,θ ;θ1,θ2,φ2), where θ1, θ2
and φ2 represent the positions of two anchors. Since we as-
sume that the detector is symmetric about the z axis, we set
φ1 = 0 where φ1 is the azimuthal angle of one of the two an-
chors. In order to optimize the position of anchors, a penalty
function

L(θ1,θ2,φ2) =
∫
SR

(gideal(r,θ)−gcalib(r,θ ;θ1,θ2,φ2))
2 ·dV (12)

is defined to evaluate the difference between gideal(r,θ) and
gcalib(r,θ ;θ1,θ2,φ2), where SR means a spherical volume
whose radius is smaller than R. R is set to 700 mm to in-
clude fiducial volumes with a radius less than 650 mm. Be-
sides, limitations θ1 > 90◦ and θ2 > θ1 are added to make
installation and positioning of anchors more convenient. We
obtain θ1 ≈ 102.5◦, θ2 ≈ 155.2◦, φ2 ≈ 151.7◦ by minimiz-
ing L(θ1,θ2,φ2).

4.2.2 Determine suitable calibration points

Once the positions of two anchors are determined, the po-
sition of the CLS cable is fixed. At true calibration, only
limited calibration points along the fixed CLS cable can be
used. The criterion to select suitable calibration points is
putting more calibration points where the modulus of the
gradient of g(r,θ) is large.

ACU For ACU system, the rule is to set a calibration point
every 100 mm in the area with radius less than or equal to
500 mm, and set a calibration point every 50 mm in the area
with a radius of 500 mm to 850 mm.

CLS For CLS system, the rule is to start from the starting
point of the CLS cable (~P0), and add a calibration point (~Pi)
when conditions 0.01≤ |gideal(~Pi)−gideal(~Pi−1)| and 25 mm
≤ |~Pi− ~Pi−1| are met at the same time, or when condition
50 mm ≤ |~Pi−~Pi−1| is met. The starting point ~P0 is marked
in Figure 1.

Totally, 110 points for non-uniformity calibration are se-
lected shown as the solid points in Figure 10(a).
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Fig. 10: (a) gγ(r,θ) interpolated from the 68Ge and 137Cs
calibration data. Solid circles are real calibration points.
Hollow circles are the symmetry points of the solid circles
with respect to z = 0 plane. (b) gγ(r,θ)− gideal(r,θ). Red
line is the boundary of the fiducial volume.

4.3 Verification of the calibration

When performing non-uniformity calibration, we plan to use
68Ge and 137Cs on the ACU and use 137Cs on the CLS. We
can not use 68Ge at CLS because visible energy of gammas
produced by positron annihilation is mixed with the visi-
ble energy of positron kinetic energy. The main branch of
137Cs decay is through beta decay to the excited state of bar-
ium which then de-excites and emits gamma of 0.662 MeV.
The mean half-life of the excited 137Ba is about 2.55 min-
utes and the end-point kinetic energy of the β rays are about
0.518 MeV, so the β rays can be distinguished from that of
0.662 MeV gamma rays.

For a given calibration points on CLS, we place the 137Cs
at there and obtain the photo-electron yield, then divide it by
the photo-electron yield of 137Cs at the center. For a given
calibration points on ACU, we place the 68Ge there and ob-
tain the photo-electron yield, then divide it by the photo-
electron yield of 68Ge at the center. Then we use the Clough-
Tocher two-dimension interpolator to obtain the g(r,θ), as
shown in Figure 10(a). Since this non-uniformity map is ob-
tained using gamma sources, it is marked as gγ(r,θ). Near
two poles of the acrylic vessel, the fully absorbed energy
peaks can not be fitted due to large energy loss effect. The
difference between gγ(r,θ) and gideal(r,θ) is shown in Fig-
ure 10(b). This difference prevents us from perfectly correct
the effects of non-uniformity, which means there is resid-
ual non-uniformity. The residual non-uniformity, denoted as
RN, is defined as

VFV =
∫

FV
dV, (13)

∆g =
1

VFV
·
∫

FV
(gγ(r,θ)−gideal(r,θ)) ·dV, (14)

RN =

√
1

VFV
·
∫

FV
(gγ(r,θ)−gideal(r,θ)−∆g)2 ·dV, (15)

where FV is the fiducial volume. ∆g is about -0.14% and
will cause bias of reconstructed visible energy. RN leads to
degradation in the resolution of reconstructed visible energy,
but it’s only about 0.2%, satisfying the requirement of less
than 0.5%. Thus, the energy non-uniformity can be well cal-
ibrated with the radioactive sources on ACU and CLS.

4.4 Energy resolution

In order to get the energy resolution of the TAO, IBD events
are simulated at the center of the CD. For mono-energetic
IBD events, we can calculate the standard deviation (σ ) and
mean of their visible energies (Eprompt

vis ). The energy reso-
lution of IBD events is defined as σ/Eprompt

vis and is shown
in Figure 11(a). TAO is able to achieve such unprecedented
energy resolution for three main reasons. First, 95% of the
surface of the CD is covered with SiPMs with about 50%
photon detection efficiency. Second, the CD is small, so the
liquid scintillation in the CD absorbs only a very small num-
ber of photons. Third, TAO operates in a low-temperature
environment, which increases the photon yield [18].

Residual non-uniformity and electronic effects such as
cross talk, dark noise, charge resolution can cause the energy
resolution degradation (∆σ/Eprompt

vis ). The energy resolution
degradation due to electronic effects is less than 0.23%/Eprompt

vis ,
see Ref. [10] for details. To study the energy resolution degra-
dation due to residual non-uniformity, Equation 11 and gγ(r,θ)
are used to reconstruct uniformly distributed IBD events.
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Fig. 11: (a) Energy resolution of reconstructed IBD prompt
events. (b) Evis bias of reconstructed e+ spectrum. Eprompt

vis
here means visible energy of central IBD prompt events.
Erec

vis is the visible energy of reconstructed IBD prompt
events which are distributed uniformly within the fiducial
volume.

During the reconstruction, a conservative vertex resolution
of 5 cm has been considered. The reconstructed visible en-
ergy spectrum of the IBD events whose reconstructed ver-
tices are within FV is compared with the visible energy spec-
trum of the central IBD events. It can be seen from Fig-
ure 11(a) that the energy resolution degradation is less than
0.05%. Besides, Figure 11(b) shows that the bias of recon-
structed energy is smaller than 0.3%.

5 Conclusion

A calibration strategy for the TAO detector has been devel-
oped to understand its physics non-linearity and non-uniformity.

The TAO detector contains two independent calibration sys-
tems called the ACU and CLS. The ACU is capable to carry
several radioactive and non-radioactive calibration sources
and deploy one of them into the detector along the cen-
tral vertical axis at each time, while the CLS is designed
with a single radioactive source, that can be deployed to off-
axis positions. For physics non-linearity, we utilize several
gamma sources with energies ranging from a few hundred
keV to several MeV to control it within 0.6% for electron
or positron with kinetic energy greater than 0.5 MeV. 12B
events can be used to reduce physics non-linearity down to
0.4% assuming statistics collected in three years of data tak-
ing. For non-uniformity, we can utilize the ACU and CLS to
deploy radioactive source to 110 positions to study the de-
tector response, then generate a map to correct the detector
non-uniformity. After the correction, residual non-uniformity
is less than 0.2%. The energy resolution degradation and
energy bias caused by the residual non-uniformity can be
controlled within 0.05% and 0.3% respectively. With this
calibration strategy, TAO is able to measure high-precision
reactor antineutrino energy spectrum.
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Appendix A: Ultraviolet LED calibration system

The UV source is a part of the UV LED calibration subsys-
tem. As shown in Figure 12, the system comprises the opto-
electronic unit placed out of the detector shielding, a deploy-
ment apparatus inside the ACU and a long optical fiber with
a special diffuser at its tip, to improve the isotropy of radia-
tion. The UV light is transmitted to the CD via the fiber and
the deployment device inserts the fiber and diffuser into the
detector. The wavelength is (265±5) nm by default and can
be changed to 420 nm (blue) or any other value if necessary.

The UV LED calibration subsystem is designed to achieve
three main goals. The first one is monitoring the stability of
the TAO detector parameters. This task includes monitoring
the health of individual channels and calibrate their timing,
SiPM gain, quantum efficiency (QE).
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Fig. 12: The simplified scheme of the UV LED calibration subsystem. The dashed green, purple and red boxes show struc-
tural parts of the experimental setup namely the detector, the DAQ electronics and the optoelectronic unit of the UV LED
subsystem. The last one generates light pulses and sends them to the detector target via a fiber. Simultaneously, the DAQ
trigger receives the relevant external triggers from the steering board of the UV LED subsystem and the ADC gets signals
from the control line. See more details in the text.

The second goal is imitation of real physical processes
to test the Data Acquisition (DAQ) and the offline analysis
pipeline. This includes simulations of the IBD events and
background events, and tests on the high rate and low energy
threshold data acquisitions. A study of pileup in the CD is
the last main goal.

Such a wide use of the UV LED calibration subsystem is
possible due to its specific design. The driver of the nanosec-
ond LED pulser (flasher) is made according to Kapustin-
sky’s basic scheme [30]. There are two LED channels in
the flasher that can serve to generate two consecutive sig-
nals or increase amplitude of a single output signal by merg-
ing the first and second signals with each other. Moreover,
both LEDs work independently and the respective signals
can have different amplitudes. This flexibility is provided
by a steering board (so-called imitator board) with a micro-
controller. It also allows to adjust the repetition rate. All the
settings can be configured remotely using a computer with a
USB Virtual COM Port. The output signals are monitored
pulse to pulse with a control line. To do this, we merge
the signals into a single time sequence and then make two
identical copies of the series using an X-shape combiner-
splitter. One of them goes to the detector and the other is

sent to the control line. In fact, the second signal is regis-
tered with a side-on Photo-multiplier Tube (PMT) (Hama-
matsu H7732P-01 in this case) which is connected to the
TAO DAQ. The simplified scheme of the UV LED calibra-
tion subsystem is shown in Figure 12. The presented de-
sign is the development of the concept proposed in refer-
ences [31, 32] and realized with some changes in the JUNO
Laser Calibration System [33].
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