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Abstract—Runtime verification is a technique that evaluates a
system’s execution trace at runtime against a formal specifica-
tion. This approach is particularly useful for safety-critical and
autonomous systems to verify system functionality and allow for
graceful recovery or intervention in the case of system faults.
Specifications are often provided in a high-level form using some
type of temporal logic, which can then be compiled into an
automaton to be used as a monitor for the system. Existing
work has mainly focused on implementing such monitors in
software. In recent years there has been extensive research,
however, in hardware acceleration of automata applications,
which can potentially be extended to runtime monitoring. In this
paper, we introduce an open-source framework for translating
formulas in Linear Temporal Logic over finite traces (LTLf )
into automata implementations on FPGAs for high-efficiency
and high-performance runtime monitoring. By using the spatial
dimension of FPGAs, we run many of these automata in parallel,
significantly reducing the latency between violation and monitor
report and achieving significant throughput. We compare the
performance of four different architectures corresponding to the
combinations of deterministic or nondeterministic automata with
an explicit or symbolic representation, and determine the design
parameters that result in efficient hardware utilization and higher
clock frequencies. We found that explicit automata tend to use
more hardware resources, in particular Lookup Tables (LUTs),
than symbolic automata. An exception to this is in the case of
Flip-Flop (FF) usage, where symbolic DFAs tend to use more
FF resources than explicit NFAs for smaller designs. We also
found that explicit NFAs can run at higher clock frequencies,
except for very large automata with high edge densities. Symbolic
NFAs use fewer Look-Up Table resources and run at higher
clock frequencies than symbolic DFAs, whereas symbolic DFAs
required fewer Flip-Flop resources, except in the case of very
simple small automata with lower edge densities. Finally, we
found that explicit automata hardware utilization significantly
increases with input signal widths, motivating the use of symbolic
automata for wide input signals.

I. INTRODUCTION

While other types of formal verification seek to verify a sys-
tem before it is deployed, the goal of runtime verification is to
monitor the execution of a system in real time in order to detect
behavior that violates the system’s formal specification [1], [2],
[3]. This gives the system a chance to mitigate, recover from,
or document the error. Runtime verification is particularly
valuable for safety-critical and autonomous systems [4], where
errors that are not immediately dealt with can have catastrophic
consequences. Such systems also often operate in physical

environments, which are hard to model accurately and often
behave in unexpected and unpredictable ways. Therefore, even
if the system has been formally verified beforehand, it is
possible that it might still display errors during runtime due
to assumption violations.

Most existing work on runtime verification has focused
on monitors implemented in software [1], [2]. Motivated by
the slowing down of Moore’s Law and the end of Dennard
Scaling [5], there has been a recent trend to use specialized
hardware [6]. Specialized hardware that is designed to perform
a particular task can be optimized for that task much more
than it would be possible for general-purpose hardware. Fur-
thermore, the application can benefit directly from the natural
parallelism that hardware provides. For runtime verification, an
on-board hardware implementation translates to more efficient
real-time monitoring with lower latency.

Monitors used for runtime verification usually take the form
of (deterministic or nondeterministic) finite-state automata.
Automata applications have already been a target of hardware
acceleration, as exemplified by Micron’s Automata Proces-
sor [7], [8] and subsequent work targeting FPGAs [9], [10].
Specialized architectures for simulating automata have been
employed for a number of data- and string-processing appli-
cations, including bioinformatics [11], [12], machine learn-
ing [13], [14], and natural language processing (NLP) [15].
As an application that also runs automata over streaming data
- in this case traces of the system’s execution - the extension
to runtime verification is a natural one.

Unlike data- and string-processing applications, automata
used for formal verification, including runtime verification, are
often generated from formal specifications given as formulas
in a temporal logic [16], [17], rather than directly as finite
automata. A major difference between automata constructed
from temporal-logic formulas and those obtained for other
applications is the alphabet construction. Data- and string-
processing application usually assume a static and relatively
small symbol alphabet. For example, an NLP automaton would
likely use ASCII as the symbol alphabet, and bioinformatics
applications may only need four symbols corresponding to the
four nucleotide bases A, T, C and G.

In the case of automata used for formal verification, the
symbol alphabet consists of propositional interpretations of the
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atomic propositions in the formula. The number of possible
such interpretations, and therefore the size of the symbol
alphabet, is exponential in the number of propositions, leading
to potentially much larger alphabets. The problem of the
exponential alphabet is usually solved in formal-methods ap-
plications by not explicitly representing the transitions on each
symbol, but instead labeling transitions by Boolean expres-
sions, with the understanding that a transition is activated by
an interpretation if that interpretation satisfies the expression.

Tools that construct automata from temporal formulas [18],
[19] often represent transitions in this way. While being
very natural when the automaton is generated from a logic
formula, this symbolic representation of the transition relation
is not supported by Micron’s Automata Processor, for example,
which uses eight bits per symbol in the alphabet and a memory
column of 256 bits per state to recognize the unique symbols
in the alphabet. Sadredini et al. [20], with their Flexamata
compiler and subsequent Grapefruit [10] FPGA implementa-
tion, which integrates Flexamata into a full-stack automata
processing framework, addressed this concern by converting
among automata of differing symbol alphabet sizes. They do
this by trading off symbol alphabet size with automata size and
throughput. Unfortunately, this requires temporal multiplexing,
where the system signals would need to be buffered and
serialized at the reduced width. This approach could work for
lower sampling rates of the system signals, but could also
bottleneck the system for some applications.

Our main contribution in this work is an investigation
among four possible architectures for implementing automata-
based monitors for temporal-logic properties on a field-
programmable gate array (FPGA). These four architectures
are defined by two axes: deterministic vs. nondeterministic
and explicit vs. symbolic. The first axis specifies whether the
temporal logic specification is converted into a deterministic
finite automaton (DFA) or a nondeterministic finite automaton
(NFA). It is difficult to predict a priori which of these
representations is more efficient in terms of the number of
states. Although NFAs have an exponentially smaller worst-
case size, DFAs have an exact minimization algorithm that
runs in polynomial time, while for NFA minimization, which
is PSPACE-complete [21], we are forced to rely on heuristics.
The second axis determines whether the state space of the
automaton should be represented explicitly or symbolically.
In an explicit representation, each state has its own hardware
component, called a State Transition Element (STE), that is
activated when the automaton moves into that state. Each STE
has its own state memory and logic to match the input to
the matching symbol set of that state. In this architecture,
hardware parallelism allows nondeterminism to be simulated
at no additional cost, as multiple STE can be active at the same
time. In a symbolic representation, the current state (or set of
states, in the case of an NFA) is represented by a bitvector,
which is given along with the current input to a logic circuit
that computes the bitvector representing the next state. An
advantage of DFAs in the symbolic representation is that the
current state can be represented in a logarithmic number of

bits, while NFAs require a bit per state. On the other hand, the
logarithmic encoding in the DFA might lead to more complex
(deeper) combinational logic.

We evaluate each of these four options on a set of randomly-
generated formulas in Linear Temporal Logic over Finite
Traces (LTLf ) [22], formed by taking random conjunctions of
common temporal patterns [23]. LTLf was chosen because it
is a convenient way of specifying events that happen in a finite
time, such as the ones that runtime verification seeks to detect,
and a lot of machinery exists for translating such formulas
into finite automata [24], [25]. The formula set is converted
into separate automata, which are then implemented on one
FPGA. Each automaton monitors a different property, but the
set shares input signals corresponding to shared propositions
between the formulas. We scale our benchmarks by varying
the number of formulas, the number of different variables
across all formulas (number of unique system signals), and
the number of conjuncts per formula (formula complexity).

The results of our evaluation provide insight on the different
tradeoffs that emerge when considering solutions implemented
directly in hardware as opposed to software. We found that
symbolic automata tend to use less hardware than explicit
automata and that explicit NFAs tend to run at higher clock
frequencies, except in the case of very small formulas or very
complex formulas. Overall, we find that symbolic NFAs tend
to perform best of all of our evaluated architectures across
most experiments with the lowest hardware utilization.

Finally, we found that explicit automata hardware utilization
significantly increases with the size of the symbol alphabet,
motivating the use of symbolic automata for wide input
signals, which happens when the formula has a high number of
propositions. Our investigation allows us to better understand
the considerations that must be taken into account when im-
plementing runtime monitors in hardware, and concludes that,
while no particular approach dominates, each one has its own
pros and cons that should be considered when deciding how
to accelerate runtime verification for a specific application.

II. BACKGROUND

A. Linear Temporal Logic

Linear Temporal Logic over Finite traces (LTLf ) is a
variant of Linear Temporal Logic that is interpreted over finite
rather than infinite traces. Its syntax is identical to LTL
over infinite traces, and is defined as follows for a set of
propositions P:

ϕ ::= > | p ∈ P | (¬ϕ) | (ϕ1 ∨ ϕ2) | (Xϕ) | (ϕ1Uϕ2)

Lichtenstein, Pnueli, and Zuck showed in [26] that every LTL
formula is equivalent to a formula of the form

∧n
i (GFφi ∨

FGψi), where φi and ψi contain only past operators. In
other words, φi and ψi are finite-trace formulas. Thus, finite-
trace monitors are the foundation on which one can build
a monitoring framework for LTL [27], which motivates our
focus on LTLf .
X and U are the temporal connectives “next” and “un-

til”. We can define other temporal connectives such as F
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(“eventually”), G (“always”) and W (“weak until”) in terms
of those. A propositional interpretation τ ∈ 2P is a set
of propositions representing the propositions that are true at
a given time. A trace is a finite sequence ρ ∈ (2P)∗ of
propositional interpretations ρ0, ρ1, . . . , ρn, where ρi is the set
of propositions that are true at time i. We denote that an LTLf

formula ϕ is satisfied by a trace ρ at time i by ρ, i |= ϕ, and
shorten ρ, 0 |= ϕ to ρ |= ϕ. Refer to [22] for the semantics
of LTLf formulas. The language of an LTLf formula ϕ,
denoted by L(ϕ), is the set of finite traces that satisfy ϕ.
The reverse of a trace ρ = ρ0, . . . , ρn, denoted by ρR, is the
trace ρn, . . . , ρ0. The reverse of the language of a formula ϕ,
denoted by LR(ϕ), is the set of traces ρR for ρ ∈ L(ϕ).

B. Finite State Automata

A Finite State Automaton (FSA) is a mathematical model
of the form A = (S,Σ, I,∆, F ), where: S is a finite set of
states, Σ is a finite set of symbols called the input alphabet,
I ⊆ S is a set of initial states, ∆ ⊆ S ×Σ× S is a transition
relation indicating the successor states of a given state when
the automaton reads an input symbol in Σ, and F ⊆ S is a
set of accepting states. FSA are often represented by a graph
of nodes connected by edges. Figure 1.A shows an example
FSA, where the left-most state is an initial state, and the right-
most is an accepting state. Edges represent transitions, and are
labeled by the corresponding transition symbols from the input
alphabet. FSAs process input signals by transitioning between
states. The computation begins at the initial state and proceeds
at every time interval, evaluating an input symbol. If that input
symbol matches a transition symbol, a transition is made to
the next state, and so forth. If an accepting state is reached,
then the automaton has accepted the input; if not, the input is
not accepted. The set of finite traces accepted by an FSA A
is the language of the FSA, and denoted by L(A).

FSAs can be deterministic or nondeterministic. Determin-
istic Finite Automata (DFAs) have at most one initial state,
and at most one transition from each given state on a given
input symbol. Nondeterministic Finite Automata (NFAs), on
the other hand, are more general and can have multiple
transitions from each state on the same input symbol. As
a consequence, when running an NFA over a sequence of
inputs, multiple transitions can be taken at once, and multiple
states can be active at the same time. Every NFA can be
determinized into a DFA that recognizes the same language,
but in the worst case the smallest DFA for a given language
may be exponentially larger than the smallest NFA. Because of
this, DFAs potentially yield a significant increase in memory
utilization, while NFAs are memory-bandwidth bounded by
potentially many parallel transitions. However, DFAs have an
efficient and exact minimization algorithm, while NFAs can
practically only be minimized heuristically [28].

Previous work has demonstrated how finite state automata
can be used to accelerate a variety of applications that go
beyond the usual string matching applications, including bioin-
formatics [11], [12], machine learning [13], [14], and natural
language processing [15]. These works represent FSAs in

Fig. 1. Non-homogeneous (A) vs. Homogeneous automaton (B).

a homogeneous representation, where matching computations
are done on the states, rather than the edges. More specifically,
a homogeneous automaton is one where all transitions into a
state have the same symbol set [29], [30]. We depict such
automata by placing the symbol sets on the states rather than
on the edges. Figure 1 depicts a non-homogeneous automaton
and its equivalent homogeneous automaton. Homogeneity is
used in hardware implementations to simplify the mapping of
automata to hardware for parallel transition computation on the
nodes, as demonstrated in Micron’s Automata Processor [7].
This transformation also comes at a significant increase in the
number of states in the automata, scaling with the edge density
of the non-homogeneous representation.

Every LTLf formula ϕ over a set of propositions P can
be converted into a (deterministic or nondeterministic) FSA
Aϕ with alphabet 2P , such that L(Aϕ) = L(ϕ). In the worst
case, the smallest NFA for an LTLf formula may be at most
exponential in the size of the formula, while the smallest DFA
may be doubly-exponential. The tool MONA [18] implements
an algorithm for constructing a minimal DFA from a formula
in Monadic Second-Order Logic (MSO). Since every LTLf

formula can be converted into MSO [22], MONA can be used
to generate minimal DFAs for LTLf formulas. As part of
our framework, we present a solution to using MONA for
generating NFAs as well.

C. Automata Acceleration with FPGAs

Field Programmable Gate Arrays (FPGAs) are used in
computing systems to implement reconfigurable hardware. Ex-
isting automata engines including REAPR [9], REAPRpp [31],
and Grapefruit [10] accelerate a variety of applications with
explicit automata on FPGAs. Figure 2 illustrates how ex-
plicit automata are represented in hardware by these explicit
engines, with constituent states of the automata instantiated
with separate memory and logic resources. This requires
that the spatial resources used by the design grow in the
size of the automata, but also allows all automata states to
make transitions in parallel, making this approach particularly
efficient for processing NFAs, where the number of active
states can be variable and for evaluating multiple automata
in parallel.

REAPR works by generating Verilog from ANML [7]
automata description files, an XML-like homogeneous FSA
representation, and generates an architecture that is very
similar to Micron’s Automata Processor (AP) [7], using the
homogeneous automata representation. One limitation REAPR
inherited from the AP is the static 8-bit symbol width. AP-like
automata processing assumes an input symbol of 8 bits and a
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Fig. 2. Architecture of explicit automata.

corresponding 256-bit matching column for representing the
full 8-bit symbol alphabet. Although useful when considering
pattern matching on ASCII or byte-level data, when imple-
menting runtime verification, this limits the number of system
signals that our formulas could process in one cycle to 8.

Rahimi et al. [10] implement the Flexamata [20] compiler
in their Grapefruit full-stack automata engine. They overcome
the symbol-width limitation by extending ANML and allowing
for arbitrary bitwidths by trading off symbol alphabet size with
automata size and throughput. In addition to this, Grapefruit
also includes heuristic-based NFA minimization, which allows
the tool to reduce the size of explicit finite state automata in
hardware. We utilize Grapefruit and extend its functionality to
also include symbolic automata (see Section III-B.

D. Runtime Monitors

Although there are many types of runtime monitors with
different semantics, in this work we define a monitor for an
LTLf formula ϕ as an FSA (NFA or DFA) that accepts a
finite trace iff this trace satisfies ϕ. As the monitor reads the
trace produced by the system, it continuously reports whether
the finite trace observed from the beginning of the execution
until the current time step satisfies the formula.

Previous work on runtime monitors has focused on automat-
ically generating runtime system monitors on CPUs as well as
on FPGAs. Drusinsky [32] introduces a verification tool that
generates code from LTL and MTL assertions written into
C, C++, Java, Verilog and VHDL code to evaluate runtime
systems against the formulas at runtime.

Tabakov et al. [2] introduce a technique for automatically
generating SystemC runtime monitors from LTL formulas.
They identify four important components that they optimize
to minimize runtime overhead: state minimization, alphabet
representation, alphabet minimization, and monitor encoding.
They then identify the configurations that offer the best moni-
tor performance in terms of runtime overhead. Pike et al. [33]
introduce Copilot, a domain-specific language built on top of
Haskell for programming runtime monitors for distributed real-
time systems. Boule and Zilic [34] use a recursive technique
that breaks properties into syntax trees. Each node in the tree
is used to create a sub-property automaton which are concate-
nated with the rest in an automata generation algorithm.

Geist et al. [35] implement runtime observers in their system
on processors implemented on their FPGA. Meredith et al. [36]
with MOP and Pellizzoni et al. [37] with BusMOP use the
Monitoring Oriented Programming (MOP) framework to syn-

thesize hardware monitors for runtime verification. BusMOP
generates monitor blocks from temporal logic specifications.
These monitor blocks use symbolic DFAs to verify system
properties at runtime.

Jaksič et al. [38] translate Signal Temporal Logic (STL)
assertions into hardware runtime monitors on FPGAs. They
synthesize temporal testers, or transducers, that output a signal
if a specification has been satisfied. Selyunin et al. [39]
translate Signal Temporal Logic (STL) and Timed Regular
Expressions (TRE) into hardware monitors on FPGAs. They
demonstrate a High-Level Synthesis (HLS) and automata-
based approach for temporal tester transducers.

Selyunin et al. [40] apply runtime monitoring for au-
tomata systems and use HLS to synthesize monitors for
FPGAs. Baumeister et al. [41] compile RTLola, a stream-
based specification language used for real-time properties, into
VHDL for FPGA deployment. Convent et al. [42] introduce
the Temporal Stream-based Specification Language (TeSSLa)
used to specify constraints on railway cyber-physical systems.
Their approach differs considerably from previous approaches,
because they allow for runtime reconfigurability. They do
this by creating a set of event processing units that can be
combined at runtime to monitor for complex properties.

Schumann et al. [4] introduce R2U2, a monitoring and
diagnosis framework for unmanned aerial systems. R2U2 is
implemented on an FPGA and monitors streams of data from
the GPS and ground control station, flight software status,
sensor readings, and actuator outputs. They implement their
runtime monitors in logic as presented by Reinbacher et al. [3].

While previous work has implemented runtime monitors on
FPGAs, our work differentiates itself in a few ways. First, we
take advantage of recent progress made in hardware accelera-
tion of automata by using state-of-the-art approaches from that
field. We also focus on LTLf as a specification language for
runtime properties, allowing us to also use recently-developed
techniques for converting LTLf formulas into automata. Fi-
nally, as far as we are aware we are the first to perform
an experimental comparison between deterministic and non-
deterministic as well as symbolic and explicit automata, in
order to determine the advantages and disadvantages of each
representation in an FPGA implementation.

III. IMPLEMENTING LTLf MONITORS IN HARDWARE

We present an open-source software pipeline[43] for con-
verting LTLf formulas into automata-based runtime monitors
implemented on a cloud-deployed FPGA. We explore four
possible automata representations placed along two axes:
deterministic/non-deterministic and explicit/symbolic. Each
representation is described later in this section.

For generating the automata from the temporal formulas,
we employ an approach centered on the tool MONA [18],
which can construct finite automata from formulas in Monadic
Second-order Logic (MSO), a logic strictly more expressive
than LTLf . We chose this tool based on its performance
and versatility. Other possible options for converting LTLf to
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automata would be the tools SPOT [19] and LISA [44]. Pre-
vious comparisons, however, have shown MONA to perform
better than SPOT [24], while LISA only has support for DFAs.
Because MONA is based on MSO, we can use a technique
based on reversing the formula to construct NFAs as well, as
described in Section III-A.

Although there are several existing tools for deploying
automata on FPGAs, most focus on memory-based DFA
solutions. We found the FPGA automata processing framework
Grapefruit [10] to be the best solution that provides both
DFA and NFA functionality as well as a full end-to-end
solution. Grapefruit also demonstrated higher performance
over previous work such as REAPR. Grapefruit generates
an explicit Hardware Description Language (HDL) module
from a description of a homogeneous automaton. We extend
Grapefruit to also generate HDL modules that represent logic
transitions for symbolic non-homogeneous DFAs and NFAs.

A. Generating Finite Automata from LTLf Formulas

The first half of our pipeline takes in an LTLf formula
ϕ and constructs an abstract non-homogeneous representation
of a finite automaton that recognizes the language of ϕ. As
previously mentioned, we explore two different constructions,
one which produces a deterministic and another which pro-
duces a non-deterministic automaton. We start by describing
the deterministic construction:

1) Translate the LTLf formula ϕ into a formula fol(ϕ)
in First-Order Logic (FOL) over finite traces. This is
possible since FOL has the same expressive power as
LTLf . A translation algorithm can be found in [22].

2) Use the tool MONA to convert fol(ϕ) into a DFA
Aϕ that recognizes the same language. This is possible
because MONA accepts inputs in MSO, which is a
superset of FOL.

It is important to point out that the DFA constructed by
MONA is minimal, meaning that it is the smallest DFA that
recognizes the language.

Because the construction algorithm implemented in MONA
heavily relies on the fact that DFAs can be efficiently min-
imized, the automaton output by the tool is always deter-
ministic. Yet, it is known that there are languages for which
the smallest DFA is exponentially larger than the smallest
NFA [45]. Therefore, if our construction algorithm can exploit
non-determinism, we may obtain an exponentially smaller
automaton. Furthermore, recall that non-determinism allows
us to take advantage of the natural parallelism among multiple
active states in each automaton, as well as parallelism across
multiple automata, and leverages the high degree of parallelism
afforded by FPGAs. In order to use MONA to generate an NFA
instead, we make use of a technique introduced in [46]:

1) Convert the LTLf formula ϕ into a PastLTL formula
ϕR such that L(ϕR) = LR(ϕ), i.e., ϕR is satisfied by
exactly those traces that are the reverse of a trace that
satisfies ϕ. To do this, it is enough to replace all future
temporal operators in ϕ with past temporal operators.
See [25] for details.

2) Translate ϕR into a FOL formula fol(ϕR) describing
the same language. See [25] for a translation algorithm.

3) Use MONA to construct a DFA AR
ϕ for fol(ϕR). Note

that this DFA accepts the reverse language of ϕ.
4) Reverse AR

ϕ by turning initial states into accepting states
and vice versa, and swapping the source and destination
states of each transition. The result is an NFA Aϕ that
accepts the reverse language of AR

ϕ , and therefore the
same language of ϕ [46].

The minimal DFA for the reverse language of an LTLf

formula is guaranteed to be at most exponential in the size
of the formula (see [22] on converting an LTLf formula to
a linear-sized alternating automaton, and [47] on obtaining
an exponential-sized DFA for the reverse language of an
alternating automaton). In contrast, the DFA for the formula
itself can be doubly-exponential. Therefore, the NFA generated
by this approach has the potential to be exponentially smaller
than the DFA that would be constructed by simply using
MONA directly.

B. Implementing Monitors in FPGA

Having obtained an automaton from the LTLf formula, we
explore two ways to implement them on an FPGA: explicitly
or symbolically. In either case, each input signal of the circuit
corresponds to a proposition in the formula, and multiple
LTLf formulas can be processed in parallel, up to the capacity
of the FPGA.

The explicit implementation follows a similar architecture
to REAPR and Grapefruit as presented in Section II-C. In
this architecture, each state of the automaton is represented
by a separate hardware module called a State Transition
Element (STE). The STE consists of an activation bit and
logic corresponding to the transition condition of this state (the
explicit implementation is based on homogeneous automata,
so the transition condition is associated with the state, not
the edge). The activation bit for a state is set to 1 if any
of its predecessors were active in the previous step and the
current input satisfies the state’s transition condition. Note that
if the automaton is an NFA, multiple STEs can be active at
the same time. The STE for an accepting state also generates
a report bit. Given an automaton (DFA or NFA) Aϕ generated
by MONA, we perform the following operations to implement
Aϕ explicitly:

1) Convert Aϕ from a non-homogeneous representation
given in the output format of MONA into a homogeneous
automaton in the ANML format.

2) Use Grapefruit to heuristically minimize the automaton
(and remove unreachable states) and generate HDL.

3) Synthesize and target FPGA.
It is important to note that the conversion algorithm to

homogeneous automaton may turn a non-homogeneous DFA
into a homogeneous NFA, and may come at an increase
in automata size. Therefore, when we refer to an ”explicit
DFA” implementation, we only mean that the automaton
was initially constructed and minimized as a DFA, but the
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Fig. 3. Architecture of symbolic automata.

homogeneous automaton implemented in the FPGA may be
non-deterministic. As a result, the main difference between the
explicit DFA and explicit NFA approaches is that they produce
automata with a different number of states and transition logic.

The symbolic implementation instead encodes the current
state by a bitvector stored in an internal memory, and uses a
single logic circuit to compute the next state as a function of
the current state and inputs. For NFAs, the bitvector includes
one bit for each automaton state, representing whether that
state is active or not. For DFAs, since only one state is
active at a given time, this representation would be inefficient.
Instead, each state is given a binary encoding in a logarithmic
number of bits. Since symbolic automata do not require
separate components for each state, their hardware utilization
is expected to be less than explicit automata. In order to
capture transitions into accepting (or reporting) states, we use
a separate piece of combinational logic to determine if the next
state is accepting and generate a report signal that is set to 1
if the state is accepting and 0 otherwise. Figure 3 shows how
we represent symbolic automata. The steps for implementing
symbolic automata in an FPGA are the following:

1) Remove unreachable states if they exist (since MONA
generates minimal DFAs, this may only happen in NFA
construction),

2) Convert automaton representation given by MONA into
truth tables, one for each state bit and one for the
reporting bit. Each table maps the value of the current
state and the current input to the new value of the state
or reporting bit.

3) Use modified Grapefruit to convert truth tables into
synthesizable HDL.

4) Synthesize and target FPGA.
We extend Grapefruit to generate symbolic DFAs and NFAs.

We do this in two steps. In the first step, we generate an
intermediate Truth Table representation (IR) from the MONA
output. We generate a separate truth table for each of the
state bits. Recall that the number of state bits for NFAs is
linear, while for DFAs it is logarithmic. We found that when
comparing DFAs to NFAs, the DFAs have fewer truth tables,
but these truth tables required deeper logic circuits. Finally,
we generate a separate truth table for the bits reporting the
accepting states. This shallow truth table checks the state bits
of the DFAs and NFAs and generates an output report signal
if any of the accepting states are active.

We then generate Verilog lookup table modules from these
IRs, to be synthesized into logical circuits in the FPGA. For
state transitions, we use sequential logic with case statements.
Each bit in the automaton state maps to its own module with
a case statement mapping inputs and current state bits to next
state bits. For the report truth tables, we use combinational
case statements to map current state bits to a report signal.
We use Grapefruit’s hardware generator to connect all of the
truth table modules to the shared input signals including a
system clock, reset, and input symbol, as well as a unique
output report signal for each accept state in the automata.

IV. EXPERIMENTAL SETUP

A. Generating LTLf Formulas
In order to evaluate the effectiveness of our pipeline and

different approaches for implementing runtime monitors in
hardware, we generate a diverse set of LTLf formulas of
differing complexities. The FPGA synthesis and optimiza-
tion tools optimize circuitry, including removing redundant
hardware, and therefore it is not sufficient to duplicate the
same formulas to evaluate scalability. To that end, we generate
multiple different formulas by taking random combinations of
the 18 LTLf patterns from [23]. Each pattern is a simple
formula with one or two variables. We take conjunctions of
multiple small patterns, merging like variables among them,
in order to generate more complex formulas. This process is
repeated several times to create multiple formulas, which all
draw randomly from a pool of common variables. That way,
different formulas may have shared variables. All formulas
are then converted to automata and implemented on the same
FPGA. The four possible combinations described in the previ-
ous section (deterministic/explicit, non-deterministic/explicit,
deterministic/symbolic, non-deterministic/symbolic) give us
four quadrants for our experimental evaluation. We evaluate
the performance of the formulas we generate for each of these
four quadrants and compare among them.

In more detail, the LTLf formulas used in our evaluation
are generated in the following way:

1) Draw n random formulas from the pool of patterns.
2) For each variable of each pattern, draw an associated

pattern variable from a pool of k shared input variables.
Different variables in the same pattern are mapped
to different shared input variables from the pool, but
variables from different patterns can be mapped to the
same input variable.

3) Take the conjunction of all n formulas, forming a more
complex LTLf formula.

4) Repeat this process m times with the same pool of
shared input variables, producing m complex formulas
with shared variables between them.

Each complex formula is then separately converted to an
automaton and implemented on the FPGA, according to each
of the four quadrants described previously. To evaluate how
the architecture defined by each of the quadrants scales as the
number and complexity of each rule increases, we vary the
three parameters n, k and m above:
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• Number of formulas (n): Number of separate LTLf

formulas implemented on the FPGA. We vary this pa-
rameter from 10-10,000.

• Number of variables (k): Size of the total pool of
variables to be drawn from by the LTLf formulas. We
select 10 and 100.

• Formula size (m): Number of conjuncts per formula. We
select 1, 3, and 5.

We experimentally determine the range of values for each of
the three parameters. In the case of the number of formulas,
we used AutomataZoo [48] as a reference with number of
states up to approximately one million. We also determined
that explicit automata hardware utilization scales rapidly with
the number of variables, which maps to the number of input
signals; for this reason we ran experiments for 10 and 100
variables. Finally, we tried to keep automata to a few thousand
states, and therefore set a formula size cap to 5. We repeat each
of these experiments three times, each time generating a new
set of formulas, and we report the average of the three runs.

B. Hardware Setup

We target Amazon’s cloud-deployed FPGAs to standardize
on a publicly-available platform. Amazon provides Xilinx
Ultrascale+ FPGAs in their F1 EC2 instances. In order to
synthesize and place-and-route our HDL into a bitstream to
configure the FPGA, we used Amazon’s FPGA developer
Amazon Machine Image (AMI), which provides us the FPGA
software tools. For our experiments, we used Amazon FPGA
Developer AMI version 1.6.0, which includes Vivado 2018.3.
We deployed this AMI on Amazon EC2 c4.8xlarge instances.

V. EXPERIMENTAL RESULTS

A. Comparisons Among Automata Implementations

We report the average results of the three runs in Figures 4, 5
and 6. Although transition density has low variance across
these three runs, the variance in automaton sizes increases with
the size of the formula. We leave a more detailed analysis of
the distribution of automaton sizes to future work and focus
here on a general analysis based on the average results.

Figures 4 and 5 show the number of Flip-Flops (FFs)
and Look-Up Tables (LUTs) utilized by the FPGA for our
randomly-generated formulas, composed of the conjunction of
multiple patterns over random variables drawn from 10 binary
system signals. FFs are used in the explicit implementations
to store the bits indicating whether a state is active, and in
the symbolic implementations to store the bitvector encoding
the current state. LUTs correspond to logic gates and are used
to implement transition and reporting logic. The Xilinx Virtex
UltraScale+ VU9P has a total 1,181,768 LUTs and 2,363,536
Flip-Flops. Our results show that explicit automata, both DFAs
and NFAs, tend to use more LUT hardware resources than
symbolic automata. Our explicit NFAs tend to use fewer Flip-
Flop and LUT resources than their DFA counterparts.

We determined that transforming the MONA-generated au-
tomata to homogeneous automata came at a significant cost
in terms of number of states. For our 10-variable, explicit

automata, we saw an increase in number of states from 2x in
the case of 1-pattern automata to 10x for 5-pattern automata.
This increase in states is due to the increase in edge density as
automata become more complex. We found the homogeneous
state increase to be be a flat multiplier as we scaled our number
of formulas. When comparing to the majority of AutomataZoo
benchmarks, which have edge/node densities below 2, our
conjunctive LTL formula automata had average edge/node
densities of 1.36 edges/node for 1 pattern, 4.53 edges/node
for 3 patterns, and 8.89 edges/node for 5 patterns, with
explicit DFAs and NFAs having approximately the same edge
densities. We repeated this analysis with formulas composed
of disjunctions instead of conjunctions and found edge/node
densities of 1.36 edges/node for 1 pattern, 5.45 edges/node for
3 patterns, and 12.67 edges/node for 5 patterns.

In the case of symbolic automata, we found that symbolic
NFAs tend to use more Flip-Flop resources but fewer LUT
resources than deterministic implementations. This is due to
symbolic NFAs being represented with a lookup-table module
per bit in a linear bit-vector (O(n)) representation of the
automata, while the DFA implementation represented each bit
in a logarithmic bit-vector (O(log n)) representation. While
the implementation does parallelize the bit logic, the DFA
logic depth tended to be deeper than NFA logic, resulting in
higher clock frequency support for symbolic NFAs. Finally,
Vivado was unable to place-and-route 10,000 automata of
formula size 5 for any automata type. Each of these automata
of formula size five were composed of 100s of states, and we
ran out of resources for many of them.

Figure 6 shows the maximum clock frequencies at which
the generated hardware monitors can process input signals.
We implement our automata in out-of-context mode, which
means that our solutions do not include input or output (I/O)
circuitry. We removed I/O complications from our analysis
as those decisions are application dependent, and can vary
significantly in complexity as shown by I/O work by Bo et
al [49] and in Grapefruit [10]. These results show that for
a larger number of automata (100-10000), the explicit au-
tomata maintain a higher clock frequency than their symbolic
counterparts. In the case of very small formulas or for very
complex formulas, the explicit automata get larger faster and
the symbolic implementations can be run at higher frequencies.

Our results are summarized in Figure 7. We find that if
hardware utilization is a primary concern, symbolic automata
tend to use less hardware than explicit automata. If minimizing
Flip-Flip usage, symbolic DFAs are the best option, except in
the case of smaller formulas. We see this behavior, because
our NFA implementation uses a logic circuit per state in the
automaton, while our DFA representation only needs a number
of circuits that is the log of the number of states. This larger
number of state bits results in a higher FF usage. If minimizing
LUT usage, symbolic NFAs are the best option. Symbolic
NFAs have more logic circuits, but each of these logic circuits
are shallower than the DFA circuits, resulting in a reduced
LUT usage. For our experiments, we found that the difference
between architectures can result in up to a 5x increase in
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Fig. 4. Flip-Flop usage for for each automata type.

Fig. 5. LUT usage for for each automata type.

Fig. 6. Maximum clock frequency for each automata type.

Fig. 7. Comparing explicit vs. symbolic and deterministic vs. non-
determinstic automata implemented in hardware.

LUT and FF usage. If max clock frequency (throughput) is
the primary concern, explicit NFAs maintain higher clock
frequencies than symbolic automata for a larger number of
automata. In the case of very small formulas or very complex
formulas, symbolic implementations tend to run at higher

frequencies likely due to the clock delay imposed by edges
between explicit nodes. Across all of our experiments, we find
that symbolic NFAs tend to perform best of all of our evaluated
options, and that the difference between architectures can
result in up to a 63% reduction in throughput. Similar results
were obtained when we repeated the experiments replacing the
conjunctions with disjunctions, and the same general conclu-
sions apply. The most significant difference was that, likely
due to the steeper scaling of edge/node density, disjunctions
failed for 10,000 automata even with only 10 shared variables
(k) and a formula size (m) of 3.

B. The Importance of NFA Minimization

Grapefruit includes a series of heuristic minimization tech-
niques that allow us to significantly decrease the number
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of states in our explicit NFAs. FPGA optimization tools
are also applied by Vivado during the synthesis and place-
and-route phases. We wanted to determine the effect of
higher-level automata optimization on hardware utilization
and performance, and synthesized and place-and-routed 3-
pattern automata with and without Grapefruit optimizations.
We observed that our generated explicit DFAs have fewer
states than our generated explicit NFAs across most of our
formulas, even post-minimization. We find that during the
Cross Boundary and Area Optimization steps of synthesis
that the NFA states were merged much more than the DFAs,
resulting in a net result of less hardware utilization than DFAs.
Although we did use Grapefruit’s minimization functionality,
the resulting automata are not necessarily minimal. We found
that Grapefruit heuristics reduced our state count by between
4.5% and 11.0%, with LUT reductions from 4.3% to 8.2% as
we scaled the number of automata from 10 to 10,000.

C. Wide Input Signals

One limitation of our explicit automata implementations is
the required distribution of input signals to all of the states that
make up the automata. FPGA optimization tools only route
signals required by the transition logic for each state, but as
formula complexity increases, more signals need to be routed
to each state, resulting in significant hardware utilization.

We repeated our experiment with 100 input signals and
found that even with simple single-pattern formulas, we were
able to synthesize 10,000 symbolic automata formula, but
only 1000 explicit automata. When moving complexity up
to 3 patterns, we could still support over 10,000 symbolic
automata, but fewer than 100 explicit automata. With 5 pattern
complexity, we could only support 1000 symbolic automata,
and could not synthesize even 10 explicit automata.

Wide input signals require serialization on the input, and
handling report identification requires serialization on the
output. Our analysis does not investigate I/O because it is
implementation dependent. When monitors are monitoring an
implementation on the FPGA, there may not be a need to
transfer signals off the chip. Also, in the case of output signals,
there are many approaches to handling monitoring solutions.
If the application and monitoring resolution implementation is
on chip, there may not be a need to remove report information
off the chip. If this information does need to leave the chip, it
might be sufficient to send off a single bit of information, as
opposed to the entire report bit vector, as demonstrated with
other FPGA-based automata implementations.

VI. CONCLUSIONS AND FUTURE WORK

In this work, we introduce a framework for generating
FPGA-deployed runtime monitors based on LTLf formulas
with four different architectures: explicit DFA, explicit NFA,
symbolic DFA, symbolic NFA. We use our framework to
determine performance tradeoffs among these. Our results
show that there is no single best hardware representation
for automata-based runtime verification, and that there are
trade-offs between hardware utilization and the maximum

clock frequency for automata transitions. Across all of our
experiments, we find that symbolic automata tend to use less
hardware (FFs and LUTs) than explicit automata, that explicit
automata tend to run at higher frequencies (except in the case
of very small or very complex formulas), and that symbolic
NFAs tend to perform best of all of our evaluated architectures
across the widest range of scenarios. Our experiments also
showed us that differences between architectures can result in
up to a 5x increase in LUT and FF usage, as well as result in
up to a 63% reduction in runtime verification throughput.

We extended Grapefruit to also generate symbolic hardware
automata. Although Grapefruit includes many other features
including targeting Block RAM, full-stack support with I/O,
and support for variable symbol width and striding, we did
not use these functions in our experiments. Application-side
research could further investigate concerns related to I/O
and moving signal data to the automata as well as handling
reporting data communication.

We targeted Amazon’s F1, cloud-deployed FPGAs to stan-
dardize on one FPGA platform. Application-side research
could utilize our work for integrating runtime monitors into
high performance cloud-deployed applications, including ma-
chine learning and bioinformatics workloads. Our framework
generates HDL that can target smaller and lower power
FPGAs for other applications, including embedded systems.
Because our explicit automata use the standard ANML format,
automata engines built for other architectures can also be used.

We chose to keep the width of input signals constant across
our experiments to determine the performance of our solution
when all input signals are processed simultaneously. With
flexibility in timing, or with slower sampling, future work
could utilize Grapefruit’s variable symbol-width functionality
to handle many more input signals, albeit at a slower rate,
thus making it possible to handle formulas with a much
larger number of propositional variables. This would also
significantly reduce hardware utilization.

In the future, it would also be interesting to compare with
existing frameworks for implementing monitors in FPGA, such
as [34], [39]. Since these works use different specification
languages (e.g. PSL for [34] and STL and TRE for [39]), this
would require establishing a unified set of benchmarks for
these different formalisms and separating in the experimental
evaluation the impact of the differences between specification
languages from the performance of the FPGA framework.

During our analysis, we found that the average automata
edges/node density scaled differently for conjunctions vs.
disjunctions of patterns. We found that edge density for
disjunctions tended to scale with a steeper slope than con-
junctions. Future work could explore this relationship between
compositions of LTL formulas and automata parameters.
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