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Background and purpose — Efficient abstract scoring 
for congress presentation is important. Given the emergence 
of new study methodologies, a scoring system that accom-
modates all study designs is warranted. We aimed to assess 
the equivalence of a simplified, 2-question abstract grading 
system with a more complex currently used system in assess-
ing abstracts submitted for orthopedic scientific meetings in 
a serial randomized study.

Methods — Dutch Orthopedic Association Scientific 
Committee (DOASC) members were randomized to grade 
abstracts using either the current grading system, which 
includes up to 7 scoring categories, or the new grading 
system, which consists of only 2 questions. Pearson corre-
lation coefficient and mean abstract score with 95% confi-
dence intervals (CI) were calculated.

Results — Analysis included the scoring of 195 abstracts 
by 12–14 DOASC members. The average score for an 
abstract using the current system was 60 points (CI 58–62), 
compared with 63 points (CI 62–64) using the new system. 
By using the new system, abstracts were scored higher by 
3.3 points (CI 1.7–5.0). Pearson correlation was poor with 
coefficient 0.38 (P < 0.001).

Conclusion — The simplified abstract grading system 
exhibited a poor correlation with the current scoring system, 
while the new system offers a more inclusive evaluation of 
varying study designs and is preferred by almost all DOASC 
members.

Medical conferences globally host thousands of presenta-
tions annually. Maintaining high standards of scientific qual-
ity necessitates a reliable and efficient selection process for 
abstracts. Previous literature has explored methods for opti-
mizing this selection process and the performance of different 
abstract rating systems [1-5]. 

A 2007 study conducted by the Scientific Committee of the 
Dutch Orthopedic Association (DOASC) demonstrated strong 
interobserver agreement utilizing the International Society 
of the Knee (ISK) quality-of-reporting system for abstracts 
[6]. This system favors randomized controlled trials (RCTs), 
giving top scores in the “Design” category for “prospective” 
and in the “Control group” category for “matched and ran-
domized” [6]. However, despite their high standing in the evi-
dence-based medicine hierarchy, RCTs do not represent the 
apex of study design, which is made up of systematic reviews.

Furthermore, emerging study methodologies have revealed 
limitations in the current scoring system’s capacity to 
accommodate all types of study designs featured in submit-
ted abstracts. For instance, mixed-methods designs, scop-
ing reviews, and systematic reviews may not fit comfortably 
within the current system, potentially excluding valuable 
research from conference dissemination. While it is plausible 
to augment existing grading systems, this approach may result 
in a more convoluted and time-intensive scoring process. 

Recognizing these constraints for every scientific congress 
committee, and the evolving landscape of medical research, 
we wanted to devise and validate a simplified abstract scoring 
system capable of accommodating a broader range of study 
designs used in medical and orthopedic research. 
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The aim of the study was to examine the correlation and 
agreement between the proposed, simplified abstract grading 
system (“New system”), and the current grading system (“Old 
system”) in assessing submitted abstracts. 

We hypothesize that the newly developed, simplified 
abstract grading system will demonstrate comparable inter-
rater agreement compared with the current grading system 
while accommodating a broader array of study designs in 
medical and orthopedic research.

Methods

We implemented a serial randomization study following the 
CONSORT statement to evaluate the scoring of abstracts 
submitted for 3 meetings held by the Dutch Orthopedic Soci-
ety [7]. Systematic review abstracts were excluded from the 
analysis due to the current scoring system’s inability to evalu-
ate this research type. All other abstracts were included. All 
DOASC members (n = 12–14) were eligible for study par-
ticipation and were randomized 1:1 into 2 groups: 1 using the 
new scoring system, and the other utilizing the current system 
for abstract evaluation. This computer randomization pro-
cess, managed by the DOASC coordinator (BS), was repeated 
before each meeting, after ensuring all abstracts were blinded. 
By repeating this randomization prior to each scientific sym-
posium, most DOASC members were crossing over from one 
system to the other abstract grading system, albeit depending 
on chance whether this crossover occurred or not (Figure 1). 
This process of serial randomization allowed DOASC mem-
bers to experience the usability of both grading systems and 
estimate the time taken to grade all submissions using each 
system. The reviewer composition evolved gradually, with a 
maximum turnover of 2 members per year. No formal train-
ing was provided for either scoring system; the current system 
was shared through an appendix, while the new system was 
introduced during a plenary meeting and first applied at the 
2022 annual meeting.

Abstract submission and selection process
2 Dutch Orthopedic meetings are held annually, both accept-
ing abstract submissions until approximately 3 months prior to 

the meeting. Abstracts must not exceed 250 words and should 
include an introduction and study aim, methods, results, and con-
clusion. Abstract selection for oral presentation is determined by 
the quality of the abstract, the value of the results to the existing 
body of literature, and the number of submissions relative to the 
number of abstracts that can be selected for presentation.

The DOASC coordinator screened all submissions for 
format and language (Dutch only), subsequently anonymiz-
ing the abstracts before distribution to the DOASC members, 
along with a scoring system spreadsheet. All abstracts are inde-
pendently graded by the 12–14 DOASC members, who then 
return their assessments to the DOASC coordinator for com-
pilation into a ranked list. DOASC members with a conflict of 
interest do not score their own abstracts. As the DOASC group 
consists of a rather large group the possible influence on the 
results by individual DOASC members is mitigated.

Current abstract scoring system
The current scoring system categorizes clinical studies, the 
most common type of abstract submissions, into 7 scoring cat-
egories, and basic science into 5 [6]. This system, providing a 
minimum score of 0 and a maximum score of 100, has been 
elaborated in a previous publication [6]. More details can be 
found in Table 1 (see Appendix).

New simplified abstract scoring system
The new, simplified abstract scoring system was developed by 
DOASC members. A first draft was designed by WvdW and 
BS, which was then discussed with all DOASC members. It 
involves 2 questions: (1) “How would you assess the internal 
validity of the submitted abstract?” and (2) “Do the results 
contribute additional value to current knowledge?” A Numeric 
Rating Scale (NRS) was employed for response, ranging from 
0 (very poor/no added value) to 10 (extremely good/very valu-
able) for each question. The scores from both questions were 
then combined to yield a total score, ranging from 0–20. To 
facilitate direct comparison, all total scores were multiplied by 
5 to match the 100-point scale of the current scoring system.

Statistics
Statistical analysis was performed using IBM SPSS Statistics 
for Windows (version 29.0, IBM Corp, Armonk, NY, USA). 

Figure 1. Flowchart of distribution of raters over the old and new systems after serial randomization. Blue are raters where cross-over did not occur.

Scientific meeting #1, 35 abstracts
Randomized DOASC members

n = 14

Randomized to 
“Old system” (n = 6):
– JvE
– MvdR
– PvD
– RA
– RG
– SvdG

Randomized to 
“New system” (n = 8):
– AY
– CvB
– GK
– MN
– MR
– MvH
– TG
– WvdW

Scientific meeting #2, 33 abstracts
Randomized DOASC members

n = 12

Randomized to 
“Old system” (n = 6):
– CvB
– MR
– MvH
– MvdR
– TG
– SvdG

Randomized to 
“New system” (n = 6):
– AY
– JvE
– PBdW
– PvD
– RG
– WvdW

Scientific meeting #3, 127 abstracts
Randomized DOASC members

n = 12

Randomized to 
“Old system” (n = 6):
– CvB
– JvE
– PvD
– RG
– SvdG
– WvdW

Randomized to 
“New system” (n = 6):
– AY
– MvH
– MvdR
– PBdW
– RA
– TG
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No sample size calculation was performed. We presumed that 
3 rounds of abstracts would provide a sufficient number of 
abstracts. Descriptive statistics on abstract scores, includ-
ing scatter plots, are presented. Floor and ceiling effects as 
well as clustering tendencies of both systems were evaluated 
with histogram plots of score frequencies. The differences 
in mean abstract scores between the two systems were com-
pared and tested using a 2-sided independent Student t-test 
(α = 0.05) and with 95% confidence intervals (CI). A Pearson 
correlation coefficient was used to calculate the correlation 
between the current and new abstract scores. The inter-rater 
agreement, which refers to the consistency of ratings across 
DOASC members for each scoring system, was determined 
using intraclass correlation coefficients (ICC). The calculated 
ICC values range from –1 (indicating perfect disagreement) to 
+1 (indicating perfect agreement) [8]. An ICC between 0.75 
and 0.90 was considered good and < 0.50 poor [9]. Following 
Koo and Li, we utilized a 2-way random effect to calculate the 
ICC in this study [9]. The overlap in the top 25% of scored 
abstracts from both scoring systems was compared for each 
of the 3 orthopedic meetings. No sub-analysis was performed. 
Finally, all DOASC members were asked which abstract scor-
ing system was preferred. 

Ethics, registration, funding, and disclosures
The authors have no funding or financial support to declare. 
We were not able to register our study protocol, since our 
study is slightly different from a standard randomized trial. 
All authors have no conflict of interests to declare. Complete 

disclosure of interest forms according to ICMJE are available 
on the article page, doi: 10.2340/17453674.2024.40504

Results
Included abstracts and scoring analysis
Abstracts submitted to the 2022 Dutch Orthopedic Society 
Annual Meeting (n = 39), the 2022 Autumn Meeting (n = 37), 
and the 2023 Annual Meeting (n = 143) were included in our 
study (Figure 2).

Of the 219 submitted abstracts, we excluded 24 abstracts 
of which 23 were systematic reviews and 1 was incompletely 
scored, leaving 195 abstracts available for scoring analy-
sis. All types of designs were represented and the category 
“other” includes studies such as validation studies, prediction 
models, consensus statement, and machine learning (Table 
2). For the 2022 Autumn Meeting, 2 of the raters random-
ized to the current system did use the new system instead. At 
the 2023 Annual Meeting, 3 raters randomized to the current 
rating system failed to complete their abstract review process 
(Figure 1). The average score for an abstract using the current 
system was 60 points (SD 12.5, CI 58–62), compared with 63 
points (SD 6.9, CI 62–64) using the new system. The mean 
difference in score per abstract was 3.3 points higher (SD 
11.7, CI 1.7–5.0) when utilizing the new system, which was a 
statistically significant difference.

There were no strong floor or ceiling effects observed with 
either system. The major part of the scores was between 50 
and 75 with a peak at 60 in both, but the range was larger 
in the current system, 20–90 versus 47.5–82.5 (Figure 3). A 
scatter plot of these results is presented in Figure 4. A poor, 
statistically significant correlation was observed between the 
scores from the current and new systems (Pearson correlation 
0.38, P < 0.001). 

Interrater agreement, scoring variability, and abstract 
ranking
The intra-class correlation coefficient (ICC) for raters using 
the current system was 0.28 (CI 0.13–0.49), while the ICC 

Submitted abstracts (n = 219):
– Annual Meeting 2022, 39
– Autumn Meeting 2022, 37
– Annual Meeting 2023, 143

Abstracts analyzed
n = 195

Excluded abstracts (n = 24):
– systematic reviews, 23
– incomplete abstract score, 1 

Figure 2. Flowchart of abstract inclusion.

Table 2. Included study designs

Study design n 

Retrospective cohort study 69
Randomized controlled trial 20
Prospective cohort study 38
Cross-sectional cohort study 9
Questionnaire 11
Qualitative study 6
Basic science 20
Systematic review 23
Miscellaneous 23
Total 219
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Abstract score groups “New system”
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0
0

20
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Abstract score groups “Old system”

Frequency

Figure 3. Histogram of observed scoring frequencies with the old and 
new systems.
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for raters employing the new system was 0.09 (CI –0.008 
to 0.27).

For each abstract, we calculated the standard deviation of 
scores assigned by both the current and new systems, with the 
mean of all these standard deviations being 10.1 for the cur-
rent system and 11.1 for the new system, meaning that even 
if a system is consistent in its own ratings (indicated by a low 
standard deviation), there can still be little agreement between 
different raters (indicated by a low ICC).

At the 2022 Annual Meeting, the top 25% of abstracts (n 
= 9) as ranked by the current system overlapped with 6 of 
the top 25% ranked by the new system. At the 2022 Autumn 
Meeting, this overlap was 4 of the top 8 abstracts, and at the 
2023 Annual Meeting, it was 18 of the top 32 abstracts. Over-
all, 28 of 49 were ranked as in the top 25% by both methods 
(Figure 4).

Among the 23 systematic reviews, which were excluded 
from score comparison as they could only be scored with the 
new system, 5 received sufficiently high scores using the new 
system to be included in the top 25% of abstracts.

Preference for the new system
Among the 13 DOASC members, 12 expressed a preference 
for the new system, largely due to its usability across vari-
ous study designs and its time efficiency. On average, the new 
system was estimated to be 60% quicker than the current 
system. Suggestions were made to include a manual on scor-
ing internal validity. One DOASC member found the current 
system more systematic, suggesting that it offered superior 
guidance on abstract grading.

Discussion

Our study focused on assessing equivalence between a newly 
developed, simplified grading system with he current, more 
intricate one used for evaluating abstracts for scientific medi-
cal conferences, a process that is crucial yet time demanding.

Our findings demonstrate a poor correlation between the 2 
grading systems, with the simplified method receiving favor-

able feedback from the DOASC members due to its reduced 
time consumption and improved usability. Furthermore, both 
the current and new system did not show strong floor or ceil-
ing effects. For enhancing agreement between different raters, 
the inclusion of a manual or guideline for grading the validity 
of submitted abstracts is suggested.

Notably, the ICCs for both the current and the new system 
in our study indicated poor inter-rater reliability, contrary to 
previous reports demonstrating good to excellent ICC scores 
for the current system (0.68–0.96) [6]. However, the standard 
deviation in scores for each abstract, ranging from 10.1 (cur-
rent system) to 11.1 (new system) on a 100-point scale, sug-
gests an acceptable dispersion of scores.

To evaluate the new scoring system, 23 of the 219 submit-
ted abstracts had to be excluded from analysis as these were 
systematic reviews, which cannot be scored with the cur-
rent system that is only designed to score studies with a trial 
design. Furthermore, various remaining studies were also dif-
ficult to score with the current system based on their deviant 
study design, including 6 qualitative studies and 22 with alter-
native study designs (i.e., controlled interrupted time-series 
design). Therefore 23 + 6 + 22 = 51 abstracts of a total of 219 
were difficult to score with the current system.

Interestingly, 57% of the top-ranked 25% of abstracts (n = 
49) using the current system overlapped with those ranked 
similarly by the new system, raising questions as to whether 
introducing the new system would result in a different selec-
tion of abstracts for podium presentations. We presume that 
this indicates that now the emerging new study designs would 
be correctly assessed and selected, where these were previ-
ously underrated with the current system.

The scientific literature presents a multitude of abstract scor-
ing systems. For instance, Mitchell et al. compared an exist-
ing 3-criteria system with a new 4-criteria system and found 
an improvement in inter-rater agreement [10]. In the non-ran-
domized study of Rahbek et al. a VAS scoring system was 
compared with the ISK system, with poorer intra- and interra-
ter agreement for the VAS system [5]. Other studies employed 
systems with varying numbers of categories and scoring 
ranges [2,3,11]. Our proposed system, with fewer categories, 
reduces the grading time per abstract, but may benefit from 
training and guidelines to improve inter-rater consistency.

An interesting and surprising finding was the lower ICC of 
0.28 for using the current system as seen in this present study, 
compared with an ICC of 0.68 for this system presented in 
a previous study [6]. We cannot fully explain why the ICCs 
were lower than in the publication of 2007. Further research 
into both the old and new abstract scoring system should be 
conducted through a large group of reviewers to gain a better 
understanding of the ICC.

We hypothesized that, due to the emerging submission of 
studies with novel study designs, the ICCs decreased because 
the ISK scoring cannot score these studies properly. This is 
why we are searching for a better way of scoring the abstracts.

0
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100
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Abstract scores “New system”

Abstract scores “Old system”

Best 25%

Best 25%

Figure 4. Scatter plot comparing the old with the new scoring system.



Acta Orthopaedica 2024; 95: 180–185  184

Limitations
Our experiment is subject to several limitations. Due to the 
study design, we were not able to register our study protocol, 
because our study is slightly different from a standard random-
ized trial. Both the current and new grading systems displayed 
poor inter-rater reliability, as indicated by the ICC, suggesting 
that a lack of formal training on the scoring systems may have 
influenced the raters’ scoring and overall outcomes. The exper-
iment also did not account for potential biases related to raters’ 
personal preferences or familiarity with certain research areas 
or methodologies. Furthermore, we were unable to include 
abstracts presenting systematic reviews. Finally, even though 
the simplified grading system was faster, we did not consider 
possible trade-offs between speed and the in-depth evaluation 
provided by the more complex system. 

Strengths
The strengths of our experiment lie in its robust design and 
comprehensive evaluation. We used a serial randomized 
design, which allowed for a direct comparison between the 
current and the new grading systems, increasing the validity 
of our findings. DOASC members involved with one of the 
abstracts are not supposed to review their own study. More-
over, the inclusion of a large number of raters (n = 12–14) who 
had different levels of proficiency in grading abstracts added to 
the robustness of our study, enhancing the generalizability of 
the results. Additionally, we examined the preferences of the 
raters for each system, thereby capturing not only the quantita-
tive differences in scoring but also the qualitative user experi-
ence. Finally, our study spanned 3 different meetings, increas-
ing the diversity and volume of the abstracts included in the 
study, which further bolsters the reliability of our findings. 

Conclusion
The proposed simplified abstract rating system (new system) 
correlates poorly with the current (old system) in assess-
ing submitted abstracts, and is preferred by the majority of 
DOASC members. The simplified abstract grading system 
accommodates a broader array of study designs. 

WvdW designed the study, performed analysis, and he wrote and revised 
the manuscript. JE designed the study, supported the analysis, and wrote and 
revised the manuscript. RG, TG, and BS designed the study and critically 
reviewed the manuscript. RP designed the study, supported the analysis, and 
critically reviewed the manuscript. 
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Acta thanks Thomas Jakobsen nd Maziar Mohaddes for help with peer 
review of this manuscript.

1.  Kuczmarski T M, Raja A S, Pallin D J. How do medical societies select 
science for conference presentation? How should they? West J Emerg 
Med 2015; 16: 543-50. doi: 10.5811/westjem.2015.5.25518.

2.  Rowe B H, Strome T L, Spooner C, Blitz S, Grafstein E, Worster 
A. Reviewer agreement trends from four years of electronic submis-
sions of conference abstract. BMC Med Res Methodol 2006; 6: 14. doi: 
10.1186/1471-2288-6-14.

3.  Montgomery A A, Graham A, Evans P H, Fahey T. Inter-rater agree-
ment in the scoring of abstracts submitted to a primary care research con-
ference. BMC Health Serv Res 2002; 2: 8. doi: 10.1186/1472-6963-2-8.

4.  Timmer A, Sutherland L R, Hilsden R J. Development and evaluation 
of a quality score for abstracts. BMC Med Res Methodol 2003; 3: 2. doi: 
10.1186/1471-2288-3-2.

5.  Rahbek O, Jensen S L, Lind M, Penny J O, Kallemose T, Jakobsen 
T, et al. Inferior reliability of VAS scoring compared with International 
Society of the Knee reporting system for abstract assessment. Dan Med J 
2017; 64(4): A5346. PMID: 28385168. 

6.  Poolman R W, Keijser L C, de Waal Malefijt M C, Blankevoort L, 
Farrokhyar F, Bhandari M, et al. Reviewer agreement in scoring 419 
abstracts for scientific orthopedics meetings. Acta Orthop 2007; 78: 278-
84. doi: 10.1080/17453670710013807.

7.  Dwan K, Li T, Altman D G, Elbourne D. CONSORT 2010 statement: 
extension to randomised crossover trials. BMJ 2019; 366: l4378. doi: 
10.1136/bmj.l4378.

8.  Shrout P E, Fleiss J L. Intraclass correlations: uses in assessing rater reli-
ability. Psychol Bull 1979; 86: 420-8. doi: 10.1037//0033-2909.86.2.420.

9.  Koo T K, Li M Y. A guideline of selecting and reporting intraclass cor-
relation coefficients for reliability research. J Chiropr Med 2016; 15: 155-
63. doi: 10.1016/j.jcm.2016.02.012.

10.  Mitchell N S, Stolzmann K, Benning L V, Wormwood J B, Linsky A 
M. Effect of a scoring rubric on the review of scientific meeting abstracts. 
J Gen Intern Med 2020; 36: 2483-5. doi: 10.1007/s11606-020-05960-6.

11.  Bydder S, Marion K, Taylor M, Semmens J. Assessment of abstracts 
submitted to the annual scientific meeting of the Royal Australian and 
New Zealand College of Radiologists. Australas Radiol 2006; 50: 355-9. 
doi: 10.1111/j.1440-1673.2006.01599.x.



Acta Orthopaedica 2024; 95: 180–185 185

Appendix

 

Table 2. Old grading system


