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What is in this talk?

This is a personal account of issues I have faced over 
the past 5 years on various direct detection projects
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Pitfall
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CRESST-II and -III

Small detector
Very low threshold
Optimised for low-mass searches
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INTRODUCTION

CRESST-III detector modules consist of two cryogenic detectors: The phonon detector, based on a CaWO4 crystal, measures
the phonons generated by the energy deposition from an interaction of a particle in the CaWO4 crystal. The light detector, based
on a silicon-on-sapphire wafer matched in size to the target crystal, measures the simultaneously created scintillation light.
Furthermore, the CaWO4 sticks holding the phonon detector crystal are also operated as cryogenic detectors (CaWO4 isticks),
but serve only as a veto channel for energy depositions in the sticks, see [1] for further details. A schematic drawing of the
detector module design is shown in figure 1.

block-shaped target crystal
(with TES) 

reflective and 
scintillating housing

CaWO4 iSticks
(with holding clamps & TES)

light detector (with TES)

CaWO4 light detector holding 
sticks (with clamps) 

FIG. 1. Schematic drawing of the detector module design in CRESST-III

Having two read out channels (phonon and light), the light-yield LY , i.e., the ratio of the measured light and phonon signals,
can be used to distinguish electron from nuclear-recoil events. Dark matter scatters are expected on nuclei, while the dominating
backgrounds appear as electron-recoils. The light yield vs energy distribution of events is described by a fitted band description
as discussed in [2] and [3] and shown in figure 2. An acceptance region (yellow) is defined for the dark matter search based
on this band description. For the CRESST-III analysis in [2] all events in the acceptance region are regarded as dark matter
candidates.

FIG. 2. Electron (blue), oxygen (red), and tungsten-recoil bands (green) for detector A. The bands have been fitted to the neutron calibration
data (left) and are required for the definition of the acceptance region (yellow) in the blind data (right). The dotted red line is the mean of the
oxygen band. The solid lines depict the central 80 % bands. The a and calcium-recoil bands are not shown for reasons of clarity. Pictures
taken from [2]. An excess of events is observed below 200 eV.

The published data described in this document were obtained from the best performing out of ten detector modules of identical
design and were used to set limits on spin-independent as well as spin-dependent dark matter-nucleon interaction cross-sections.
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[1] R. Strauss et al., Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment 845, 414 (2017).

[2] A. H. Abdelhameed et al. (CRESST Collaboration), Phys. Rev. D 100 102002 (2019)
[3] R. Strauss et al., J Low Temp Phys 176 (2014).

APPENDIX

This appendix was added on April 04, 2020 by F. Reindl (florian.reindl@oeaw.ac.at). No modifications to the content above
were done.

Limits calculated with analytic convolution

As discussed in section IV.5. of [2] the dark matter expectation (the expected recoil energy spectrum) was obtained using
simulated events superimposed to measured noise. This method was chosen as it automatically accounts for all effects and
efficiencies of triggering, energy reconstruction and event selection.

However, for the paper at hand we suggested to use an analytic calculation of the expected recoil spectrum where the finite
detector resolution is taken into account via a convolution with a Gaussian function, see equation 1. We find very little difference
for both methods in the spin-independent case, while for the spin-dependent case and higher masses the method described in [2]
leads to more conservative limits. To allow for best reproducibility with this paper we are publishing new limits in this release
calculated as outlined above. The corresponding files are named C3P1_DetA_DataRelease_SI/SD.xy. Figure 5 depicts a
comparison of these limits (black) to the limits published in [2] (red).
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FIG. 5. Comparison of limits for spin-independent interactions (left) and spin-dependent interactions (right). Red: as published in [2] using a
simulation for the expected dark matter recoil energy spectrum; black: using an analytic calculation for the expected dark matter recoil energy
spectrum following the receipt of this data release. Limits in files C3P1 DetA DataRelease SI/SD.xy.

Energy-dependent cut-survival probability eex

Using this energy-dependent efficiency instead of a simple constant factor of 50 % improves the accuracy of the limit for very
low dark matter particle masses, for both the spin-independent and spin-dependent case.

In table I we give an approximate value cut-survival probability eex (50 %), while in figure 6 (C3P1_DetA_cuteff.dat) we
now also provide the precise energy-dependent behavior for eex. Using this energy-dependent efficiency in particular improves
the accuracy of the limit for very low dark matter particle masses, for both the spin-independent and spin-dependent case.
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Good things: public data

Since 2017, the CRESST Collaboration have released their data on the 
arXiv and notes explaining how to use it

Description of CRESST-II data

G. Angloher1, P. Bauer1, A. Bento1,a, C. Bucci2, L. Canonica2,b, X. Defay3, A. Erb3,c,
F. v. Feilitzsch3, N. Ferreiro Iachellini1, P. Gorla2, A. Gütlein⇤4,5, D. Hau↵1,
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L. Stodolsky1, C. Strandhagen6, R. Strauss1, A. Tanzke1, H.H. Trinh Thi3,
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D-85747 Garching, Germany
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October 15, 2018

Abstract

In Phase 2 of CRESST-II 18 detector modules were operated for about
two years (July 2013 - August 2015). Together with this document we are
publishing data from two detector modules which have been used for direct
dark-matter searches. With these data-sets we were able to set world-leading
limits on the cross section for spin-independent elastic scattering of dark
matter particles o↵ nuclei. We publish the energies of all events within the

⇤Corresponding author: achim.guetlein@oeaw.ac.at
†Current address: INFN - Sezione di Roma, I-00185 Roma, Italy
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Description of CRESST-III Data
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In CRESST-III, 10 cryogenic detector modules optimized for low energy thresholds were operated for almost
two years (May 2016 - February 2018). Together with this document we are publishing data from the best
performing detector module which has a nuclear recoil threshold of 30.1 eV. With this data-set we were able to
set limits on the cross-section for spin-dependent and spin-independent elastic scattering of dark matter particles
off nuclei at dark matter masses down to 160 MeV/c2. We publish the energies of all events after data selection
as well as of all events within the acceptance region for dark-matter searches. In this document we describe how
to use these data sets.

⇤ Corresponding author: philipp.bauer@mpp.mpg.de
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CRESST data

The data required to reproduce their results is relatively small
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‘Easy’ to use

We used in the initial CRESST-II data release in our likelihood scans…
Published in JCAP: Accepted 1 March 2018, Published 14 March 2018.

Identifying WIMP dark matter from

particle and astroparticle data

Gianfranco Bertone,
a
Nassim Bozorgnia,

a,b
Jong Soo Kim,

c

Sebastian Liem,
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Christopher McCabe,

d
Sydney Otten
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and
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Abstract. One of the most promising strategies to identify the nature of dark matter consists
in the search for new particles at accelerators and with so-called direct detection experiments.
Working within the framework of simplified models, and making use of machine learning tools
to speed up statistical inference, we address the question of what we can learn about dark
matter from a detection at the LHC and a forthcoming direct detection experiment. We show
that with a combination of accelerator and direct detection data, it is possible to identify
newly discovered particles as dark matter, by reconstructing their relic density assuming they
are weakly interacting massive particles (WIMPs) thermally produced in the early Universe,
and demonstrating that it is consistent with the measured dark matter abundance. An
inconsistency between these two quantities would instead point either towards additional
physics in the dark sector, or towards a non-standard cosmology, with a thermal history
substantially di↵erent from that of the standard cosmological model.

Keywords: Dark matter detectors, Dark matter experiments, Dark matter theory, Large
Hadron Collider, Machine learning, Global analysis

Preprint numbers: IPPP/17/94, KCL-PH-TH/2017-55, TTK-17-45
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…but we realised you have to be careful when dealing with the events 
very close to the threshold
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Pitfall…using the data incorrectly
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Pitfall…using the data incorrectly

We got the wrong behaviour because our treatment of the detector 
resolution was too naive 

The detector resolution is modelled with a Normal distribution:

2 Comparison of data and models

For dark-matter searches and other studies the distribution of measured events
is compared to di↵erent models pmodel(E) to obtain or constrain parameters of
these models. However, a model pmodel(E) has to be corrected for finite energy
resolution, energy threshold, and cut-survival probability to be comparable to the
measured energy distribution:

p(E) = ⇥(E � Ethr) · ✏x(E) ·

Z 1

0

pmodel(E
0) · N (E � E 0, �2

p)dE
0 (1)

where the Heaviside step-function ⇥(E � Ethr) accounts for the energy threshold
and ✏x(E) is the cut-survival probability for event type x. To account for finite
energy resolution of the phonon detector the model pmodel(E) has to be convolved
with a normal distribution N with width �p being the resolution of the phonon
detector.

Equation (1) is a simplification which is perfectly valid for energies well above
of the energy threshold. For energies not exceeding a distance of one to two times
the baseline resolution below the threshold (⇠ 0.45 keV for TUM40 and ⇠ 0.2 keV
for Lise) equation (1) is still a very good approximation. The simplification of the
correct handling of detector resolutions and survival probabilities allows studies
of a variety of models with di↵erent energy distributions while introducing only a
small inaccuracy for very low recoil energies.

Parameter TUM40 Lise

Ethr [keV] 0.603± 0.002 0.307± 0.004
�p [keV] 0.090± 0.010 0.062± 0.001

Table 2: Energy threshold Ethr and resolution �p.

Table 2 lists the energy resolutions and thresholds for TUM40 [2] and Lise [3].
In general, the energy resolution depends on the energy. The values for �p given in
table 2 are the baseline resolutions, i.e., the resolutions for zero energy deposition.
The assumption of constant energy resolution is valid for low energies of O(keV).
If required, the energy dependency of the resolution for larger energies could be
obtained from several lines within the electron-recoil band.

The cut-survival probability ✏x(E) can be expressed as:

✏x(E) = fx(E) · ✏0(E) (2)

where ✏0(E) is the survival probability for all cuts except a selection on the light
yield and fx(E) is the fraction of events of type x accepted by the light-yield
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Pitfall…using the data incorrectly
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We were allowing arbitrarily 
small energy depositions to 
fluctuate upwards

We needed to put a cut off 
on fluctuations 2-sigma 
below threshold to remove 
spurious events
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Pitfall…using the data incorrectly

Lesson: read (and understand) the documentation 
that accompanies the data very carefully

(… I have seen other papers make the same error we did)
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Challenge
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Challenges: simulating signals in two phase xenon
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Reminder: two-phase 
xenon detectors 
measure light (S1) and 
charge (S2) signals
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Challenges: simulating signals in two phase xenon

Reminder: two-phase 
xenon detectors 
measure light (S1) and 
charge (S2) signals

4

FIG. 2: Spatial distributions of DM search data. Events that pass all selection criteria and are within the fiducial mass are
drawn as pie charts representing the relative probabilities of the background and signal components for each event under the
best-fit model (assuming a 200 GeV/c2 WIMP and resulting best-fit �SI = 4.7 ⇥ 10�47 cm2) with color code given in the
legend. Small charts (mainly single-colored) correspond to unambiguously background-like events, while events with larger
WIMP probability are drawn progressively larger. Gray points are events reconstructed outside the fiducial mass. The TPC
boundary (black line), 1.3 t fiducial mass (magenta), maximum radius of the reference 0.9 t mass (blue dashed), and 0.65 t core
mass (green dashed) are shown. Yellow shaded regions display the 1� (dark), and 2� (light) probability density percentiles of
the radiogenic neutron background component for SR1.

FIG. 3: DM search data in the 1.3 t fiducial mass distributed in (cS1, cS2b) (left) and (R2, cS2b) (right) parameter spaces
with the same marker descriptions as in Fig. 2. Shaded regions are similar to Fig. 2, showing the projections in each space of
the surface (blue) and ER (gray) background components for SR1. The 1� (purple dashed) and 2� (purple solid) percentiles
of a 200 GeV/c2 WIMP signal are overlaid for reference. Vertical shaded regions are outside the ROI. The NR signal reference
region (left, between the two red dotted lines) and the maximum radii (right) of the 0.9 t (blue dashed) and 1.3 t (magenta
solid) masses are shown. Gray lines show iso-energy contours in NR energy.

keVee). The background contribution from the natural
radioactivity of detector materials is suppressed within
the fiducial volume to a similar level. Thus, the dominant
ER background is from �-decays of 214Pb originating
from 222Rn emanation. The maximum and minimum de-
cay rate of 214Pb is (12.6±0.8) and (5.1±0.5)µBq/kg, es-

timated from 218Po ↵-decays and time-coincident 214Bi-
214Po decays, respectively, similarly to the method used
in [25]. The corresponding event rates in the ROI are
(71 ± 8) and (29 ± 4) events/(t⇥ yr⇥ keVee). The to-
tal ER background rate is stable throughout both science
runs and measured as (82+5

�3 (sys)± 3 (stat)) events/(t⇥
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Challenges: simulating signals in two phase xenon

The ‘theory’ input is 
typically a recoil 
spectrum

Translate to the 
measured parameters

2
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FIG. 1: (Colour online). The di↵erential scattering rate at a
germanium detector for M� = 100 GeV for elastic, inelastic
and momentum dependent (MD) spin-independent scatter-
ing. The normalisation of each curve is di↵erent.

scattering can not reconcile the DAMA result with other
experiments, it remains an interesting and viable possi-
bility to explore.

In momentum dependent scattering [6, 7], the di↵er-
ential cross section is suppressed by additional powers of
q2 = 2MNER, leading to a suppression of the exclusion
limits from experiments which rely on having a sensitivity
at low recoil energies, in our case XENON10 and CDMS
II-Si. This dependence can arise for example through
dipole or charge radius interactions [36].

In Section II we briefly review the theory required to
calculate scattering rates, then in Section III we review
our current knowledge of the relevant astrophysical pa-
rameters and demonstrate and explain their e↵ect on the
experimental exclusion curves for elastic, inelastic and
momentum dependent scattering. In Section IV we ex-
amine the e↵ect of using velocity distributions from the
Via Lactea II and GHALO simulations. Finally, Ap-
pendix A summarises the relevant experimental details,
where in particular, we call attention to the reanalysed
early CDMS II runs and discuss uncertainties a↵ecting
the XENON10 exclusion limits at low masses.

II. REVIEW OF STANDARD FORMALISM

In this section we briefly review the theory needed to
calculate the number of events expected at a given ex-
periment. The di↵erential scattering rate is given by

dR

dER
= NT

⇢�
M�

Z 1

vmin

vf�(~v,~ve)
d�

dER
d3v, (1)

where NT is the number of target nuclei, ⇢� is the lo-
cal dark matter density, M� is the dark matter mass,
v = |~v|, and f�(~v,~ve) is the local dark matter velocity
distribution in the detector rest frame. For a nucleus
to recoil with an energy ER, the incident dark matter

particle must have a minimum speed given by:

vmin

c
=

r
1

2MNER

✓
MNER

µN
+ �

◆
. (2)

Here MN is the nucleus mass, µN the dark matter-
nucleus reduced mass, and we include �, the mass dif-
ference between the incoming and outgoing dark matter
particle, to allow for inelastic scattering.
We will concentrate on coherent spin-independent in-

teractions in the remainder of this paper, in which case,
the dark matter-nucleus di↵erential cross section is given
by

d�

dER
=

1

2v2
MN�n

µ2
ne

(fpZ + fn(A� Z))2

fn
2 F 2(ER), (3)

where �n is the dark matter-neutron cross section at zero
momentum transfer in the elastic limit, µne is the dark
matter-nucleon reduced mass and fn and fp parameterize
the relative dark matter coupling to neutrons and pro-
tons respectively. For simplicity, we shall assume fn = fp
for the remainder of this paper, but one should bear in
mind that in specific particle physics models, this may
not be the case. Fortunately the rescaling of the cross
section for di↵erent values of fn and fp is trivial. F (ER)
is the nucleus form factor which for tungsten and xenon
nuclei, we take as the Fermi Two-Parameter distribution
with parameters taken from the Appendix of [37]. For
germanium and silicon we use the Lewin-Smith [38] pa-
rameterisation of the Helm form factor:

F 2(ER) =

✓
3j1(qR)

qR

◆2

e�q2s2 (4)

where q =
p
2MNER, R =

q
c2 + 7

3⇡
2a2 � 5s2, c =

1.23A1/3 � 0.60 fm, s = 0.9 fm and a = 0.52 fm. We
find that this parameterisation agrees well (to within 2%
or better) with the ‘spherical Bessel expansion’ and ‘sum
of Gaussian expansion’ from [37], in stark contrast to the
commonly used values R =

p
r2 � 5s2, s = 1 fm and

r = 1.2A1/3 which overestimates F 2(ER) by up to 20%
at ER = 100 keV. As pointed out in [37], the uncertainty
in the exclusion limits due to the form factor parameter-
isation can be significantly reduced by a judicious choice,
leaving, as we will show, uncertainties in the astrophysi-
cal parameters as the dominant source of uncertainty in
the exclusion limits.
Finally, to allow for momentum dependent scattering,

we follow [7] by parameterising the momentum depen-
dence by replacing the di↵erential cross section with

d�

dER
!
 

q2

q2ref

!n
d�

dER
, (5)

where qref = 100 MeV. Here we only consider the case
n = 1, although models with n = 2 have also been con-
structed.

4

FIG. 2: Spatial distributions of DM search data. Events that pass all selection criteria and are within the fiducial mass are
drawn as pie charts representing the relative probabilities of the background and signal components for each event under the
best-fit model (assuming a 200 GeV/c2 WIMP and resulting best-fit �SI = 4.7 ⇥ 10�47 cm2) with color code given in the
legend. Small charts (mainly single-colored) correspond to unambiguously background-like events, while events with larger
WIMP probability are drawn progressively larger. Gray points are events reconstructed outside the fiducial mass. The TPC
boundary (black line), 1.3 t fiducial mass (magenta), maximum radius of the reference 0.9 t mass (blue dashed), and 0.65 t core
mass (green dashed) are shown. Yellow shaded regions display the 1� (dark), and 2� (light) probability density percentiles of
the radiogenic neutron background component for SR1.

FIG. 3: DM search data in the 1.3 t fiducial mass distributed in (cS1, cS2b) (left) and (R2, cS2b) (right) parameter spaces
with the same marker descriptions as in Fig. 2. Shaded regions are similar to Fig. 2, showing the projections in each space of
the surface (blue) and ER (gray) background components for SR1. The 1� (purple dashed) and 2� (purple solid) percentiles
of a 200 GeV/c2 WIMP signal are overlaid for reference. Vertical shaded regions are outside the ROI. The NR signal reference
region (left, between the two red dotted lines) and the maximum radii (right) of the 0.9 t (blue dashed) and 1.3 t (magenta
solid) masses are shown. Gray lines show iso-energy contours in NR energy.

keVee). The background contribution from the natural
radioactivity of detector materials is suppressed within
the fiducial volume to a similar level. Thus, the dominant
ER background is from �-decays of 214Pb originating
from 222Rn emanation. The maximum and minimum de-
cay rate of 214Pb is (12.6±0.8) and (5.1±0.5)µBq/kg, es-

timated from 218Po ↵-decays and time-coincident 214Bi-
214Po decays, respectively, similarly to the method used
in [25]. The corresponding event rates in the ROI are
(71 ± 8) and (29 ± 4) events/(t⇥ yr⇥ keVee). The to-
tal ER background rate is stable throughout both science
runs and measured as (82+5

�3 (sys)± 3 (stat)) events/(t⇥



16Christopher McCabe

Do we need to do this translation?

Yes, particularly when looking at ‘non-standard’ signals

Example 1: 
inelastic nucleus 
scattering

Xe
Xe recoil

DM

Elastic event:

Xe
Xe* recoil

DM

Xe

�

Inelastic event:

Figure 1. The left and right diagrams depict two dark matter signals at a direct detection ex-
periment. The left diagram shows the canonical elastic scattering process where the dark matter
simply causes the nucleus to recoil; an experiment measures the number of events and the nuclear
recoil energy. The right diagram depicts the inelastic scattering process. In this case, the dark
matter excites the xenon isotope which then promptly decays emitting a photon. For the 129Xe
and 131Xe isotopes of xenon, the photon/excitation energies are 39.6 keV and 80.2 keV respectively.
We assume that the photon mean free path is su�ciently short that the experiment measures the
recoil of the nucleus at the same time as the prompt de-excitation photon.

vector interaction (because of the additional suppression of the inelastic rate from the

structure function and the scattering kinematics). However, a detection of the inelastic

signal would provide additional information to complement the elastic scattering signal.

As a trivial example, while the elastic signal may come from either a spin-independent or

spin-dependent interaction, the inelastic signal will only be detectable for a spin-dependent

interaction so it detection would strongly point to a spin-dependent interaction. Further

implications of measuring the inelastic signal are left for a future paper.

A number of single-phase xenon experiments have searched for the 39.6 keV de-

excitation from the 129Xe isotope [29–31] (see also [32]). However these experiments gener-

ally set weaker limits than two-phase xenon experiments because they do not have the same

ability as two-phase experiments to discriminate between signal and background processes.

No search or sensitivity study has been carried out for a two-phase xenon detector. This is

the aim of this paper: to characterise the inelastic scattering signal for a two-phase xenon

detector, quantify the sensitivity of upcoming tonne-scale experiments to this inelastic

process and assess whether a future detection can be made.

Our paper is structured as follows. In section 2 we recap the basic principles of

dark matter scattering and describe how we model the elastic and inelastic signals in two

benchmark xenon detectors. In section 3 we discuss the main backgrounds and calculate

both the signal and background distributions in terms of the parameters that a xenon

detector measures. Section 4 describes our frequentist method for calculating the sensitivity

of upcoming tonne-scale experiments while section 5 contains our main results. We end with

a discussion of interesting follow-up studies and our conclusions in section 6. A number

of short appendices gather the formulae that we use for the generation of photons and

electrons for nuclear and electronic interactions, a check of the statistical method that we

employ, an explicit demonstration that the LUX neutron-only limits are generally stronger

than the PICO proton-only limits and finally, a check of our results under an alternative

dark matter halo model.
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Signal is nuclear recoil 
energy + gamma-ray from 
nucleus

Example 2: 
Migdal effect

CM, arXiv:1512.00460
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FIG. 1. Illustration of electron emission from nuclear re-
coils. If a DM particle scatters o↵ a nucleus (panel 1), we
can assume that immediately after the collision the nucleus
moves relative to the surrounding electron cloud (panel 2).
The electrons eventually catch up with the nucleus, but indi-
vidual electrons may be left behind and are emitted, leading
to ionisation of the recoiling atom (panel 3).

given by

d2Rnr

dER dv
=

⇢ �N

2µ2
N mDM

f(v)

v
, (1)

where ⇢ denotes the local DM density, �N the DM-
nucleus scattering cross section1, mDM the DM mass,
µN = mN mDM/(mN + mDM) the DM-nucleus reduced
mass and f(v) =

R
v2 f(v) d⌦v the DM speed distribu-

tion in the laboratory frame [51]. We neglect nuclear
form factors since we are only interested in small momen-
tum transfers. The di↵erential event rate for a nuclear
recoil of energy ER to be accompanied by an ionisation
electron with energy Ee is

d3Rion

dER dEe dv
=

d2Rnr

dER dv
⇥ |Zion(ER, Ee)|

2 , (2)

where the transition rate is given by

|Zion(ER, Ee)|
2 =

X

nl

1

2⇡

dpcqe(nl ! Ee)

dEe
. (3)

In this expression n and l denote the initial quan-
tum numbers of the electron being emitted, qe =
me

p
2ER/mN is the momentum of each electron in the

rest frame of the nucleus immediately after the scatter-
ing process, and pcqe(nl ! Ee) quantifies the probability
to emit an electron with final kinetic energy Ee. We can
make the dependence of pcqe(nl ! Ee) on qe explicit by
writing

pcqe(nl ! Ee) =

✓
qe

vref me

◆
pcvref

(nl ! Ee) , (4)

where vref is a fixed reference velocity. The functions
pcvref

(nl ! Ee) depend on the target material under con-
sideration. We use the functions from ref. [44], which
have been calculated taking vref = 10�3.

1 We have absorbed the coherent enhancement factor into our def-
inition of �N .

If the emitted electron comes from an inner orbital,
the remaining ion will be in an excited state. To return
to the ground state, further electronic energy will be re-
leased in the form of photons or additional electrons.2

The total electronic energy deposited in the detector is
hence approximately given by EEM = Ee + Enl, where
Enl is the (positive) binding energy of the electron before
emission.
We integrate eq. (2) over the nuclear recoil energy and

the DM velocity to calculate the energy spectrum, in-
cluding only those combinations of ER, EEM and v that
satisfy energy and momentum conservation. The result-
ing calculation is identical to the case of inelastic DM [54],
with the DM mass splitting �m being replaced by the
total electronic energy EEM.3 We find

vmin =

s
mNER

2µ2
+

EEM
p
2mNER

. (5)

The maximum electronic and nuclear recoil energy for
a given DM mass are given by

ER,max =
2µ2

N v2max

mN
, EEM,max =

µN v2max

2
. (6)

For vmax ⇡ 800 km/s, mDM ⌧ mN (and hence µN ⇡

mDM), we generically find EEM,max � ER,max. For
concreteness, for mDM = 0.5GeV and mN = 120GeV
(the approximate xenon atom mass), we find ER,max ⇡

0.03 keV while EEM,max ⇡ 1.8 keV. The electronic en-
ergy is therefore much easier to detect than the nuclear
recoil energy.

Sensitivity of liquid xenon detectors.— Having ob-
tained the relevant formulae for the distribution of elec-
tronic and nuclear recoil energy at the interaction point
where the DM-nucleus scattering occurs, we now convert
these energies into observables accessible for direct detec-
tion experiments. The focus of this discussion will be on
liquid xenon detectors, but we note that the dominance
of the electronic energy EEM resulting from the Migdal
e↵ect is not limited to xenon. These detectors convert
the atomic excitations and ionisations at the interaction
point into a primary (S1) and a secondary (S2) scintil-
lation signal [55]. A specific detector can be character-
ized by two functions: pdf(S1,S2|ER, EEM) quantifies the
probability to obtain specific S1 and S2 values for given
ER and EEM; and ✏(S1,S2) quantifies the probability that
a signal with given S1 and S2 will be detected and will
satisfy all selection cuts. Using these two functions, we
can write

d2R

dS1 dS2
= ✏(S1,S2)

Z
dER dEEM

d2R

dER dEEM

⇥ pdf(S1,S2|ER, EEM) , (7)

2 In contrast, the probability to obtain double ionisation from the
Migdal e↵ect itself is exceedingly small [52, 53].

3 We neglect the di↵erence in mass between the original atom and
the recoiling excited state.

Dolan, Kahlhoefer, CM 
 arXiv:1711.09906

Signal is low-energy 
atomic electron (+ very 
small nuclear recoil)
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In principle, this is a solved problem

A tool was/is available:

…but in the past, the barrier to utilising it was too high for 
theorists

It ran on top of a GEANT4 simulation of the detector (!)
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What I did in the past

Various parts of NEST where described in papers, PhD thesis, 
online talks

Hunting out this material, and talking to various experimentalists, I 
was able to write my own simplified version to do some analysis

This took a long time (even though the final code is relatively short)
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Challenge 1 : Simulating inelastic signals
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Figure 7. The left and right panels show a simulation of the background and signal regions for
the XenonA200 and XenonB1000 benchmark scenarios described in section 2.3. The black and
purple bands show the electronic and nuclear recoil bands which contain 80% of the background
and elastic scattering dark matter signals. The red and blue contours show where 68% and 95%
of events occur for inelastic scattering with the 129Xe and 131Xe isotopes for mDM = 1000 GeV
and �0

n = 10�39 cm2. The circles and triangles show the simulated events expected for an exposure
of one tonne-year. The open grey circles show the background events, the filled blue and filled red
triangles show the inelastic events arising from inelastic scattering o↵ the 129Xe and 131Xe isotopes,
while the open green triangles show the events from elastic scattering o↵ xenon. Two-phase xenon
experiments allow for some discrimination between the inelastic signal and the background events
because the signal region extends below the electronic recoil band.

are above and 10% below the dashed lines. The bands are calculated by passing a constant

energy spectrum through our detector simulations for nuclear and beta-electronic recoils.

The overall shape of the bands, and in particular that they separate at large S1, matches

the behaviour observed with real detectors (see e.g. [46]). The blue and red contours

indicate where 68% and 95% of events occur for inelastic scattering o↵ the 129Xe and 131Xe

isotopes for mDM = 1000 GeV and �0
n = 10�39 cm2, respectively. Unlike the contour

regions shown in figure 3, these contours are not elliptical but have a more extended shape.

This shape change arises because figure 7 includes the e↵ect of all possible recoil energies

of the nucleus while figure 3 was for a single nuclear recoil energy. Finally, the circles

and triangles show the simulated events expected for an exposure of one tonne-year and

the dark matter parameters mentioned above. The open grey circles show the electronic

background events, which as expected from figure 6, become more abundant at higher

values of S1. The filled blue and filled red triangles show the inelastic events from the

39.6 keV and 80.2 keV de-excitation after scattering o↵ the 129Xe and 131Xe isotopes. The

open green triangles show the events from elastic scattering o↵ xenon, which are more

abundant at smaller values of S1.

Both panels of figure 7 show that the signal and background distributions are slightly

displaced. The displacement occurs for two reasons. The first is that nuclear recoils

also have a lower S2b for the same S1 compared to an electronic event (this is why the
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Figure 2. The left and right panels show the recoil spectra for the elastic and inelastic processes in
terms of ER, the energy of the recoiling nucleus, for two values of the dark matter mass mDM and
the scattering cross-section �0

n. The various curves show the individual rates for the xenon isotopes
that participate in the scattering for the axial-vector (spin-dependent) interaction, namely 129Xe
and 131Xe, together with the total rate. The elastic rate always dominates implying that the initial
discovery of dark matter will always be made with the elastic scattering process. The di↵erence
between the elastic and inelastic rates are smaller for heavier particles suggesting that it should
be easier to find evidence for the inelastic process with heavier particles. We remind the reader
that ER is not directly measured in a two-phase xenon detector, rather, it is the scintillation
signals S1 and S2.

where µn is the nucleon-dark matter reduced mass, the sum is over the isotopes that have

spin, fA is the fractional abundance of the xenon isotope, JA is the ground-state spin of

the isotope (J129 = 1/2 and J131 = 3/2) and �0
n is the elastic cross-section to scatter o↵ a

point-like neutron in the limit of zero-momentum transfer. The structure factors SA(ER)

describe how the dark matter interacts with the nucleus and depend on the isotope. We

take the central values of the one+ two-body expressions from [24] and [25] for elastic

and inelastic scattering respectively. In both cases we only consider the neutron structure

factors Sn
A(ER) since the proton structure factors are always at least a factor of 10 smaller.

The recoil spectra as a function of the xenon nucleus’s recoil energy ER are shown

in figure 2. The left and right panels show the spectra for mDM = 100 GeV and �0
n =

10�40 cm2, and mDM = 1000 GeV and �0
n = 10�39 cm2 respectively. The total elastic and

inelastic spectrum are shown by the black dotted and black dashed lines respectively. The

orange and green lines show the contribution of 129Xe and 131Xe to the elastic spectrum,

while the blue and red lines show the contribution of 129Xe and 131Xe to the inelastic

spectrum. The elastic spectrum is always larger than the inelastic spectrum with the most

noticeable di↵erence at small ER. The inelastic spectrum drops to zero at small ER because

energy and momentum conservation do not allow for the xenon nucleus to be excited while

remaining at rest after the dark matter interaction. The larger elastic scattering rate

implies that for the axial-vector interaction, a discovery of dark matter will always first be

made with the elastic scattering process.

– 5 –
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It took me around one year 
to develop a working 

simulation for the nuclear 
inelastic paper

(…perhaps it would have 
been faster to learn 

GEANT4)
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Figure 7. The left and right panels show a simulation of the background and signal regions for
the XenonA200 and XenonB1000 benchmark scenarios described in section 2.3. The black and
purple bands show the electronic and nuclear recoil bands which contain 80% of the background
and elastic scattering dark matter signals. The red and blue contours show where 68% and 95%
of events occur for inelastic scattering with the 129Xe and 131Xe isotopes for mDM = 1000 GeV
and �0

n = 10�39 cm2. The circles and triangles show the simulated events expected for an exposure
of one tonne-year. The open grey circles show the background events, the filled blue and filled red
triangles show the inelastic events arising from inelastic scattering o↵ the 129Xe and 131Xe isotopes,
while the open green triangles show the events from elastic scattering o↵ xenon. Two-phase xenon
experiments allow for some discrimination between the inelastic signal and the background events
because the signal region extends below the electronic recoil band.

are above and 10% below the dashed lines. The bands are calculated by passing a constant

energy spectrum through our detector simulations for nuclear and beta-electronic recoils.

The overall shape of the bands, and in particular that they separate at large S1, matches

the behaviour observed with real detectors (see e.g. [46]). The blue and red contours

indicate where 68% and 95% of events occur for inelastic scattering o↵ the 129Xe and 131Xe

isotopes for mDM = 1000 GeV and �0
n = 10�39 cm2, respectively. Unlike the contour

regions shown in figure 3, these contours are not elliptical but have a more extended shape.

This shape change arises because figure 7 includes the e↵ect of all possible recoil energies

of the nucleus while figure 3 was for a single nuclear recoil energy. Finally, the circles

and triangles show the simulated events expected for an exposure of one tonne-year and

the dark matter parameters mentioned above. The open grey circles show the electronic

background events, which as expected from figure 6, become more abundant at higher

values of S1. The filled blue and filled red triangles show the inelastic events from the

39.6 keV and 80.2 keV de-excitation after scattering o↵ the 129Xe and 131Xe isotopes. The

open green triangles show the events from elastic scattering o↵ xenon, which are more

abundant at smaller values of S1.

Both panels of figure 7 show that the signal and background distributions are slightly

displaced. The displacement occurs for two reasons. The first is that nuclear recoils

also have a lower S2b for the same S1 compared to an electronic event (this is why the
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1. Reproduce shape of signals:

Me: lines
LUX: squares/triangles
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2. Reproduce detection efficiency:

Challenge 2 : Re-Simulating LUX (for Migdal)
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my code
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FIG. 4: Signal models projected on the two dimensional space
of log10 S2c as a function of S1c, for massless solar axions (top)
and 10 keV/c2 mass galactic ALPs (bottom).

B. The Look Elsewhere E↵ect

The ALP study is conducted by searching for a specific
feature over a range of masses. The local significance of
observing such a feature at one particular mass must be
moderated by the number of trials undertaken, in order
to calculate a global significance [38]. In Fig. 5, the local
p-value, i.e., the probability of such an excess if there is
no ALPs at that mass, is plotted as a function of the ALP
mass, highlighting the correspondence with the number
of standard deviations (�) away from the null hypothesis.
At 12.5 keV/c2 a local p-value of 7.2⇥10�3 corresponds
to a 2.4� deviation. Following the procedure outlined
in [39] (where it was applied to searches for the Higgs
boson), a boost factor has been calculated that evalu-
ates the likelihood of finding a deviation for a number of
searches as compared to the significance that would ap-
ply to a search performed only once. Consequently, the
global p-value is evaluated as 5.2⇥10�2 at 12.5 keV/c2,
corresponding to a 1.6 � rejection of the null hypothesis.

FIG. 5: Local p-value as a function of the ALP mass. The
minimum is reached at 12.5 keV/c2, where the local p-value
is 7.2⇥10�3, corresponding to a 2.4� local deviation.

V. RESULTS

The 90% C.L. upper limit on the coupling gAe between
solar axions and electrons is shown in Fig. 6, along with
the limits set by the previous experiments [18, 22, 40, 41],
the astrophysical limit set via the Red Giant cooling
process [17] and the theoretical models describing QCD
axions [4–6]. The 2013 LUX data set excludes a cou-
pling larger than 3.5⇥10�12 at 90% C.L, the most strin-
gent such limit so far reported. Assuming the DFSZ
model, which postulates the axion as the phase of a
new electroweak singlet scalar field coupling to a new
heavy quark, the upper limit in coupling corresponds to
an upper limit on axion mass of 0.12 eV/c2; while for the
KSVZ description, which assumes the axion interacting
with two Higgs doublets rather than quarks or leptons,
masses above 36.6 eV/c2 are excluded.
In the galactic ALP study, a scan over masses has

been performed, within the range of 1-16 keV/c2, lim-
ited by the range over which precise knowledge of light
and charge yield is determined through tritiated methane
calibration data [31]. Assuming that ALPs constitute all
of the galactic dark matter, the 90% C.L. upper limit
on the coupling between ALPs and electrons is shown in
Fig. 7 as a function of the mass, together with the results
set by other experiments [18, 40, 42, 43]. Again, this is
the most stringent such limit so far reported in this mass
range.

VI. SUMMARY

We have presented the results of the first axion and
ALP searches with the Large Underground Xenon (LUX)
experiment. Under the assumption of an axio-electric ef-
fect interaction in xenon, we test the coupling constant
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FIG. 4: Signal models projected on the two dimensional space
of log10 S2c as a function of S1c, for massless solar axions (top)
and 10 keV/c2 mass galactic ALPs (bottom).

B. The Look Elsewhere E↵ect

The ALP study is conducted by searching for a specific
feature over a range of masses. The local significance of
observing such a feature at one particular mass must be
moderated by the number of trials undertaken, in order
to calculate a global significance [38]. In Fig. 5, the local
p-value, i.e., the probability of such an excess if there is
no ALPs at that mass, is plotted as a function of the ALP
mass, highlighting the correspondence with the number
of standard deviations (�) away from the null hypothesis.
At 12.5 keV/c2 a local p-value of 7.2⇥10�3 corresponds
to a 2.4� deviation. Following the procedure outlined
in [39] (where it was applied to searches for the Higgs
boson), a boost factor has been calculated that evalu-
ates the likelihood of finding a deviation for a number of
searches as compared to the significance that would ap-
ply to a search performed only once. Consequently, the
global p-value is evaluated as 5.2⇥10�2 at 12.5 keV/c2,
corresponding to a 1.6 � rejection of the null hypothesis.

FIG. 5: Local p-value as a function of the ALP mass. The
minimum is reached at 12.5 keV/c2, where the local p-value
is 7.2⇥10�3, corresponding to a 2.4� local deviation.

V. RESULTS

The 90% C.L. upper limit on the coupling gAe between
solar axions and electrons is shown in Fig. 6, along with
the limits set by the previous experiments [18, 22, 40, 41],
the astrophysical limit set via the Red Giant cooling
process [17] and the theoretical models describing QCD
axions [4–6]. The 2013 LUX data set excludes a cou-
pling larger than 3.5⇥10�12 at 90% C.L, the most strin-
gent such limit so far reported. Assuming the DFSZ
model, which postulates the axion as the phase of a
new electroweak singlet scalar field coupling to a new
heavy quark, the upper limit in coupling corresponds to
an upper limit on axion mass of 0.12 eV/c2; while for the
KSVZ description, which assumes the axion interacting
with two Higgs doublets rather than quarks or leptons,
masses above 36.6 eV/c2 are excluded.
In the galactic ALP study, a scan over masses has

been performed, within the range of 1-16 keV/c2, lim-
ited by the range over which precise knowledge of light
and charge yield is determined through tritiated methane
calibration data [31]. Assuming that ALPs constitute all
of the galactic dark matter, the 90% C.L. upper limit
on the coupling between ALPs and electrons is shown in
Fig. 7 as a function of the mass, together with the results
set by other experiments [18, 40, 42, 43]. Again, this is
the most stringent such limit so far reported in this mass
range.

VI. SUMMARY

We have presented the results of the first axion and
ALP searches with the Large Underground Xenon (LUX)
experiment. Under the assumption of an axio-electric ef-
fect interaction in xenon, we test the coupling constant

LUX arXiv:1704.02297
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TABLE IV. Eleven background types considered in the PLR
analysis, along with the systematic uncertainties on their nor-
malizations, included as nuisance parameters in the PLR.

Background �/N
222Rn (ER) 10%

pp+7Be+14N ⌫ (ER) 2%
220Rn (ER) 10%

136Xe 2⌫�� (ER) 50%
Det. + Env. (ER) 20%

85Kr (ER) 20%
8B solar ⌫ (NR) 15%

Det. + Env. (NR) 20%
Atmospheric ⌫ (NR) 25%

hep ⌫ (NR) 15%
DSN ⌫ (NR) 50%

low number of background counts expected in LZ. No
other nuisance terms are included in the sensitivity cal-
culation presented here.

The signal spectrum for WIMP recoils is calculated
using the standard halo model following the formal-
ism of [74], with �0 = 220 km/s; �esc = 544 km/s;
�e = 230 km/s and ⇢0 = 0.3 GeV/c2. For SI scattering
the Helm form factor [75] is used as in [76], while for SD
scattering structure functions are taken from [77]. Signal
and background PDFs in S1c and S2c are created using
NEST and the parameterization of detector response de-
scribed in Sec. III and shown in Table II. The power of the
PLR technique arises from an optimal weighting of the
background-free and background-rich regions, and for all
WIMP masses considered background rejection exceeds
99.5% for a signal acceptance of 50%. Figure 7 demon-
strates the separation in (S1c,S2c) of a 40 GeV/c2 WIMP
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FIG. 7. LZ simulated data set for a background-only 1000 live
day run and a 5.6 tonne fiducial mass. ER and NR bands are
indicated in blue and red, respectively (solid: mean; dashed:
10% and 90%). The 1� and 2� contours for the low-energy
8B and hep NR backgrounds, and a 40 GeV/c2 WIMP are
shown as shaded regions.
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FIG. 8. LZ projected sensitivity to SI WIMP-nucleon elas-
tic scattering for 1000 live days and a 5.6 tonne fiducial mass.
The best sensitivity of 1.6⇥10�48 cm2 is achieved at a WIMP
mass of 40 GeV/c2. The �2� expected region is omitted
based on the expectation that the limit will be power con-
strained [78]. Results from other LXe experiments are also
shown [7–9]. The lower shaded region and dashed line indi-
cate the emergence of backgrounds from coherent scattering
of neutrinos [51, 79] and the gray contoured regions show the
favored regions from recent pMSSM11 model scans [80].

signal from the LZ backgrounds expected in a 1000 day
run.

A. Spin-independent scattering

The LZ projected sensitivity to SI WIMP-nucleon scat-
tering is shown in Fig. 8. A minimum sensitivity of
1.6 ⇥ 10�48 cm2 is expected for 40 GeV/c2 WIMPs, an
order of magnitude below the projected sensitivities of
all running LXe experiments. With this sensitivity LZ
will probe a significant fraction of the parameter space
remaining above the irreducible background from coher-
ent scattering of neutrinos from astrophysical sources,
intersecting several favored model regions on its way.

The higher light collection e�ciency compared to the
baseline presented in the TDR [22] (from 7.5% to 11.9%)
leads to an improvement at all WIMP masses. The lower
energy threshold leads to a significant expected rate of co-
herent neutrino-nucleus scattering from 8B and hep neu-
trinos, with 35 and 1 counts expected in the full exposure,
respectively. These events are not a background at most
WIMP masses but are interesting in their own right and
would constitute the first observation of coherent nuclear
scattering from astrophysical neutrinos.

The observed rate of events from 8B and hep neutri-
nos as well as sensitivity to low mass WIMPs will depend
strongly on the low energy nuclear recoil e�ciency (see
Fig. 3). Recent results from LUX and XENON1T ap-
propriately assume a cuto↵ in signal below 1.1 keV to

LZ arXiv:1802.06039 my code
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Today: the situation is improved!

NEST v2 promises to be much easier to use
Decoupled from GEANT4
Online calculator tools also available

(I have to admit that I haven’t had a project where I can utilise this yet)
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Other issues: astrophysical parameters

Have to model the DM flux to extract the particle physics 

Event rate = DM flux    particle physics

Dark matter 
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Dark matter flux

⇥
<latexit sha1_base64="o3RITcQqSdqNVf7GL2pOyHm3KbM=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMeAHjxGMA9IljA7mU3GzM4sM71CCPkHLx4U8er/ePNvnCR70MSChqKqm+6uKJXCou9/e4W19Y3NreJ2aWd3b/+gfHjUtDozjDeYltq0I2q5FIo3UKDk7dRwmkSSt6LRzcxvPXFjhVYPOE55mNCBErFgFJ3U7KJIuO2VK37Vn4OskiAnFchR75W/un3NsoQrZJJa2wn8FMMJNSiY5NNSN7M8pWxEB7zjqKJuSTiZXzslZ07pk1gbVwrJXP09MaGJteMkcp0JxaFd9mbif14nw/g6nAiVZsgVWyyKM0lQk9nrpC8MZyjHjlBmhLuVsCE1lKELqORCCJZfXiXNi2rg+P1lpXabx1GEEziFcwjgCmpwB3VoAINHeIZXePO09+K9ex+L1oKXzxzDH3ifP7bHjzY=</latexit><latexit sha1_base64="o3RITcQqSdqNVf7GL2pOyHm3KbM=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMeAHjxGMA9IljA7mU3GzM4sM71CCPkHLx4U8er/ePNvnCR70MSChqKqm+6uKJXCou9/e4W19Y3NreJ2aWd3b/+gfHjUtDozjDeYltq0I2q5FIo3UKDk7dRwmkSSt6LRzcxvPXFjhVYPOE55mNCBErFgFJ3U7KJIuO2VK37Vn4OskiAnFchR75W/un3NsoQrZJJa2wn8FMMJNSiY5NNSN7M8pWxEB7zjqKJuSTiZXzslZ07pk1gbVwrJXP09MaGJteMkcp0JxaFd9mbif14nw/g6nAiVZsgVWyyKM0lQk9nrpC8MZyjHjlBmhLuVsCE1lKELqORCCJZfXiXNi2rg+P1lpXabx1GEEziFcwjgCmpwB3VoAINHeIZXePO09+K9ex+L1oKXzxzDH3ifP7bHjzY=</latexit><latexit sha1_base64="o3RITcQqSdqNVf7GL2pOyHm3KbM=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMeAHjxGMA9IljA7mU3GzM4sM71CCPkHLx4U8er/ePNvnCR70MSChqKqm+6uKJXCou9/e4W19Y3NreJ2aWd3b/+gfHjUtDozjDeYltq0I2q5FIo3UKDk7dRwmkSSt6LRzcxvPXFjhVYPOE55mNCBErFgFJ3U7KJIuO2VK37Vn4OskiAnFchR75W/un3NsoQrZJJa2wn8FMMJNSiY5NNSN7M8pWxEB7zjqKJuSTiZXzslZ07pk1gbVwrJXP09MaGJteMkcp0JxaFd9mbif14nw/g6nAiVZsgVWyyKM0lQk9nrpC8MZyjHjlBmhLuVsCE1lKELqORCCJZfXiXNi2rg+P1lpXabx1GEEziFcwjgCmpwB3VoAINHeIZXePO09+K9ex+L1oKXzxzDH3ifP7bHjzY=</latexit><latexit sha1_base64="o3RITcQqSdqNVf7GL2pOyHm3KbM=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMeAHjxGMA9IljA7mU3GzM4sM71CCPkHLx4U8er/ePNvnCR70MSChqKqm+6uKJXCou9/e4W19Y3NreJ2aWd3b/+gfHjUtDozjDeYltq0I2q5FIo3UKDk7dRwmkSSt6LRzcxvPXFjhVYPOE55mNCBErFgFJ3U7KJIuO2VK37Vn4OskiAnFchR75W/un3NsoQrZJJa2wn8FMMJNSiY5NNSN7M8pWxEB7zjqKJuSTiZXzslZ07pk1gbVwrJXP09MaGJteMkcp0JxaFd9mbif14nw/g6nAiVZsgVWyyKM0lQk9nrpC8MZyjHjlBmhLuVsCE1lKELqORCCJZfXiXNi2rg+P1lpXabx1GEEziFcwjgCmpwB3VoAINHeIZXePO09+K9ex+L1oKXzxzDH3ifP7bHjzY=</latexit>

⇠ ⇢DM

Z
d3v fDM(v) v

<latexit sha1_base64="4RFnLgcMCTuFqYvhzJ3AxWDBZeA=">AAACN3icdZDLSgMxFIYzXmu9VV26CRahQinTC9jipqgLN0IF2wpNLZk004YmM0OSKZRhHsbH8Anc6tKVK8Wtb2B6Ea3ogcDPd84h//mdgDOlbfvZWlhcWl5ZTawl1zc2t7ZTO7sN5YeS0DrxuS9vHKwoZx6ta6Y5vQkkxcLhtOkMzsb95pBKxXzvWo8C2ha45zGXEawN6qROkGICItn3OxGSIjq/jGOImKdh97Y4RFnofvMMElj3HTcaxkcQZYedVNrOlYuVUqkA7Zw9KSMMKFYKMD8jaTCrWif1iro+CQX1NOFYqVbeDnQ7wlIzwmmcRKGiASYD3KMtIz0sqGpHkyNjeGhIF7q+NM/Ym9CfGxEWSo2EYybHNtXv3hj+1WuF2i23I+YFoaYemXMRORIPqJ5+7oYcah+OU4RdJinRfGQEJpIZ/5D0scREm6xNLl/Hw/9Fo5DLF3OFq1K6ejpLKAH2wQHIgDw4BlVwAWqgDgi4Aw/gETxZ99aL9Wa9T0cXrNnOHpgr6+MTAlGtPA==</latexit>

27Christopher McCabe



Is there a Standard approach?

3

FIG. 1: Best-fit total e�ciencies (black), including the en-
ergy ROI selection, for SR0 (dashed) and SR1 (solid) as a
function of true NR energy (keVnr). The e�ciency of S1 de-
tection (green) and that of S1 detection and selection (blue)
are shown. The shaded bands show the 68% credible regions
for SR1. The expected spectral shapes (purple) of 10 GeV/c2

(dashed), 50 GeV/c2 (dotted), and 200 GeV/c2 (dashed dot-
ted) WIMPs are overlaid for reference.

obtain the horizontal (X and Y, giving radius, R) and
vertical (Z) interaction positions. The bottom of the
TPC (Z = �96.9 cm) shows the largest radial bias of
7.7 cm (12.2 cm) at the beginning (end) of DM search
data taking, with time-dependence mostly due to gradual
charge accumulation on the PTFE surfaces, similar to the
observation by [21]. The resulting position distributions
of both spatially homogeneous 222Rn-chain ↵-decays and
131mXe decays, as well as localized NRs from external
241AmBe and neutron generator calibration data, agree
well with MC and validate this correction procedure.

The DM search data was blinded (SR0 re-blinded after
the publication of [5]) in the signal region above the S2
threshold of 200 PE and below the ER �2� quantile in
(cS1, cS2b) space, prior to the tuning and development of
event selection criteria and signal and background mod-
els. Data quality criteria are imposed to include only
well-reconstructed events and to suppress known back-
grounds. All events must contain a valid S1 and S2 pair.
S1s are required to contain coincident signals from at
least 3 PMTs within 100 ns. The energy region of inter-
est (ROI) is defined by cS1 between 3 and 70 PE, corre-
sponding to an average [1.4, 10.6] keVee (ER energy) or
[4.9, 40.9] keVnr (NR energy). Furthermore, in order to
suppress low-energy accidental coincidence (AC) events,
S1 candidates must not have shape properties compati-
ble with S2 signals produced by single electrons. The re-
sulting S1 detection e�ciency, estimated by simulation,
is shown in Fig. 1 and is smaller than that in [5] due
to a wider S1 shape in the simulation tuned to 83mKr
and 220Rn data as well as properly accounting for mis-
classification as S2. This e�ciency is consistent with that
obtained by a data-driven method where small S1s are

simulated via bootstrapping PMT hits from 20-100 PE
S1s.
The signal ratio between the top and bottom PMT

arrays is dependent on the depth at which the light is
produced. For an S1 at a given interaction position, a
p-value is computed based on the observed and expected
top/bottom ratio and p-values < 0.001 are rejected. S2s
are produced at the liquid-gas interface and thus must
have a compatible fraction of light seen in the top ar-
ray of ⇠63%. To reject events coming from occasional
light emission from malfunctioning PMTs, a threshold
is placed on the maximum fractional contribution of a
single PMT to an S1 signal.
The likelihoods of both the S1 and S2 observed hit-

patterns compared to those expected from simulation,
given the reconstructed position, are used to reject events
that may be a result of multiple-scatters or AC. The low-
cS2b, cS1 = 68 PE, event found in [5] did not pass event
selection criteria in this analysis due to improvements
to the MC simulation used for the S2 hit-pattern like-
lihood. To suppress events with poorly reconstructed
hit-patterns that occur in regions with a high density of
inactive PMT channels, the di↵erence between the neu-
ral network and a likelihood-fit algorithm is required to
be less than 2 to 5 cm, tighter towards larger S2 where
fluctuations become negligible. As in [5], the width of
the S2 signal in time must be compatible with the depth
of the interaction, and the multiplicity of S1 and S2 sig-
nals must be consistent with a single-scatter event. The
e�ciency of all selection conditions is shown in Fig. 1,
estimated using a combination of simulations and cali-
bration control samples.
This analysis expands on that in [5] by modeling the

radial distribution in the statistical inference procedure
and categorizing events at inner radii based on Z, such
that the analysis space is cS1, cS2b, R, and Z. Each back-
ground component described below, and the WIMP NR
signal, are modeled as a probability density function of
all analysis dimensions. For WIMP NR energy spectra,
the Helm form factor for the nuclear cross section [22]
and a standard isothermal DM halo as in [5] are as-
sumed, with v0 = 220 km/s, ⇢DM = 0.3 GeV/(c2 ⇥ cm3),
vesc = 544 km/s, and Earth velocity of vE = 232 km/s.
These spectra are converted into the analysis space via
the detector model described below. Figures 2 and 3
show the background and signal model shapes in various
2D projections of the analysis space compared to data.
The 1D projection in Fig. 4 and integrals in Table I show
the absolute rate comparisons. An NR signal reference
region is defined between the 200 GeV/c2 WIMP median
and �2� quantile in (cS1, cS2b) space.
The natKr concentration in LXe is reduced via

cryogenic distillation [23] to a sub-dominant level of
natKr/Xe = (0.66±0.11) ppt, as determined from regular
mass-spectrometry measurements [24], and contributes
an ER background rate of (7.7 ± 1.3) events/(t ⇥ yr ⇥
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FIG. 24. 90% confidence upper limit on the spin-
independent WIMP-nucleon cross sections based on the
analysis presented in this paper (blue), compared to
other published limits, including our previous limit [6],
SuperCDMS [45], DarkSide-50 [7], LUX [46], PANDAX-
II [47], and XENON1T [5].

ergy scale parameters in Table I, the PSD model fit
parameters in Equation 5, the WIMP acceptance as
shown in Figure 21, the NR quenching factors and
mean Fprompt values, as derived from [31], and a
2.9% uncertainty on the total exposure.

This analysis excludes spin-independent WIMP-
nucleon cross sections above 3.9⇥ 10�45 cm2

(1.5⇥ 10�44 cm2) for WIMPs with a mass of
100GeV/c2 (1TeV/c2), assuming the standard
halo dark matter model described in [49], with a
Maxwell-Boltzmann velocity distribution below an
escape velocity of 544 km/s and v0 = 220 km/s, and
a local density of 0.3GeV/cm3.

IX. CONCLUSIONS

This work improves upon the result reported in
[6], setting the most sensitive limit for the spin-
independent WIMP-nucleon cross section achieved
using a LAr target for WIMPs with mass greater
than 30GeV. These results are complementary to
results reported by liquid xenon-based experiments,
allowing for further constraints on the nature of the
WIMP-nucleon coupling [50, 51].

The use of LAr here demonstrates the power of
PSD as a tool to achieve low backgrounds in WIMP
searches, emphasizing the future prospect of much
larger LAr-based detectors designed to achieve sen-
sitivity to WIMP interaction cross-sections at the
level of the neutrino floor.

Additionally, a detailed description of back-
grounds in the detector has been presented alongside
the analysis methods and simulation models which
characterize them. Using these models, a total back-

ground expectation of <1 event has been achieved;
this model is consistent with observations in data
in the ROI. Multivariate techniques are currently
being explored to utilize these models to maximize
the sensitivity to dark matter signals. Since the end
of the data collection period presented here (Octo-
ber 31, 2017) DEAP-3600 has continued to collect
data. Updated results including a blind analysis of
additional data are planned for the near future.
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accidental coincidences, facc, is taken to be separable,
that is, facc(S1, log10S2) = f1(S1) ⇥ f2(log10 S2). The
individual di↵erential rates of isolated S1 pulses (f1) and
isolated S2 pulses (f2) are measured from WIMP-search
data. Because of their uncorrelated nature, these events
are modeled as uniform in {xS2, yS2, zS2}.

A protocol for blinding the data to potential NR
WIMP signatures, to reduce analysis bias, began on De-
cember 8th, 2014 and was carried through the end of
the exposure. Artificial WIMP-like events (“salt”) were
manufactured from sequestered 3H calibration data and
introduced into the data at an early stage in the data
pipeline, uniform in time and position within the fiducial
volume. Individual S1 and S2 waveforms from this data
set were paired to form events consistent with a nuclear
recoil S2 vs S1 distribution. Some S2-only salt events
were added as well. The nuclear recoil energy distribu-
tion of these events had both an exponential (WIMP-
like) and flat component. The four parameters describing
these distributions (the exponential slope, the flat popu-
lation’s end point, the total rate, and the relative ratio of
exponential vs. flat rates) were chosen at random within
loose constraints and were unknown to the data analyz-
ers. The salt event trigger times were sequestered by an
individual outside the LUX collaboration until formally
requested for unblinding, after defining the data selection
criteria, e�ciencies, and PLR models.

Following the removal of salt events, two populations
of pathological S1+S2 accidental coincidence events were
identified in which the S1 pulse topologies were anoma-
lous. In the first of these rare topologies, ⇠80% of the
collected S1 light is confined to a single PMT, located in
the edge of the top PMT array. This light distribution
is inconsistent with S1 light produced in the liquid, but
is consistent with light produced outside the field cage
and leaking into the TPC. A loose cut on the maximum
single PMT waveform area as a fraction of the total S1
waveform area is tuned on ER and NR calibrations to
have >99% flat signal acceptance. The second popula-
tion of anomalous events also features a highly clustered
S1 response in the top array, as well as a longer S1 pulse
shape than typical of liquid interactions; these pulses are
consistent with scintillation from energy deposited in the
gaseous xenon. A loose cut on the fraction of detected
S1 light occurring in the first 120 ns of the pulse is simi-
larly tuned on ER and NR calibration data to have >99%
signal acceptance across all energies. These two cuts, de-
veloped and applied after unblinding, feature very high
signal acceptance, are tuned solely on calibration data,
and only eliminate events that clearly do not arise from
interactions in the liquid.

The result presented here includes the application of
these two postunblinding cuts, and additionally includes
31.82 live days of nonblinded data, collected at the be-
ginning of the WS2014–16 exposure before the start of
the blinding protocol.

WIMP signal hypotheses are tested with a PLR statis-
tic as in [9], scanning over spin-independent WIMP-

FIG. 3. Upper limits on the spin-independent elastic WIMP-
nucleon cross section at 90% C.L. The solid gray curves show
the exclusion curves from LUX WS2013 (95 live days) [9] and
LUX WS2014–16 (332 live days, this work). These two data
sets are combined to give the full LUX exclusion curve in
solid black (“LUX WS2013+WS2014–16”). The 1– and 2–�
ranges of background-only trials for this combined result are
shown in green and yellow, respectively; the combined LUX
WS2013+WS2014–16 limit curve is power constrained at the
–1� level. Also shown are limits from XENON100 [44] (red),
DarkSide-50 [45] (orange), and PandaX-II [46] (purple). The
expected spectrum of coherent neutrino-nucleus scattering by
8B solar neutrinos can be fit by a WIMP model as in [47],
plotted here as a black dot. Parameters favored by SUSY
CMSSM [48] before this result are indicated as dark and light
gray (1– and 2–�) filled regions.

nucleon cross sections at each value of WIMP mass.
Nuclear-recoil energy spectra for the WIMP signal are
derived from a standard Maxwellian velocity distribution
with v0 = 220 km/s, vesc = 544 km/s, ⇢0 = 0.3GeV/cm3,
average Earth velocity of 245 km/s, and a Helm form fac-
tor. Detector response nuisance parameters, describing
all non-negligible systematic uncertainties in the signal
and background models, are listed with their constraints
and observed fit values in Table I. Systematic variation of

TABLE I. Model parameters in the best fit to WS2014–16
data for an example 50GeV c�2 WIMP mass. Constraints
are Gaussian with means and standard deviations indicated.
Fitted event counts are after cuts and analysis thresholds.

Parameter Constraint Fit Value

Lindhard k [11] 0.174± 0.006 -

Low-z-origin � counts 94± 19 99± 14

Other � counts 511± 77 590± 34

� counts 468± 140 499± 39
8B counts 0.16± 0.03 0.16± 0.03

PTFE surface counts 14± 5 12± 3

Random coincidence counts 1.3± 0.4 1.6± 0.3
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TABLE IV. Eleven background types considered in the PLR
analysis, along with the systematic uncertainties on their nor-
malizations, included as nuisance parameters in the PLR.

Background �/N
222Rn (ER) 10%

pp+7Be+14N ⌫ (ER) 2%
220Rn (ER) 10%

136Xe 2⌫�� (ER) 50%
Det. + Env. (ER) 20%

85Kr (ER) 20%
8B solar ⌫ (NR) 15%

Det. + Env. (NR) 20%
Atmospheric ⌫ (NR) 25%

hep ⌫ (NR) 15%
DSN ⌫ (NR) 50%

low number of background counts expected in LZ. No
other nuisance terms are included in the sensitivity cal-
culation presented here.

The signal spectrum for WIMP recoils is calculated
using the standard halo model following the formal-
ism of [74], with �0 = 220 km/s; �esc = 544 km/s;
�e = 230 km/s and ⇢0 = 0.3 GeV/c2. For SI scattering
the Helm form factor [75] is used as in [76], while for SD
scattering structure functions are taken from [77]. Signal
and background PDFs in S1c and S2c are created using
NEST and the parameterization of detector response de-
scribed in Sec. III and shown in Table II. The power of the
PLR technique arises from an optimal weighting of the
background-free and background-rich regions, and for all
WIMP masses considered background rejection exceeds
99.5% for a signal acceptance of 50%. Figure 7 demon-
strates the separation in (S1c,S2c) of a 40 GeV/c2 WIMP

FIG. 7. LZ simulated data set for a background-only 1000 live
day run and a 5.6 tonne fiducial mass. ER and NR bands are
indicated in blue and red, respectively (solid: mean; dashed:
10% and 90%). The 1� and 2� contours for the low-energy
8B and hep NR backgrounds, and a 40 GeV/c2 WIMP are
shown as shaded regions.
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FIG. 8. LZ projected sensitivity to SI WIMP-nucleon elas-
tic scattering for 1000 live days and a 5.6 tonne fiducial mass.
The best sensitivity of 1.6⇥10�48 cm2 is achieved at a WIMP
mass of 40 GeV/c2. The �2� expected region is omitted
based on the expectation that the limit will be power con-
strained [78]. Results from other LXe experiments are also
shown [7–9]. The lower shaded region and dashed line indi-
cate the emergence of backgrounds from coherent scattering
of neutrinos [51, 79] and the gray contoured regions show the
favored regions from recent pMSSM11 model scans [80].

signal from the LZ backgrounds expected in a 1000 day
run.

A. Spin-independent scattering

The LZ projected sensitivity to SI WIMP-nucleon scat-
tering is shown in Fig. 8. A minimum sensitivity of
1.6 ⇥ 10�48 cm2 is expected for 40 GeV/c2 WIMPs, an
order of magnitude below the projected sensitivities of
all running LXe experiments. With this sensitivity LZ
will probe a significant fraction of the parameter space
remaining above the irreducible background from coher-
ent scattering of neutrinos from astrophysical sources,
intersecting several favored model regions on its way.

The higher light collection e�ciency compared to the
baseline presented in the TDR [22] (from 7.5% to 11.9%)
leads to an improvement at all WIMP masses. The lower
energy threshold leads to a significant expected rate of co-
herent neutrino-nucleus scattering from 8B and hep neu-
trinos, with 35 and 1 counts expected in the full exposure,
respectively. These events are not a background at most
WIMP masses but are interesting in their own right and
would constitute the first observation of coherent nuclear
scattering from astrophysical neutrinos.

The observed rate of events from 8B and hep neutri-
nos as well as sensitivity to low mass WIMPs will depend
strongly on the low energy nuclear recoil e�ciency (see
Fig. 3). Recent results from LUX and XENON1T ap-
propriately assume a cuto↵ in signal below 1.1 keV to

XENON1T

LZ

LUX

DEAP-3600

SuperCDMS ?
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FIG. 3. Scatter plots of ionization z vs. radial partitions for
all DM-search events passing preselection cuts (large, colored)
and signal model events passing the preselection and BDT
cuts (small, gray). The events are divided into four even
energy bins, labeled in keV. The events for all ten detectors
are present, and each DM-search event has been colored by
the distance from the BDT cut position in the detector that
registered the event to the BDT score of the event itself. This
sets the BDT cut position at �BDT = 0 and allows BDT
scores to be compared between detectors. The single event
accepted by the BDT cut is indicated with an arrow (and has
�BDT < 0).

one cut for each detector—that approximately maximizes
the average cross-section sensitivity over the simulated
ensemble is identified. The set of cuts optimized for a
50 GeV/c2 DM candidate is selected to define our final
BDT-score selection because it has the best overall per-
formance in the 10–250 GeV/c2 mass range.

Unblinding the data after the final BDT cut reveals
one DM candidate (42.8 keV recoil energy), as shown
in Figure 3. This result is consistent with our model’s
expected misidentified-background distribution, which is
approximately Poisson with a mean of 0.33 and predicts 1
(�1) background event in 24% (28%) of MC experiments.

The optimal interval technique [16] without back-
ground subtraction provides a 90% C.L. upper limit on
the DM-nucleon cross section, shown in Figure 4. The
calculation uses the DM-particle and halo models sum-
marized in [3, 17]. The resulting limit excludes new pa-
rameter space for DM–germanium-nucleus interactions
in the mass range 13–127 GeV/c2. Using standard scal-
ings [3] between nuclei for spin-independent DM-nucleon
interactions, limits obtained with other nuclei can be
compared and are overlaid in Figure 4.

This work is the first analysis on the majority of the
SuperCDMS Soudan dataset and is also the first analy-
sis to fully utilize the background rejection power of the

iZIP detector. By refining our background models and
employing maximum likelihood techniques, future anal-
yses may obtain improved sensitivity.
The SuperCDMS collaboration gratefully acknowl-

edges technical assistance from the sta↵ of the Soudan
Underground Laboratory and the Minnesota Department
of Natural Resources. The iZIP detectors were fabri-
cated in the Stanford Nanofabrication Facility, which is
a member of the National Nanofabrication Infrastructure
Network, sponsored and supported by the NSF. Part of
the research described in this article was conducted un-
der the Ultra Sensitive Nuclear Measurements Initiative
and under Contract No. DE-AC05-76RL01830 at Pa-
cific Northwest National Laboratory, which is operated
by Battelle for the U.S. Department of Energy. Fund-
ing and support were received from the National Science
Foundation, the Department of Energy, Fermilab URA
Visiting Scholar Award 15-S-33, NSERC Canada, and
MultiDark (Spanish MINECO). Fermilab is operated by
the Fermi Research Alliance, LLC under Contract No.
De-AC02-07CH11359. SLAC is operated under Contract
No. DEAC02-76SF00515 with the United States Depart-
ment of Energy.

FIG. 4. The 90% confidence upper limit on the DM-
nucleon cross section (solid black) based on our single ob-
served event. The range of the pre-unblinding 68% (95%)
most likely expected upper limits are shown as dark green
(light green) bands. Closed contours shown are CDMS II
Si [18] (solid gray, 90% C.L.) and DAMA/LIBRA [19] (dotted
purple, 90% C.L.). The remaining 90% C.L. exclusion limits
shown are, in order of increasing sensitivity at 25 GeV/c2,
CRESST (CR) [20], CDMSlite Run 2 (lite) [21], EDELWEISS
(EW) [22], SuperCDMS Soudan low threshold (SCLT) [11],
DarkSide (DS) [23], PICO-60 (P60) [24], EDELWEISS low
mass (EWLT) [25], CDMS II Ge alone (CDII) [26] as well as a
combined limit with this result (COM), PandaX-II (PX) [27],
LUX (LUX) [28], and XENON1T (Xe) [29].
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Is there a Standard approach? Yes

‘Standard Halo Model’

v0 = 220 km/s

vesc = 544 km/s

rho0 = 0.3 GeV/cm3

vE = 230 - 245 km/s
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Is there a Standard approach? Yes-ish

‘Standard Halo Model’

v0 = 220 km/s

vesc = 544 km/s

rho0 = 0.3 GeV/cm3

vE = 230 - 245 km/s

ADMX, HAYSTAC, ORGAN rho0 = 0.45 GeV/cm3

arXiv:1804.05750, 1801.00835, 1706.00209

Not necessarily true across all dark matter searches…
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O’Hare, CM et al.1807.09004
A dark matter hurricane…

Earth goes round Sun, Sun goes round Galaxy

SHM halo~220 km/s

S1 stream~550 km/s

WIMP Hurricane

Extreme changes - S1: ‘Dark matter hurricane’
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Small effect for high mass searches
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Spectrum is relatively featureless…                     .         .      . 
                                  …except in a sweet spot around 20 GeV

Only a small change 
in the spectrum
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The situation is improving

Collaborations are working together to agree on common 
statistical and astrophysical parameters in their analyses

White paper is being drafted
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Conclusions

In my experience…

However, overall I am optimistic that things are improving!

Pitfalls (based on CRESST):  If you use the data blindly, you can 
derive strange conclusions

Challenges (bases on xenon):  It is still challenging if you want to 
think about ‘non-standard’ signals eg with electronic and nuclear 
contributions

Frustrations: there is always the problem of figuring out what 
astrophysical parameters groups have used in their analysis


