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Al and Kubernetes @ CERN -
Challenges
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Ricardo Rocha
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Speakers

e Platform engineer, responsible for hosting infrastructure of
CERN Java applications
e Part of CTO openlab team

e Lead, Platforms Infrastructure
e CNCF Technical Oversight Committee (TOC) + Technical
Advisory Board (TAB)
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What is Kubernetes and CNCF

Kubernetes: is an open-source orchestration system for automating
deployment, scaling, and management of containerized applications

Cloud Native Computing Foundation (CNCF): is the open source,
vendor-neutral hub of cloud native computing, hosting projects like
Kubernetes and Prometheus to make cloud native universal and
sustainable.
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Kubernetes history

2014 2015 2016 2017 2018 2019/2020

GA
Google introduces Helm and first announcement

Kubernetes KubeCon for EKS, AKS, ArgoCD/Flux
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Kubernetes turns 10 in 2024




A decade of Kubernetes: impact

*« 90%
Agree that cloud native technology,

including Kubernetes, is transforming
the way our business operates

l
91%

Agree that Kubernetes has
benefited our entire
organization, not just IT

State of Kubernetes 2023, VMWare Tanzu
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A decade of Kubernetes: benefits

Operational benefits of Kubernetes

Improved resource utilization

50%

‘ . . ’ ‘ ‘ ‘ ‘ Shortened software development cycles _ 41%
0000000000
. ' . . ' . . ‘ . ’ Containerized monolithic applications _ 37%
’ . . . . . . . . . Increase efficiency of hybrid model _ 37%
0000000000
. . . . ‘ ’ . . . . Enabled the process of moving to the cloud — 36%
0000000000
‘ . . . . . ' ‘ ’ . 9 8 % Eased application upgrades and maintenance _ 36%

. . . . . . . ’ . . Biperignceoperationl Reduced public cloud costs
. . . . . . . . . . benefits from Kubernetes

w
w
ES

State of Kubernetes 2023, VMWare Tanzu
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Clusters Nodes

Kubernetes @ CERN 528 3101

Service launched in 2016

Cores RAM

CERN is a CNCF End User since 2020 17117 4051

Large and growing number of services on the platform

EDH, Phonebook, EDMS, SSO infrastructure

CERN Library, InspireHEP, HEPData

GitLab + GitLab CI

SWAN, Kubeflow/ML, REANA (Reproducible Analysis)
CMSWeb, Rucio

ATS / Accelerator Controls (ongoing work)

And many more
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Kubernetes @ CERN

Clusters
GitOps and Secret Management,
Dissemination. Helm and Flux/ArgoCO
RUbEITICEs VeI, Meson HA improvements with Node Groups, Velume Snapshots. Automated Backups
Cluster Auto Scaling, Auto Healing, LBaaS
Integration with the CERN and WLCG fors ervigeType' LB 9 and Restore.
environments. Certificates, Storage. 5
Round one and multiple items to work
> ¥ High Availability, together with the community.
“Production” Service > 5 4 s
GitOps, Public Cloud
Disaster Recovery
Investigations 2017 2019 2021 ;
1 1 1 1 1 ! HE | o
T T T T T T T <3
2016 2018 2020 2022
Pilot Service Dissemination, Security
CephFS, Manila, CVMFS ) )
Kubernetes. Swarm Container Webinars on infrastructure and
CSI everywhere. Developed initial drivers for use cases, popular elsewhere as well
Not obvious around this time which CephFS and Manila. Improvements for
orchestrator would win. Scalability and CVMFS. Re-thinking with Security Team security
performance tests. aspects of containerized deployments,
Work done fully upstream, taken later by policies, best practices
muiltiple other organizations.
Nodes
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CNCF Top End User award
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Greiersies
"Whosoever holds this hammer, if he be
Cha I |e ngeS worthy, shall possess the power of Thor"
Traduci post
Kubernetfes has a_steep Iearn[ng_; Curl/e PRe secret behina
e Starting now is almost difficult* as .
-7 Thor’s hammer
starting in 2016
e CNCF landscape is large and hard
to navigate
e Multiple tools doing similar things.

Need for a better way to identify best
tool for each use case

* Kubernetes is a much more stable and
mature product than 2016

¥y CERN 18:00 - 21 Mar 24 - 8.849 Visualizzazioni
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memenetes
@memenetes

C h a I I e n g e S If you've been there, you know.

Kubernetes deployments

Born for stateless web
application but running anything

Stateful workloads are possible
but not easy as stateless

Kubernetes deployments, but stateful

Al at door, the challenge is to
understand how Kubernetes can
contribute
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What in next decade ?

Clayton Coleman
@smarterclayton

“Inference is the new web

”

app.
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https://openai.com/research/scaling-kubernetes-to-7500-nodes

January 25, 2021 Compute, Software engineering, Conclusion

Research

Scaling Kubernetes to 7,500 nodes

Nodes
7,500

A large machine learning job spans many nodes and runs most efficiently when it has

access to all of the hardware resources on each node. This allows GPUs to cross-
communicate directly using NVLink, or GPUs to directly communicate with the NIC

17:10 17:15 17:20 17:25 17:30 17:35 = R . p = = =
using GPUDirect. So for many of our workloads, a single pod occupies the entire node.

Pending pods

o Any NUMA, CPU, or PCIE resource contention aren’t factors for scheduling;

packing or fragmentation is not a common problem. Our current clusters have full
bisection bandwidth, so we also don’t make any rack or network topology considerations.

= All of this means that, while we have many nodes, there’s relatively low strain on
o > the scheduler.

17:10 17:15 17:20 17:25 17:30 17:35

400

We’ve scaled Kubernetes clusters to 7,500 nodes, producing a scalable
infrastructure for large models like GPT-3, CLIP, and DALL-E, but also for rapid
small-scale iterative research such as Scaling Laws for Neural Language Models.
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https://openai.com/research/scaling-kubernetes-to-7500-nodes

2022

Kubernetes

Al DAY @ KUBERNETES

BATCH + HPC DAY
NORTH AMERICA NORTH AMERICA

Kubernetes

Al DAY

EUROPE

OCTOBER 25

DETROIT, MICHIGAN
#K8SAIDAY

16 MAY
VALENCIA, SPAIN
#k8sAl + #k8sAlday

3:20 CEST Kubernetes Batch + HPC Day Hosted by CNCF - Half Day Event | SOLD OUT
HALL7, ROOM A | GROUND FLOOR | EUROPE COMPLEX

2023 https:/events.linuxfoundation.org/archive/2023/kubecon-cloudnativecon-europe/program/schedule/ wsocest [

cnvrg.io
HALL, ROOM A | GROUND FLOOR | EUROPE COMPLEX

Buildi for the Cloud with Kueue - i Yin,

DaoCloud
HALL 7, R00M A| GROUND FLOOR | EUROPE COMPLEX

No results found for lim

14:45 CEST

University of Toronto & Shivay Lamba
HALL7, ROOM A | GROUND FLOOR | EUROPE COMPLEX

Try searching again or browsing the types and venues below.

15:20 CEST A Scheduling Perspective - Lim Haw Jia & Fan

Search

Deliang, Bytedance
HALL 7, ROOM A | GROUND FLOOR | EUROPE COMPLEX

15:50 CEST SLA ling in Apache Yunil i i i
Govindan & Craig Condit, Cloudera

HALL7, ROOM A | GROUND FLOOR | EUROPE COMPLEX

K U B E R N E T E S 16:20 CEST Lightning Talk: How to Bring Data Locality to I/O-Intensive Workloads on Kubernetes -
BATCH + HPC DAY B e
EUROPE
16:30 CEST ing , i Elia Oggian,
e ot s racd]| s Eovgee
18 APRIL 2023 | 13:30-17:00 16:40 CEST onLigl;Imlnghllc licity Pay for HPC Workloads? - Jori:
RAI, AMSTERDAM, THE NETHERLANDS e oo e e
#k8sBatch #k8sHPC il o
Hall 7 | Room A

-



https://events.linuxfoundation.org/archive/2023/kubecon-cloudnativecon-europe/program/schedule/

2024 nhttps://events.linuxfoundation.org/kubecon-cloudnativecon-europe/

IIm Search Clear

Tuesday, March 19

Description: lim|

16:10 CET WasmEdge, portable and lightweight runtime for Al/LLM workloads | Project Lightning Talk .
18:05 CET ~ Lightning Talk: Locking the Monster: Strategies to Isolate Resource Big Eaters - Peter
Pan, DaoCloud (Description: llm) ) Friday, March 22
) 11:00 CET
esc n: Ilm

GPU M Using the O Pattern - Shiva Krishna |
& Kevin Klues, NVIDIA (Descnption lim).

Wednesday, March 20

09:40 CET e Platform for Al/ML - Jorge Palma, Principal PM

Lead, Microsoft (Description: im)

15:05 CET

10:00 CET  Key te: de
Rajas Kakodar, VMware |

khita Raghunath &

1 (Description: lim)
11:15 CET @ i

Building Al-Ready and Platform i - Thom: ik
“ | cen e: How Cloud Nat echnologies Enable Vave of Intel Vitale, Systematic & Lize Raes Langchaln41 (Description: lim) -
Applications - Kevin Wang, Huawei; Tina Tsou, LF Edge; Yin Ding, Google; Hongbing Zhang,
DaoCloud (Description: lim),
i GPU on - Amit Kumar & Gaurav Ku
= 11:00 CET Unleashmg the Power of DRA (Dy i for Just-in-Time GPU Slic
12:10 CET
14:30 CET Prompt: Help Me Debug a Cluster! - Anusha Ragunathan & Lili Wan, Intuit Inc (Descriptio
Iim)
1225ceT | [ o
16:30 CET 16:00 CET

°

e R ontig S Apcessing JOi | andecapemiubemctos oAl e Coas SMcT Rabnans
Kaslin Fields, Google & Rob Koch, Slalom (Description: llm)



https://events.linuxfoundation.org/kubecon-cloudnativecon-europe/

2024

https://events.linuxfoundation.org/kubecon-cloudnativecon-europe/

Type: Cloud Native Al Day [Clear Filter]

Tuesday, March 19

09:00 CET
09:15 CET
09:50 CET
10:25 CET
10:45 CET
11:05 CET
11:50 CET

12:05 CET

13:30 CET

14:05 CET

o @
» N
l

14:40 CET

15:15 CET

15:50 CET

16:25 CET

17:00 CET

17:25 CET


https://events.linuxfoundation.org/kubecon-cloudnativecon-europe/

https://www.cncf.io/reports/cloud-native-artificial-intelligence-whitepaper/

CNCF Al Working Group

Cloud Native AT
CLOUD

\ | NATIVE
Veaniuang ' ARTIFICIAL
; INTELLIGENCE

B ooy (EDA)
Visualization

i
Predictive Gererative i

- &) |

Workloads Classfcotion  Object Detection RAss Uns ‘ B :

' L — '
! Models, applications,... | clustering Forensting B Vector DBs  Lyns Date-Scertist/ |
3 - Develoger 8

CI i ¢D . i

l v k. !

ML Lifecye \ '
resyce ) ) (e [(Foes) (e )J ) :
UL/ML/LLM Ops) Data/ML/AL i

EBE-5= = J |
.

VPMPWJ [ @@ ':':'@ ] P

O

'
Platform Engneer !

.

4 1

! Infrastructure Q H

| Cloud or On-prem Law.s__’u - ) £3 : CLOUD NATIVE PUBLISHED

' G | UTING FOUNDATION MARCH 20,2024 (ist edition)
) J oo SRE/Operations !

: »

:

.

:

<\ |

Hordware L i
‘ [ CcPU &PU NPU TPU DPU J Hardware
Accelerators Architect

(intel) SANVIDIA. Arm s AMDA™”
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https://www.cncf.io/reports/cloud-native-artificial-intelligence-whitepaper/

Sharing and Efficient Usage of GPU resources

Interactive, Inference i [ - ] [ ; ] [
Spiky utilization, day vs night time, ' ! ! '

]

immediate access

- Resource Sharing, Partitioning

Batch, Training Q Q Q

Sustained utilization, long running,
queues and priorities high backfill

so% Scheduling, Priorities, Pre-emption

Online + Offline — > TIDAL CO-LOCATION



apiVersion: resource.k8s.io/vialpha2 apiversion: vi

kind: ResourceClass Kind Jrod
metadata:
name: resource.example.com :
z : name: pod-with-cats
driverName: resource-driver.example.com apec:
apiVersion: vi Contniners:
kind: Pod apiVersion: cats.resource.example.com/v1 - pale: containere
kind: ClaimParameters i 5 .
metadata: : ) image: ubuntu:20.04
name: large-black-cat-claim-parameters command: ["sleep", "9999"]
name: gpu-pod spec: resources:
spec: color: black claims:
restartPolicy: Never size:ilarge goname: cet9
A —_— . - name: containeri
containers: S )
5 apiVersion: resource.k8s.io/vialpha2 image: ubuntu:20.04
- name: cuda-container kind: ResourceClaimTemplate command: ["sleep", "9999"]
image: nvcr.io/nvidia/k8s/cuda-sample:vectoradd-cudal@.2 metadata: 'es':“f°°5'
claims:
. name: large-black-cat-claim-template
resources: Dby 9 P ey
limits: il resourceClaims:
spec: "
idi . 3 - name: cat-0
nvidia.com/gpu: 1 # requesting 1 GPU X resourceClassName: resource.example.com SGiten:
parametersRef: resourceClaimTemplateName: large-black-cat-claim-template
apiGroup: cats.resource.example.com - name: cat-1
kind: ClaimParameters source:
name: large-black-cat-claim-parameters resourceClaimTemplateName: 1arge-b1ack-cat-claim-template‘

https://kubernetes.io/docs/concepts/scheduling-eviction/dynamic-resource-allocation/



https://kubernetes.io/docs/concepts/scheduling-eviction/dynamic-resource-allocation/

apiVersion: batch/vi
kind: Job
metadata:
name: sample-job
labels:
kueue.x-k8s.10/queue-name: user-queue

kueue.x-k8s.1io/priority-class: sample-priority
spec:

ResourceFlavor
nodeLabel: standard

ResourceFlavor
nodelabel: spot

ResourceFlavor
nodeLabel: gpu

label: standard label: standard label: spot

label: gpu

Node Node

Node

Node

https://kueue.sigs.k8s.io/docs/overview/

KEP-693: MultiKueue #1380

ISYVELERE k8s-ci-robot merged 1 commitinto kubernetes-sigs:main from mwielgus:mk-kep (CJon Dec 28, 2023
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https://kueue.sigs.k8s.io/docs/overview/

GPU-free LLM Inference

ngnnnn I
Sustainable Compute Kubernetes + Small Parameter LLM
Better Ease of Use and Availability Robust Open Source Ecosystem
Proven Performance w/ More Flexibility Pragmatic Choice

Cost Efficient

Up to 80+% lower cost per (Million) token
(to GPU)
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