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Reference: KamLAND-Zen, 2016, PhysRevLett.117.082503 QML for OVBB
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The ovBp decay of 3°Xe isotope Wg‘ —

dy, ur

Hypothetical BSM decay process: (4,2) — (A, Z +2) +2e~ + 2>Q Feynman diagram

Consequences:

e Neutrino and anti-neutrino coincide (Majorana fermions)

e Lepton number violation g

]
e High Q-value, above natural radiation energies: QBB =2458MeV
OvBp

Energy Qpp
Energy spectrum


https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.117.082503

QML for Ov3p

ovf3B searches at DUNE experiment
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A 10kt FD module doped at ~2% 3¢Xe could allow for OvBp search


https://www.mdpi.com/2076-3417/11/6/2455/htm

Source: xenon-Doped Liquid Argon TPCs as a Neutrinoless Double Beta Decay Platform QM L for OVBB

Background sources - Mitigation strategies

e Environmental radioactivity — VOLUME FIDUCIALIZATION e Solar neutrinos (CC and ES interactions) — PHOTON COINCIDENCE TAG
e Neutrons from («, n) reactions — PASSIVE SHIELDING e Cosmogenically-activated radioisotopes (**Ar, ¥7Xe, 3°Cl ...) - COINCIDENCE MUON TIMING VETO
e Single B emission with QB~2.5 MeV in “2Ar — %2K — #2Ca — USE OF DEPLETED ARGON e 136Xe 2vvBp — IRREDUCIBLE BACKGROUND

Mitigation strategies impact Signal and Background spectra after mitigation
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https://arxiv.org/abs/2203.14700

QML for Ov3p

oV vs 4*Ar single-B Classification

IN FACT DEPLETED “?Ar CANNOT BE PRODUCED IN HIGH QUANTITIES
NEED OF DIFFERENT STRATEGY — MACHINE LEARNING
Generate Toy dataset:

e Geant4 simulated high resolution f and B tracks at Q=2.458 MeV (11k and 10k events respectively)
e DUNE resolution: 3D track voxelization with 5x5x1 mm?2bins.

e Nodetector effects taken into account
Geant4 track Voxelized projection

Issues:

e Lowenergyresolution: ~1 MeV
e Shorttracks~1.2cm
e Too few pixels for pattern recognition

(XY) view (5 x 5) mm?

“hit 2»



QML for Ov3p

. Single B:
Slgnal VS baCkground Only one blob of energy

deposition at track end
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Two blobs of energy
deposition at both ends



Feature Extractors

Feature

( Dense (feature number) :D—> extraction
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Batch normalization
Leaky ReLU, slope =c
Dropout, rate = d

Dense(b)

Dense(64)
Batch normalization
Leaky ReLU, slope = 0.2
Dropout, rate = 0.02

Dense(16)
Batch normalization
Leaky ReLU, slope = 0.2
Dropout, rate = 0.02
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Rense(feature number>—> extraction

Batch normalization
Leaky RelLU, slope = 0.2

Dropout, rate = 0.02

layer



Source: towardsdatascience.com QM L for OVBB

Transformer Block

Attention Mechanism
RPN > RN (self)
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https://www.researchgate.net/publication/3308596_An_Introduction_to_Biometric_Recognition

QML for Ov3p

Evaluation - Resolution study

Consideration for ProtoDUNE geometry

e DUNE wire pitch is 5 mmon x, y axis and 1 mm on z axis
e DUNE energy sensitivity is ~0.1 MeV per voxel
e OvBp events activate very few hits: classification accuracy is poor ~68% with CNN

What if we could build a more efficient detector?

e Increase spatial resolution to 1 mm on all axes
e Increase energy sensitivity: up to 10x factor



Evaluation - Resolution study

Spatial resolution correlates more than energy resolution
Low resolution (1mm < pitch <5 mm):

e lessvoxels
e few active hits

CNN performs better.
High resolution (pitch <1mm):

e more voxels
e more active hits
e accuracy drops for low energy resolution:
energy threshold too high to activate the smaller voxels

ATN is more efficient and reaches higher accuracy
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Thank you !

Questions?
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