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#### Abstract

In this paper, we introduce the subfield bilinear collision problem and use it to construct an identification protocol and a signature scheme. This construction is based on the MPC-in-the-head paradigm and uses the Fiat-Shamir transformation to obtain a signature.


## 1 Introduction

The use of the Multi-Party Computation in the Head (MPCitH) paradigm for Zero-Knowledge (ZK) protocols was introduced in [22]. The general idea is to use any NP-relation $\mathcal{R}(x, w)$ to obtain a ZK-protocol in which a prover $\mathcal{P}$ convinces a verifier $\mathcal{V}$ that she knows a valid witness $w$ for a given (public) value of $x$ without revealing any information about $x$. In this paper, we introduce a problem which naturally arises by using the standard techniques for finding discrete logarithms in small characteristic finite fields to construct such a protocol. We then use the Fiat-Shamir heuristic [16] to turn the corresponding MPCitH protocol into a signature scheme. The advantage of introducing this new problem is that it can easily be transformed into an MPC protocol which yields a smaller signature size compared to existing post-quantum schemes.
We define the problem that we consider throughout this paper as follows:

## The subfield bilinear collision (SBC) Problem.

This problem depends on three parameters: A prime power $q$ and two positive integers $k, n$.

- Problem instance: Two vectors $\vec{u}, \vec{v} \in\left(\mathbb{F}_{q^{k}}\right)^{n}$, which are linearly independent over $\mathbb{F}_{q}$.
- Solution: Two non-colinear vectors $\vec{x}, \vec{y} \in\left(\mathbb{F}_{q}\right)^{n}$ such that

$$
\begin{equation*}
(\vec{u} \cdot \vec{x})(\vec{v} \cdot \vec{y})=(\vec{u} \cdot \vec{y})(\vec{v} \cdot \vec{x}) . \tag{1}
\end{equation*}
$$

We denote an instance of the SBC problem given by the two vectors $\vec{u}, \vec{v} \in\left(\mathbb{F}_{q^{k}}\right)^{n}$ by $\mathrm{SBC}[\vec{u}, \vec{v}]$. If the vectors $\vec{x}, \vec{y} \in\left(\mathbb{F}_{q}\right)^{n}$ are a solution of $\operatorname{SBC}[\vec{u}, \vec{v}]$, we use the notation $(\vec{x}, \vec{y}) \in \operatorname{SBC}[\vec{u}, \vec{v}]$.
Note that we use the canonical embedding from $\mathbb{F}_{q}$ to $\mathbb{F}_{q^{k}}$ for the vectors $\vec{x}$ and $\vec{y}$. Therefore, the operations in (1) are well-defined.
This problem originates from a heuristic discrete logarithm algorithm in small characteristic finite fields and seems hard to solve for large $n$ when $n \approx \frac{k}{2}$.

## 2 Preliminaries

### 2.1 Notations

In this section, we introduce some standard (cryptographic) notation which we need throughout this paper. The target security level of our scheme is denoted by $\lambda$. For any positive integer $m \in \mathbb{Z}^{+}$, we denote the set $\{1, \ldots, m\}$ by $[m]$. Let $D$ denote any probability distribution. Then the notation $s \leftarrow_{\$} D$ indicates that $s$ is sampled from $D$. If $S$ is a finite set, then the notation $s \leftarrow_{\$} S$ means that $s$ is uniformly sampled at random from $S$. By using the notation $s \leftarrow_{\leftarrow}^{\leftarrow} S$, we indicate that $s$ is sampled pseudorandomly from $S$ based on the seed $r$. Additionally, we assume the random oracle model and consider any hash function used in this article to be a random oracle.

Let $\mathbb{F}$ be a finite field and let $k, n$ be positive integers. Then we denote the set of all $n \times k$ matrices over $\mathbb{F}$ by $\mathcal{M}_{n, k}(\mathbb{F})$. For a fixed vector $\vec{x} \in \mathbb{F}^{n}$, the subspace generated by $\vec{x}$ is denoted by $\langle\vec{x}\rangle$ and the projective space over $\mathbb{F}$ of dimension $n$ by $\mathbb{P}_{n}(\mathbb{F})$. We denote the polynomial ring over $\mathbb{F}$ in $X$ by $\mathbb{F}[X]$.

### 2.2 Basic considerations about the SBC problem

Colinear collisions are easy to find. For any vector $\vec{x} \in\left(\mathbb{F}_{q}\right)^{n}$ and for any scalar $\alpha \in \mathbb{F}_{q}$, we see that

$$
(\vec{u} \cdot \vec{x})(\vec{v} \cdot(\alpha \vec{x}))=\alpha(\vec{u} \cdot \vec{x})(\vec{v} \cdot \vec{x})=(\vec{u} \cdot(\alpha \vec{x}))(\vec{v} \cdot \vec{x}) .
$$

Therefore, the pair $(\vec{x}, \alpha \vec{x})$ always yields a collision. This is why we insist on non-colinear vectors $\vec{x}, \vec{y}$ in the definition of the SBC problem.

Choice of parameters. In this section, we examine the relation between the parameters $k$ and $n$ and the hardness of the corresponding instances of the SBC problem. Let $\operatorname{SBC}[\vec{u}, \vec{v}]$ be an instance of the SBC problem. By rewriting Equation (1), we want to find non-colinear vectors $\vec{x}, \vec{y} \in\left(\mathbb{F}_{q}\right)^{n}$ such that

$$
\frac{\vec{u} \cdot \vec{x}}{\vec{v} \cdot \vec{x}}=\frac{\vec{u} \cdot \vec{y}}{\vec{v} \cdot \vec{y}},
$$

assuming that $\vec{v} \cdot \vec{x} \neq 0$ and $\vec{v} \cdot \vec{y} \neq 0$. Consider the map

$$
\begin{aligned}
\phi: \mathbb{P}_{n-1}\left(\mathbb{F}_{q}\right) & \rightarrow \mathbb{F}_{q^{k}} \\
\vec{x} & \mapsto \frac{\vec{u} \cdot \vec{x}}{\vec{v} \cdot \vec{x}}
\end{aligned}
$$

We do a heuristic analysis of the expected number of collisions of $\phi$. For simplicity, we assume that the range of $\phi$ is $\mathbb{F}_{q^{k}}^{*}$ and that the scalar product $\vec{v} \cdot \vec{x} \neq 0$ for every $\vec{x} \in \mathbb{P}_{n-1}\left(\mathbb{F}_{q}\right)$. We consider $Q:=\frac{q^{n}-1}{q-1} \approx q^{n-1}$ vectors in the domain of $\phi$. Therefore, there are

$$
\binom{Q}{2}=\frac{Q(Q-1)}{2} \approx \frac{Q^{2}}{2}
$$

possible pairs of vectors which could be part of a collision. Assuming that the range of $\phi$ is $\mathbb{F}_{q^{k}}^{*}$, the expected number of collisions depending on $k$ and $n$ can be estimated by

$$
\frac{Q(Q-1)}{2\left(q^{k}-1\right)} \approx \frac{Q^{2}}{2 q^{k}} \approx \frac{q^{2(n-1)}}{2 q^{k}}=\frac{q^{2 n-k-2}}{2}
$$

First, we consider the case $n>k+1$. Fix a random vector $\vec{x} \in \mathbb{P}_{n-1}\left(\mathbb{F}_{q}\right)$ and let $c=\phi(\vec{x})$. Finding a collision $(\vec{x}, \vec{y})$ is then equivalent to finding a vector $\vec{y} \in \mathbb{P}_{n-1}\left(\mathbb{F}_{q}\right)$ with $\vec{y} \neq \vec{x}$ such that

$$
(c \vec{v}-\vec{u}) \cdot \vec{y}=0
$$

Each entry of the vectors $\vec{u}$ and $\vec{v}$ is an element of $\mathbb{F}_{q^{k}}$. Let $\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ be an $\mathbb{F}_{q}$ basis of $\mathbb{F}_{q^{k}}$. We can express each entry of $(c \vec{v}-\vec{u})$ using this basis to obtain a matrix of the form

$$
\mathrm{M}=\left(\begin{array}{ccc}
a_{1}^{(1)} & \ldots & a_{n}^{(1)} \\
\vdots & \ddots & \vdots \\
a_{1}^{(k)} & \ldots & a_{n}^{(k)}
\end{array}\right) \in \mathcal{M}_{k, n}\left(\mathbb{F}_{q}\right)
$$

where $c v_{i}-u_{i}=\sum_{j=1}^{k} a_{i}^{(j)} \alpha_{j}$ for $i=1, \ldots, n$. By construction, $\vec{x}$ is in the right kernel of M. To obtain a collision, the goal is to find another vector $\vec{y}$ in the right kernel of M with $\vec{y} \neq \vec{x}$ in $\mathbb{P}_{n-1}\left(\mathbb{F}_{q}\right)$. If $n>k+1$, such a vector $\vec{y}$ has to exist and can be computed by solving the linear system $\mathrm{M} \vec{y}=0$.

Next, consider the case $n \leq k+1$. We pick $N$ pairwise non-colinear vectors $\vec{x}_{1}, \ldots, \vec{x}_{N}$ and want to estimate the probability that at least one of these $N$ distinct vectors is part of a collision with the remaining $Q-N \approx Q$ vectors. If one of these $N$ vectors, say $\vec{x}_{j}$, is part of a collision, we can compute $c_{j}=\phi\left(\vec{x}_{j}\right)$ and again solve the linear system

$$
\left(c_{j} \vec{v}-\vec{u}\right) \cdot \vec{y}=0
$$

to find the vector $\vec{y}$. Following a standard heuristic argument, we expect such a collision to appear if $N Q>q^{k}$, i.e. if $N>q^{k+1-n}$. By using this technique, we get an attack against the SBC problem in $\mathcal{O}\left(q^{k+1-n}\right)$, which is quite efficient for $n$ close to $k$.

If we consider $n \ll \frac{k}{2}$, we do not expect any collisions to exist. Therefore, a setup where $n \approx \frac{k}{2}$ seems to be a good parameter choice for the SBC problem: We expect collisions to exist, but the technique for finding collisions described above is not efficient.

Normalization of solutions. Consider a solution $(\vec{x}, \vec{y}) \in \operatorname{SBC}[\vec{u}, \vec{v}]$ of the SBC problem. We define the matrix

$$
N=\left(\begin{array}{cc}
x_{n-1} & y_{n-1} \\
x_{n} & y_{n}
\end{array}\right) \in \mathcal{M}_{2,2}\left(\mathbb{F}_{q}\right) .
$$

First, we consider the case that $N$ is singular. Let $\vec{K} \neq(0,0)$ be an element of the left kernel of $N$, i.e. $\vec{K} \cdot\left(x_{n-1}, x_{n}\right)=0$ and $\vec{K} \cdot\left(y_{n-1}, y_{n}\right)=0$. We distinguish two cases:
$-\vec{K} \in\langle(1,0)\rangle$ : In this case, the entries $x_{n-1}$ and $y_{n-1}$ to not contribute towards the sum in the scalar product computations. Therefore, we could decrease the size of the vectors $\vec{u}$ and $\vec{v}$ to $n-1$ by removing the entries $u_{n-1}$ and $v_{n-1}$ from $\vec{u}$ and $\vec{v}$ respectively. Afterwards, we can still obtain a solution $\left(\overrightarrow{x^{\prime}}, \overrightarrow{y^{\prime}}\right)$ to the SBC problem with smaller dimension $n-1$ by removing the entries $x_{n-1}$ and $y_{n-1}$ from $\vec{x}$ and $\vec{y}$ respectively.
$-\vec{K} \in\langle(\alpha, 1)\rangle$ for an $\alpha \in \mathbb{F}_{q}$ : For simplicity, we normalize $\vec{K}$ to be of the form $\vec{K}=(c, 1)$. Then the following equations hold:

$$
\begin{aligned}
\left(u_{n-1}, u_{n}\right) \cdot\left(x_{n-1}, x_{n}\right) & =\left(u_{n-1}, u_{n}\right) \cdot\left(x_{n-1}, x_{n}\right)-u_{n} \vec{K} \cdot\left(x_{n-1}, x_{n}\right), \\
\left(u_{n-1}, u_{n}\right) \cdot\left(y_{n-1}, y_{n}\right) & =\left(u_{n-1}, u_{n}\right) \cdot\left(y_{n-1}, y_{n}\right)-u_{n} \vec{K} \cdot\left(y_{n-1}, y_{n}\right), \\
\left(v_{n-1}, v_{n}\right) \cdot\left(x_{n-1}, x_{n}\right) & =\left(v_{n-1}, v_{n}\right) \cdot\left(x_{n-1}, x_{n}\right)-v_{n} \vec{K} \cdot\left(x_{n-1}, x_{n}\right), \\
\left(v_{n-1}, v_{n}\right) \cdot\left(y_{n-1}, y_{n}\right) & =\left(v_{n-1}, v_{n}\right) \cdot\left(y_{n-1}, y_{n}\right)-v_{n} \vec{K} \cdot\left(y_{n-1}, y_{n}\right) .
\end{aligned}
$$

If we replace $u_{n-1}$ by $\left(u_{n-1}-c u_{n}\right)$ and $v_{n-1}$ by $\left(v_{n-1}-c v_{n}\right)$, we can remove the entries $u_{n}$ and $v_{n}$ from $\vec{u}$ and $\vec{v}$ respectively to obtain a new instance of the SBC problem with smaller dimension $n-1$. This new system still has a solution of the form $\vec{x}=\left(x_{1}, \ldots, x_{n-1}\right)$ and $\vec{y}=\left(y_{1}, \ldots, y_{n-1}\right)$.

In both cases, we can reduce the dimension $n$ of the vectors but still obtain a solution of the SBC problem if $N$ is singular. Since we do not want the dimension of the problem to be easily reduced, we assume that the matrix $N$ is non-singular when we consider solutions of the SBC problem.
Assume that $N$ is non-singular. Then, we can simplify the solutions in the following way: Compute the inverse of $N$, which we denote by

$$
W=\left(\begin{array}{ll}
w_{11} & w_{12} \\
w_{21} & w_{22}
\end{array}\right) \in \mathcal{M}_{2,2}\left(\mathbb{F}_{q}\right)
$$

We can use $W$ to normalize the solution vectors $\vec{x}, \vec{y}$ and obtain

$$
W \cdot\binom{\vec{x}}{\vec{y}}=\left(\begin{array}{ccc}
\overrightarrow{x^{\prime}} & 1 & 0 \\
\overrightarrow{y^{\prime}} & 0 & 1
\end{array}\right)
$$

for some $\overrightarrow{x^{\prime}}, \overrightarrow{y^{\prime}} \in\left(\mathbb{F}_{q}\right)^{n-2}$. The normalized vectors $\left(\left(\overrightarrow{x^{\prime}}, 1,0\right),\left(\overrightarrow{y^{\prime}}, 0,1\right)\right)$ are also a solution of the same SBC problem $\mathrm{SBC}[\vec{u}, \vec{v}]$. To see that, we check the equation

$$
\begin{aligned}
{\left[\vec{u} \cdot\left(\overrightarrow{x^{\prime}}, 1,0\right)\right]\left[\vec{v} \cdot\left(\overrightarrow{y^{\prime}}, 0,1\right)\right]=} & {\left[\vec{u} \cdot\left(w_{11} \vec{x}+w_{21} \vec{y}\right)\right]\left[\vec{v} \cdot\left(w_{21} \vec{x}+w_{22} \vec{y}\right)\right] } \\
= & w_{11} w_{21}(\vec{u} \cdot \vec{x})(\vec{v} \cdot \vec{x})+w_{11} w_{22}(\vec{u} \cdot \vec{x})(\vec{v} \cdot \vec{y}) \\
& +w_{12} w_{21}(\vec{u} \cdot \vec{y})(\vec{v} \cdot \vec{x})+w_{12} w_{22}(\vec{u} \cdot \vec{y})(\vec{v} \cdot \vec{y})
\end{aligned}
$$

$$
\begin{aligned}
= & w_{21} w_{11}(\vec{u} \cdot \vec{x})(\vec{v} \cdot \vec{x})+w_{22} w_{11}(\vec{v} \cdot \vec{y})(\vec{u} \cdot \vec{x}) \\
& +w_{21} w_{12}(\vec{v} \cdot \vec{x})(\vec{u} \cdot \vec{y})+w_{22} w_{12}(\vec{v} \cdot \vec{y})(\vec{u} \cdot \vec{y}) \\
= & {\left[\vec{u} \cdot\left(w_{21} \vec{x}+w_{22} \vec{y}\right)\right]\left[\vec{v} \cdot\left(w_{11} \vec{x}+w_{12} \vec{y}\right)\right] } \\
= & {\left[\vec{u} \cdot\left(\overrightarrow{y^{\prime}}, 0,1\right)\right]\left[\vec{v} \cdot\left(\overrightarrow{x^{\prime}}, 1,0\right)\right] . }
\end{aligned}
$$

In the third equation, we used the commutativity of the multiplication in $\mathbb{F}_{q^{k}}$ and the fact that $(\vec{x}, \vec{y}) \in \mathrm{SBC}[\vec{u}, \vec{v}]$. By this argument, we can always normalize a solution of the SBC problem to obtain vectors of the form $\vec{x}=\left(\overrightarrow{x^{\prime}}, 1,0\right)$ and $\vec{y}=\left(\overrightarrow{y^{\prime}}, 0,1\right)$. In this case, $\vec{x}$ and $\vec{y}$ are non-colinear. Throughout the rest of this paper, we therefore assume any solution of the SBC problem to be of this normalized form.

## The normalized subfield bilinear collision (NSBC) Problem.

- Problem instance: Two vectors $\vec{u}, \vec{v} \in\left(\mathbb{F}_{q^{k}}\right)^{n}$, which are linearly independent over $\mathbb{F}_{q}$.
- Solution: Two vectors $\vec{x}, \vec{y} \in\left(\mathbb{F}_{q}\right)^{n}$ of the form $\vec{x}=\left(\overrightarrow{x^{\prime}}, 1,0\right), \vec{y}=\left(\overrightarrow{y^{\prime}}, 0,1\right)$ such that

$$
\begin{equation*}
(\vec{u} \cdot \vec{x})(\vec{v} \cdot \vec{y})=(\vec{u} \cdot \vec{y})(\vec{v} \cdot \vec{x}) . \tag{2}
\end{equation*}
$$

Similar to before, we denote an instance of the NSBC problem given by the two vectors $\vec{u}, \vec{v} \in\left(\mathbb{F}_{q^{k}}\right)^{n}$ by $\operatorname{NSBC}[\vec{u}, \vec{v}]$. If $\vec{x}, \vec{y} \in\left(\mathbb{F}_{q}\right)^{n}$ are a solution of $\operatorname{NSBC}[\vec{u}, \vec{v}]$, we use the notation $(\vec{x}, \vec{y}) \in \operatorname{NSBC}[\vec{u}, \vec{v}]$.

Generation of normalized instances with a solution. Given $q, k$ and $n$, we can generate an instance of this problem that has a solution in the following way: Uniformly at random choose two vectors $\overrightarrow{x^{\prime}}, \overrightarrow{y^{\prime}} \in\left(\mathbb{F}_{q}\right)^{n-2}$, set $\vec{x}:=\left(\overrightarrow{x^{\prime}}, 1,0\right)$ and $\vec{y}:=\left(\overrightarrow{y^{\prime}}, 0,1\right)$. Also, randomly choose the coordinates $u_{1}, \ldots, u_{n} \in \mathbb{F}_{q^{k}}$ and $v_{1}, \ldots, v_{n-1} \in \mathbb{F}_{q^{k}}$ of $\vec{u}$ and $\vec{v}$. Lastly, compute $v_{n}$ as

$$
v_{n}=\frac{(\vec{u} \cdot \vec{y})\left(\sum_{i=1}^{n-1} v_{i} x_{i}\right)-(\vec{u} \cdot \vec{x})\left(\sum_{i=1}^{n-1} v_{i} y_{i}\right)}{y_{n}(\vec{u} \cdot \vec{x})}
$$

If the denominator $y_{n}(\vec{u} \cdot \vec{x})$ happens to be zero, the computation of $v_{n}$ fails. In this case, we can choose new random vectors and start the computation again or we can change the value of $u_{n-1}$ and compute $v_{n}$ successfully. If the unlikely case that $\vec{u}, \vec{v}$ are linearly dependent over $\mathbb{F}_{q}$ appears, we can easily adapt the vectors accordingly to avoid this case. By this construction, we have that $(\vec{x}, \vec{y}) \in \operatorname{NSBC}[\vec{u}, \vec{v}]$. The one-way function $\tilde{f}$ which we use for the identification protocol in this paper is therefore of the form

$$
\begin{equation*}
\tilde{f}\left(u_{1}, \ldots, u_{n}, v_{1}, \ldots, v_{n-1}, x, y\right)=\left(u_{1}, \ldots, u_{n}, v_{1}, \ldots, v_{n-1}, v_{n}\right) \tag{3}
\end{equation*}
$$

Origin of the SBC problem. Consider the discrete logarithm problem (DLP) in the group $G=\mathbb{F}_{q^{k}}^{*}$ for some large extension degree $k$. Let $\mathbb{F}_{q}[X]$ denote the set of polynomials in $X^{q^{k}}$ with coefficients in $\mathbb{F}_{q}$. We can represent $\mathbb{F}_{q^{k}}^{*}$ as the quotient $\operatorname{ring} \mathbb{F}_{q}[X] /\left(I_{k}(X)\right)$, where $I_{k}$ is an arbitrary irreducible polynomial of degree $k$. We briefly describe a heuristic algorithm to solve the DLP in this group, which is based on the function field sieve. This family of algorithms, called Frobenius Representation algorithms, was for example studied in [25]. In the representation phase of the algorithm from [25], the goal is to find two polynomials $h_{0}, h_{1} \in \mathbb{F}_{q}[X]$ of degree at most 2 such that there exists an irreducible polynomial $I_{k}$ of degree $k>2$ with $I_{k}(X) \mid\left(h_{1}(X) X^{q}-h_{0}(X)\right)$. Let $\theta$ be a root of $I_{k}$ in the algebraic closure of $\mathbb{F}_{q}$. Using $I_{k}$, we can represent $\mathbb{F}_{q^{k}} \cong \mathbb{F}_{q}[\theta]$ as $\mathbb{F}_{q}[X] /\left(I_{k}(X)\right)$. In this representation, we see that

$$
\theta^{q}=\frac{h_{0}(\theta)}{h_{1}(\theta)}
$$

We follow the approach in [25]: In the descent phase of the algorithm, the goal is to find the discrete logarithm of an element $T(\theta) \in \mathbb{F}_{q^{k}}$. Without loss of generality, we can assume that $T$ is an irreducible polynomial over $\mathbb{F}_{q}[X]{ }^{3}$ Let $\xi \in \mathbb{F}_{q^{\operatorname{deg}(T)}}$ be a root of $T$. We try to find polynomials $A, B \in \mathbb{F}_{q}[X, Y]$ of degree $d \approx k / 2$ such that

$$
B(\xi, 1) A\left(h_{0}(\xi), h_{1}(\xi)\right)-A(\xi, 1) B\left(h_{0}(\xi), h_{1}(\xi)\right)=0 \quad \text { in } \mathbb{F}_{q^{\mathrm{deg}(T)}}
$$

or equivalently

$$
T(x) \mid\left[B(x, 1) A\left(h_{0}(x), h_{1}(x)\right)-A(x, 1) B\left(h_{0}(x), h_{1}(x)\right)\right]
$$

where $A$ and $B$ are the two homogeneous polynomials

$$
A(x, y):=\sum_{i=0}^{d} a_{i} x^{i} y^{d-i} \quad \text { and } \quad B(x, y):=\sum_{i=0}^{d} b_{i} x^{i} y^{d-i}
$$

This is in fact a special case of the SBC problem: Define

$$
\overrightarrow{\mathcal{H}}:=\left(\begin{array}{c}
h_{1}(\xi)^{d} \\
h_{1}(\xi)^{d-1} h_{0}(\xi) \\
\vdots \\
h_{0}(\xi)^{d}
\end{array}\right) \quad \text { and } \quad \overrightarrow{\mathcal{G}}:=\left(\begin{array}{c}
1 \\
\xi \\
\vdots \\
\xi^{d}
\end{array}\right)
$$

Then the goal is to find two non-colinear vectors $\vec{a}, \vec{b} \in\left(\mathbb{F}_{q}\right)^{d}$ with

$$
(\overrightarrow{\mathcal{H}} \cdot \vec{a})(\overrightarrow{\mathcal{G}} \cdot \vec{b})-(\overrightarrow{\mathcal{H}} \cdot \vec{b})(\overrightarrow{\mathcal{G}} \cdot \vec{a})=0 \quad \text { in } \mathbb{F}_{q^{\operatorname{deg}(T)}},
$$

[^0]i.e. $(\vec{a}, \vec{b}) \in \mathrm{SBC}[\overrightarrow{\mathcal{H}}, \overrightarrow{\mathcal{G}}]$. In this case, the vectors $\vec{a}, \vec{b}$ represent the coefficients of the polynomials $A$ and $B$, respectively. In [24], the limiting factor of the discrete logarithm problem computation comes from this variant of the SBC problem. Improving attacks against the SBC problem would therefore lead to improvements of the discrete logarithm computations using the method described above.

Known attacks. Consider an instance $\operatorname{NSBC}[\vec{u}, \vec{v}]$ of the normalized SBC problem. By rewriting Equation (2), the goal is to find vectors $\vec{x}, \vec{y} \in\left(\mathbb{F}_{q}\right)^{n}$ of the form $\vec{x}=\left(\overrightarrow{x^{\prime}}, 1,0\right), \vec{y}=\left(\overrightarrow{y^{\prime}}, 0,1\right)$ such that

$$
(\vec{u} \cdot \vec{x})(\vec{v} \cdot \vec{y})-(\vec{u} \cdot \vec{y})(\vec{v} \cdot \vec{x})=0
$$

This is a bilinear equation given by the polynomial

$$
\begin{aligned}
g\left(x_{1}, \ldots, x_{n-2}, y_{1}, \ldots, y_{n-2}\right):= & \left(\sum_{i=1}^{n-2} u_{i} x_{i}+u_{n-1}\right)\left(\sum_{i=1}^{n-2} v_{i} y_{i}+v_{n}\right) \\
& -\left(\sum_{i=1}^{n-2} u_{i} y_{i}+u_{n}\right)\left(\sum_{i=1}^{n-2} v_{i} x_{i}+v_{n-1}\right)
\end{aligned}
$$

Since $\vec{u}, \vec{v} \in\left(\mathbb{F}_{q^{k}}\right)^{n}$, the polynomial $g$ is an element of the polynomial ring $\mathbb{F}_{q^{k}}\left[X_{1}, \ldots, X_{n-2}, Y_{1}, \ldots, Y_{n-2}\right]$ in $2(n-2)$ variables. We can express this polynomial with $k$ polynomials in the base field $\mathbb{F}_{q}$ by choosing an $\mathbb{F}_{q}$ basis $\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ of $\mathbb{F}_{q^{k}}$. Therefore, we obtain a system of $k$ bilinear equations of the form

$$
\begin{gathered}
g_{1}\left(x_{1}, \ldots, x_{n-2}, y_{1}, \ldots, y_{n-2}\right)=0 \\
\vdots \\
g_{k}\left(x_{1}, \ldots, x_{n-2}, y_{1}, \ldots, y_{n-2}\right)=0
\end{gathered}
$$

where $g_{i} \in \mathbb{F}_{q}\left[X_{1}, \ldots, X_{n-2}, Y_{1}, \ldots, Y_{n-2}\right]$ for $i \in[k]$. We can solve this bilinear system using Gröbner basis algorithms, for example the so-called $F_{5}$ algorithm [12]. For details about Gröbner basis algorithms, see for example [13|33]. We recall the following result from [13]:
Theorem 1 ([13, Corollary 3]). The complexity of computing a Gröbner basis of a generic bilinear system $g_{1}, \ldots, g_{n_{x}+n_{y}} \in \mathbb{K}\left[x_{1}, \ldots, x_{n_{x}}, y_{1}, \ldots, y_{n_{y}}\right]$ with the $F_{5}$ algorithm is upper bounded by

$$
\mathcal{O}\left(\binom{n_{x}-1+n_{y}-1+\min \left(n_{x}, n_{y}\right)}{\min \left(n_{x}, n_{y}\right)}^{\omega}\right)
$$

where $2 \leq \omega \leq 3$ is the linear algebra constant.
In our setting, we have that $n_{x}=n_{y} \approx \frac{k}{2}$, which means we can upper bound the complexity of solving the obtained system of bilinear equations by

$$
\mathcal{O}\left(\binom{\frac{3 k}{2}}{\frac{k}{2}}^{\omega}\right)
$$

By using Stirling's formula, we can asymptotically estimate the binomial coefficient by $2^{H\left(\frac{1}{3}\right) \frac{3 k}{2}}$, where $H(p)=-p \log p-(1-p) \log (1-p)$ is the binary entropy function, which yields an estimate of roughly $2^{1.38 k \omega}$ for the upper bound of the complexity. For a security level of $\lambda=k=128$ and the best case scenario for the linear algebra constant of $\omega=2$, this would yield a complexity of $2^{354}$.

The upper bound given in Theorem 1 is not tight, there are practical examples of Gröbner basis computations which are faster. In [24, Section 6], a discrete logarithm computation based on the same bilinear system is feasible to compute up to the extension degree of $k=36$. However, our suggested parameter choice of $k \geq 128$ seems completely out of the reach of these techniques.

Evidence for post-quantum security. Concerning the post-quantum security of the SBC problem, we do not see any efficient attack that would outperform a standard attack based on Grover's algorithm [20]. Other post-quantum systems like MinRank [9] rely on the hardness of solving bilinear systems. Indeed, the MinRank problem can be transformed into a bilinear system using the SupportMinor modeling (5].
Moreover, the resolution of general bilinear systems is NP-complete [11. Despite the relation of the SBC problem to the discrete logarithm problem shown in the section about the origin of the SBC problem, the SBC problem is not reducible to discrete logarithms as far as we know. Therefore, the SBC problem cannot be directly attacked using Shor's algorithm 32].

### 2.3 Notations for Multi-Party Computations (MPC)

We briefly introduce the notation we use in the Multi-Party Computation (MPC) protocols throughout this paper. We use additive sharings of finite field elements. Let $N$ be the number of parties. Then an $N$-sharing of a finite field element $x \in \mathbb{F}$ is an $N$-tuple

$$
\llbracket x \rrbracket=\left(x^{\llbracket 1 \rrbracket}, \ldots, x^{\llbracket N \rrbracket}\right)
$$

such that

$$
x=\sum_{i=1}^{N} x^{\llbracket i \rrbracket} \bmod |\mathbb{F}| .
$$

We call each $x^{\llbracket i \rrbracket}$ a share of $x$. In the MPC protocol which we use, each party receives one of the $N$ shares. With these shares, the parties can then perform computations independently: Assume each party $i \in[N]$ receives the shares $x^{\llbracket i \rrbracket}$ and $y^{\llbracket i \rrbracket}$ corresponding to sharings of $x$ and $y$. Let $\alpha$ be a constant. Then the parties can perform the following operations:

- Addition: they locally compute $\llbracket x+y \rrbracket$ by adding their shares:

$$
(x+y)^{\llbracket i \rrbracket}:=x^{\llbracket i \rrbracket}+y^{\llbracket i \rrbracket}
$$

for $i \in[N]$. We denote this by $\llbracket x+y \rrbracket=\llbracket x \rrbracket+\llbracket y \rrbracket$.

- Multiplication by a constant: they locally compute $\llbracket \alpha x \rrbracket$ by multiplying their respective shares by $\alpha$ :

$$
(\alpha x)^{\llbracket i \rrbracket}:=\alpha x^{\llbracket i \rrbracket}
$$

for $i \in[N]$. We denote this by $\llbracket \alpha x \rrbracket=\alpha \llbracket x \rrbracket$.

- Adding a constant: the constant $\alpha$ can be shared in a trivial way as $\llbracket \alpha \rrbracket_{T}:=(\alpha, 0, \ldots, 0)$, where the subscript indicates a trivial sharing. The parties then compute $\llbracket x+\alpha \rrbracket=\llbracket x \rrbracket+\llbracket \alpha \rrbracket_{T}$. We denote this by $\llbracket x+\alpha \rrbracket=$ $\llbracket x \rrbracket+\alpha$.

In practice, a sharing of $x$ is usually computed by choosing $N-1$ random values $x^{\llbracket 1 \rrbracket}, \ldots, x^{\llbracket N-1 \rrbracket}$ and by setting

$$
x^{\llbracket N \rrbracket}=x-\sum_{i=1}^{N-1} x^{\llbracket i \rrbracket} \quad \bmod |\mathbb{F}|
$$

afterwards. Then the $N$-tuple $\left(x^{\llbracket 1 \rrbracket}, \ldots, x^{\llbracket N \rrbracket}\right)$ is actually a sharing of $x$. In this paper, we instead mostly use completely random sharings by using $N$ random values $R_{x}^{\llbracket 1 \rrbracket}, \ldots, R_{x}^{\llbracket N \rrbracket}$ in our MPC protocol to obtain a sharing of $x$. If we do that, we need an auxiliary value or offset

$$
\delta_{x}:=x-\sum_{i=1}^{N} R_{x}^{\llbracket i \rrbracket} \bmod |\mathbb{F}|,
$$

to be able to reconstruct $x$. The value of $x$ can then be obtained by calculating the sum

$$
x=\delta_{x}+\sum_{i=1}^{N} R_{x}^{\llbracket i \rrbracket} \quad \bmod |\mathbb{F}| .
$$

In the usual setting, this can be viewed as a sharing of the value $x$ between $N+1$ parties. By using auxiliary values of the form $\delta_{x}$ instead, we can simplify the notation which we need in the identification scheme in Section 3 and choose random values for every share.

MPC-in-the-Head Paradigm. Our construction of the identification protocol uses the MPC-in-the-Head (MPCitH) paradigm introduced in 22. Consider an MPC protocol in which $N$ parties $\mathcal{P}_{1}, \ldots, \mathcal{P}_{N}$ securely and correctly compute the output of a function $f$, given a secret input $x$. The secret $x$ is hereby given as a sharing $\llbracket x \rrbracket$ and each party $\mathcal{P}_{i}$ receives the share $x^{\llbracket i \rrbracket}$. Additionally, the function $f$ should output either 1 or 0 , corresponding to accept or reject, respectively. For our protocol, we also require that the views of $N-1$ parties do not reveal any information about $x$. If this is the case, we say that the protocol is $(N-1)$ private. This type of MPC protocol can be used to construct a Zero-Knowledge proof of an $x$ for which $f(x)=1$. The prover proceeds in the following way:

- she generates a random sharing $\llbracket x \rrbracket$ of x .
- she simulates privately ("in the head") all $N$ parties of the MPC protocol.
- she sends commitments to the views of each party to the verifier.
- she sends the output shares $\llbracket f(x) \rrbracket$ of the parties to the verifier.

The verifier then randomly chooses $N-1$ parties for which the prover has to reveal the views. Since the protocol is $(N-1)$-private, this does not reveal any information about the secret. The verifier can then check if these views are consistent with an honest execution of the MPC protocol as well as with the commitments from the prover. Since the choice of the $N-1$ opened parties was random, a malicious prover might be able to cheat with probability $\frac{1}{N}$ by corrupting the computation of one (unopened) party. Therefore, the ZeroKnowledge protocol constructed using this paradigm has soundness error $\frac{1}{N}$.

Puncturable PRFs. We use a puncturable pseudo-random function, or puncturable PRF for short, for the MPC protocol in Section 3. A family F of puncturable PRFs on $[N]$ is a PRF family $F$ indexed by a key $K$ with domain $[N]$ satisfying the following properties:

- For each key $K$ and index $i \in[N]$ there exists a punctured key $K_{i^{*}}$ and an algorithm $\mathcal{A}$ such that

$$
\text { for each } j \in[N] \backslash\{i\}: \mathcal{A}\left(K_{i^{*}}, j\right)=F_{K}(j) .
$$

- The punctured key $K_{i^{*}}$ does not reveal any information about $F_{K}(i)$.

In practice, puncturable PRFs are usually constructed using tree PRFs (or GGM trees [18]), as mentioned for example in [7/29]. In this construction, the idea is to build a binary tree of depth $\left\lceil\log _{2}(N)\right\rceil$. The root of this tree is labeled with a master root seed, while the other nodes are labeled inductively by using PRFs on the parent node to get to the left and right children. To reveal all the $N$ leaves except one leave $i^{*} \in[N]$, the idea is to reveal all the labels of the siblings of the path from the root seed to the leave $i^{*}$. By using this method, all leaves except $i^{*}$ can be reconstructed by communicating $\left\lceil\log _{2}(N)\right\rceil$ seeds instead of $N-1$ seeds.

## 3 Main Zero-Knowledge Protocol

In this section, we describe an MPC protocol based on the SBC problem. Let $\vec{u}, \vec{v} \in\left(\mathbb{F}_{q^{k}}\right)^{n}$, consider the NSBC problem NSBC $[\vec{u}, \vec{v}]$ and consider normalized vectors $\left(\overrightarrow{x^{\prime}}, 1,0\right), \vec{y}=\left(\overrightarrow{y^{\prime}}, 0,1\right) \in\left(\mathbb{F}_{q}\right)^{n}$. Let $X_{1}, X_{2}, Y_{1}, Y_{2} \in \mathbb{F}_{q^{k}}$ be random values. Consider the following polynomial in $t$ :

$$
\begin{aligned}
F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{y}, \vec{v}}(t)= & \left(X_{1}+t(\vec{u} \cdot \vec{x})\right)\left(Y_{1}+t(\vec{v} \cdot \vec{y})\right)-\left(X_{2}+t(\vec{v} \cdot \vec{x})\right)\left(Y_{2}+t(\vec{u} \cdot \vec{y})\right) \\
= & X_{1} Y_{1}-X_{2} Y_{2} \\
& +\left[X_{1}(\vec{v} \cdot \vec{y})+Y_{1}(\vec{u} \cdot \vec{x})-X_{2}(\vec{u} \cdot \vec{y})-Y_{2}(\vec{v} \cdot \vec{x})\right] t \\
& +[(\vec{u} \cdot \vec{x})(\vec{v} \cdot \vec{y})-(\vec{u} \cdot \vec{y})(\vec{v} \cdot \vec{x})] t^{2} .
\end{aligned}
$$

Remark. For this polynomial, we see that $\operatorname{deg}\left(F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{u}, \vec{v}, \vec{y}}\right)<2$ if and only if $(\vec{x}, \vec{y}) \in \mathrm{NSBC}[\vec{u}, \vec{v}]$. In that case, we can write

$$
F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{y}, \vec{u}, \vec{v}}(t)=A+B t
$$

with $A=A_{X_{1}, X_{2}, Y_{1}, Y_{2}}=X_{1} Y_{1}-X_{2} Y_{2}$ and $B=B_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{y}, \vec{v}}=X_{1}(\vec{v} \cdot \vec{y})+$ $Y_{1}(\vec{u} \cdot \vec{x})-X_{2}(\vec{u} \cdot \vec{y})-Y_{2}(\vec{v} \cdot \vec{x})$. This property of $F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{y}, \vec{u}, \vec{v}}(t)$ is a crucial part of our MPC protocol.

### 3.1 Basic multiparty protocol for the SBC problem

In this protocol, we share the two coefficients $A$ and $B$ and want to prove that $F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \overrightarrow{\vec{v}}, \vec{v}}(t)=A+B t$, which means that $(\vec{x}, \vec{y}) \in \operatorname{NSBC}[\vec{u}, \vec{v}]$. Let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{N}$ be a group of $N$ provers which want to verify that $(\vec{x}, \vec{y})$ is a solution of (22). The basic protocol contains the following steps:

- The parties run an auxiliary protocol to obtain a random value $t_{0} \in \mathbb{F}_{q^{k}}$.
- The parties evaluate $F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{y}, \vec{v}}$ at $t_{0}$.
- The parties evaluate $A+B t_{0}$.
- The parties output accept if $F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \overrightarrow{,}, \vec{v}}\left(t_{0}\right)=A+B t_{0}$ and reject otherwise.

Assume that $\vec{x}$ and $\vec{y}$ are shared as

$$
\begin{aligned}
& \vec{x}=\vec{\delta}_{x}+\llbracket \overrightarrow{R_{x}} \rrbracket \\
& \vec{y}=\vec{\delta}_{y}+\llbracket \overrightarrow{R_{y}} \rrbracket
\end{aligned}
$$

and the coefficients $A$ and $B$ are shared as

$$
\begin{aligned}
A & =\delta_{A}+\llbracket R_{A} \rrbracket \\
B & =\delta_{B}+\llbracket R_{B} \rrbracket .
\end{aligned}
$$

We use (exact) sharings given by $\llbracket X_{1} \rrbracket, \llbracket X_{2} \rrbracket, \llbracket Y_{1} \rrbracket, \llbracket Y_{2} \rrbracket$ for the random values $X_{1}, X_{2}, Y_{1}, Y_{2}$. Since we only consider normalized solutions of the SBC problem, the last two entries of $\vec{x}$ and $\vec{y}$ can be excluded from the sharing as they are known already. In particular, the protocol runs as follows:

- Each party $i \in[N]$ receives their private values

$$
{\overrightarrow{R_{x}}}^{\llbracket i \rrbracket},{\overrightarrow{R_{y}}}^{\llbracket i \rrbracket}, X_{1}^{\llbracket i \rrbracket}, X_{2}^{\llbracket i \rrbracket}, Y_{1}^{\llbracket i \rrbracket}, Y_{2}^{\llbracket i \rrbracket}, R_{A}^{\llbracket i \rrbracket}, R_{B}^{\llbracket i \rrbracket}
$$

as well as the (public) auxiliary values $\vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}$.

- Each party $\mathcal{P}_{i}$ chooses a random $t_{0}^{\llbracket i \rrbracket} \in \mathbb{F}_{q^{k}}$ and all parties simultaneously broadcast their shares.
- The parties reconstruct $t_{0}:=\sum_{i=1}^{N} t_{0}^{\llbracket i \rrbracket}$.
- Each party $i \in[N]$ computes

$$
\begin{aligned}
\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{[i]} & =X_{1}^{[i]}+t_{0}\left(\vec{u} \cdot{\overrightarrow{R_{x}}}^{\llbracket i]}\right), \\
\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{[i]} & =X_{2}^{[i]}+t_{0}\left(\vec{v} \cdot{\overrightarrow{R_{x}}}^{[i]}\right), \\
\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{[i]} & =Y_{1}^{[i]}+t_{0}\left(\vec{v} \cdot{\overrightarrow{R_{y}}}^{[i]}\right), \\
\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{[i]} & =Y_{2}^{[i]}+t_{0}\left(\vec{u} \cdot{\overrightarrow{R_{y}}}^{[i]}\right), \\
\left(A+B t_{0}\right)^{[i]} & =R_{A}^{[i i]}+R_{B}^{[i]} t_{0}
\end{aligned}
$$

and broadcasts their shares.

- The parties reconstruct

$$
\begin{aligned}
X_{1}+t_{0}(\vec{u} \cdot \vec{x}) & =\sum_{i=1}^{N}\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{[i \mathbb{1}}+t_{0} u_{n-1}+t_{0}\left(\vec{u} \cdot \vec{\delta}_{x}\right), \\
X_{2}+t_{0}(\vec{v} \cdot \vec{x}) & =\sum_{i=1}^{N}\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{\llbracket i]}+t_{0} v_{n-1}+t_{0}\left(\vec{v} \cdot \vec{\delta}_{x}\right), \\
Y_{1}+t_{0}(\vec{v} \cdot \vec{y}) & =\sum_{i=1}^{N}\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{[i]}+t_{0} v_{n}+t_{0}\left(\vec{v} \cdot \vec{\delta}_{y}\right), \\
Y_{2}+t_{0}(\vec{u} \cdot \vec{y}) & =\sum_{i=1}^{N}\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{[i \mathbb{1}}+t_{0} u_{n}+t_{0}\left(\vec{u} \cdot \vec{\delta}_{y}\right), \\
A+B t_{0} & =\sum_{i=1}^{N}\left(A+B t_{0}\right)^{[i]}+\delta_{A}+\delta_{B} t_{0} .
\end{aligned}
$$

The parties output accept if

$$
\begin{aligned}
A+B t_{0} & =F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{y}, \overrightarrow{2}, \vec{x})}\left(t_{0}\right)\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)-\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)
\end{aligned}
$$

and reject otherwise.
The protocol is correct: Every party accepts if the shares are correct and if each party is honest. The protocol accepts a wrong instance of vectors if $t_{0}$ is a root of the degree 2 polynomial

$$
(A+B t)-F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{y}, \vec{v}, \overrightarrow{2}}(t) .
$$

If at least one of the $N$ parties is honest, the value of $t_{0}$ obtained in the protocol is random. Therefore, the probability of accepting a wrong pair of vectors $(\vec{x}, \vec{y})$ is bounded by $\frac{2}{q^{k}}$.
We also note that the protocol is ( $N-1$ )-private with respect to the inputs $\vec{x}, \vec{y}$. Indeed, if the sharing of the values is performed uniformly at random, no information about the secret vectors $\vec{x}, \vec{y}$ is revealed if at least one of the $N$ parties is honest. After every run of the protocol, the dealer should choose fresh random values for $X_{1}, X_{2}, Y_{1}, Y_{2}$.

The view of each party. During the protocol execution, each party keeps a view of their computation. The view of party $i$ consists of the following six elements:

$$
\begin{aligned}
& \text { View }_{i}=\left(t_{0}^{\llbracket i \rrbracket},\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{\llbracket i \rrbracket},\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{\llbracket i \rrbracket}\right. \\
& \left.\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{\llbracket i \rrbracket},\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{\llbracket i \rrbracket},\left(A+B t_{0}\right)^{\llbracket i \rrbracket}\right) .
\end{aligned}
$$

Preventing adversarial choice of the evaluation point. We want to adapt the basic MPC protocol to be able to use it in an identification protocol. If the parties do not broadcast their shares simultaneously, a malicious party can wait until he receives all the other shares of $t_{0}$ and choose his share such that $t_{0}$ is a root of the polynomial

$$
(A+B t)-F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{y}, \vec{v}, \vec{v}}(t)
$$

In this section, we adapt the protocol to prevent this. For a first new version, instead of randomly choosing the value of $t_{0}^{i i \rrbracket}$, party $i$ uses the random oracle $\mathcal{H}$ on their input shares and the public auxiliary values to compute

$$
t_{0}^{\llbracket i \rrbracket}=\mathcal{H}_{t}\left(i\left\|{\overrightarrow{R_{x}}}^{\llbracket i \rrbracket},{\overrightarrow{R_{y}}}^{\llbracket i \rrbracket}, X_{1}{ }^{\llbracket i \rrbracket}, X_{2}^{\llbracket i \rrbracket}, Y_{1}^{\llbracket i \rrbracket}, Y_{2}^{\llbracket i \rrbracket}, R_{A}^{\llbracket i \rrbracket}, R_{B}^{\llbracket i \rrbracket}\right\| \vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}\right) .(4)
$$

Here, the subscript $t$ indicates that we use domain separation for the random oracle $\mathcal{H}$ to derive $t_{0}$. In particular, for any input string str, define $\mathcal{H}_{t}($ str $):=$ $\mathcal{H}$ ("t commit" $\|$ str).

In a second new version, the dealer distributes purely random shares of each private input to the parties. He achieves this by sending each party a random value $r_{i}$, which party $i$ can use to derive the shares of

$$
{\overrightarrow{R_{x}}}^{\llbracket i \rrbracket},{\overrightarrow{R_{y}}}^{\llbracket i \rrbracket}, R_{A}^{\llbracket i \rrbracket}, R_{B}^{\llbracket i \rrbracket}, X_{1}{ }^{\llbracket i \rrbracket}, X_{2}{ }^{\llbracket i \rrbracket}, Y_{1}{ }^{\llbracket i \rrbracket}, Y_{2}^{\llbracket i \rrbracket} .
$$

To still have valid sharings, the dealer also publishes the auxiliary values

$$
\vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}
$$

By using the random oracle to obtain the shares of $t_{0}$, we can make sure that the value of $t_{0}$ was not maliciously chosen by a prover to be a root of the polynomial

$$
(A+B t)-F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{y}, \vec{u}, \vec{v}}(t),
$$

which would make the protocol accept even if $(\vec{x}, \vec{y}) \notin \operatorname{NSBC}[\vec{u}, \vec{v}]$.

### 3.2 Identification protocol using MPCitH

We can transform the multiparty protocol from Section 3.1 into an interactive Zero-Knowledge proof of knowledge of a solution $(\vec{x}, \vec{y}) \in \mathrm{NSBC}[\vec{u}, \vec{v}]$ between a prover $\mathcal{P}$ and a verifier $\mathcal{V}$. In a basic version of this protocol, the prover creates sharings of all the inputs of the MPC protocol. In particular, the sharings

$$
{\overrightarrow{R_{x}}}^{\llbracket i \rrbracket},{\overrightarrow{R_{y}}}^{\llbracket i \rrbracket}, X_{1}^{\llbracket i \rrbracket}, X_{2}{ }^{\llbracket i \rrbracket}, Y_{1}^{\llbracket i \rrbracket}, Y_{2}^{\llbracket i \rrbracket}, R_{A}^{\llbracket i \rrbracket}, R_{B}^{\llbracket i \rrbracket}
$$

as well as the auxiliary values $\vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}$. The prover executes the MPC protocol and commits to the views of each party. She sends the commitment hash $h=\mathcal{H}_{V}\left(\operatorname{View}_{1}, \ldots, \operatorname{View}_{N}\right)$ together with the values

$$
X_{1}+t_{0}(\vec{u} \cdot \vec{x}), X_{2}+t_{0}(\vec{v} \cdot \vec{x}), Y_{1}+t_{0}(\vec{v} \cdot \vec{y}), Y_{2}+t_{0}(\vec{u} \cdot \vec{y}), A+B t_{0}, t_{0}
$$

and the auxiliary values $\vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}$ to the verifier. The subscript $V$ for the random oracle indicates domain separation, i.e. $\mathcal{H}_{V}($ str $):=\mathcal{H}$ ("view commit" $\|$ str) for any string str. The verifier randomly chooses an index $i^{*} \in[N]$ and sends it to the prover. The prover then sends all the shares of the values $\vec{R}_{x}{ }^{\llbracket i \rrbracket}, \overrightarrow{R_{y}}{ }^{\llbracket i \rrbracket}$, $X_{1}{ }^{[i]}, X_{2}{ }^{\llbracket i]}, Y_{1}{ }^{[i]}, Y_{2}{ }^{[i]}, R_{A}^{[i]}, R_{B}^{[i]}$ for $i \neq i^{*}$ to the verifier. Using these values, the verifier can recompute $\mathrm{View}_{i}$ of each party for $i \neq i^{*}$. In particular, the values of $t_{0}^{[i]},\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{[i]},\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{[i]},\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{[i]}$, $\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{[i]},\left(A+B t_{0}\right)^{\llbracket i \rrbracket}$ for $i \neq i^{*}$. Note that for this basic protocol, the prover uses the random oracle to derive $t_{0}^{[i]}$ as described in (4). For the missing shares corresponding to party $i^{*}$, the verifier can recompute the shares by using the received values from the verifier. In particular, she computes

$$
\begin{aligned}
& \left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{\left[i^{*} \rrbracket\right.}=\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)-t_{0} u_{n-1}-t_{0}\left(\vec{u} \cdot \vec{\delta}_{x}\right) \\
& -\sum_{i \neq i^{*}}\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{\llbracket i]}, \\
& \left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{\left[i^{*} \rrbracket\right.}=\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)-t_{0} v_{n-1}-t_{0}\left(\vec{v} \cdot \vec{\delta}_{x}\right) \\
& -\sum_{i \neq i^{*}}\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{\llbracket i \rrbracket}, \\
& \left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{\left[i^{*} \rrbracket\right.}=\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)-t_{0} v_{n}-t_{0}\left(\vec{v} \cdot \vec{\delta}_{y}\right) \\
& -\sum_{i \neq i^{*}}\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{[i]}, \\
& \left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{\left[i^{*} \rrbracket\right.}=\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)-t_{0} u_{n}-t_{0}\left(\vec{u} \cdot \vec{\delta}_{y}\right) \\
& -\sum_{i \neq i^{*}}\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{[i \rrbracket}, \\
& \left(A+B t_{0}\right)^{\left[i^{*} \rrbracket\right.}=\left(A+B t_{0}\right)-\delta_{A}-\delta_{B} t_{0}-\sum_{i \neq i^{*}}\left(A+B t_{0}\right)^{[i]}, \\
& t_{0}^{\left[0^{*}\right]}=t_{0}-\sum_{i \neq i^{*}} t t_{0}^{[i]} .
\end{aligned}
$$

With these values, the verifier can compute $h^{\prime}=\mathcal{H}_{V}\left(\operatorname{View}_{1}, \ldots\right.$, View $\left._{N}\right)$, check if it matches the commitment hash $h$ and accept or reject accordingly.

Reducing the communication. To reduce the required communication in the basic protocol described above, we can use punctured PRFs. The prover chooses a
random key $\mathcal{K}$ and sets $r_{i}=\mathrm{PRF}_{\mathcal{K}}(i)$ using a tree PRF. Using $r_{i}$, the prover pseudo-randomly generates all of her shares, namely:

$$
{\overrightarrow{R_{x}}}^{\llbracket i \rrbracket},{\overrightarrow{R_{y}}}^{\llbracket i \rrbracket}, R_{A}^{\llbracket i \rrbracket}, R_{B}^{\llbracket i \rrbracket}, X_{1}{ }^{\llbracket i \rrbracket}, X_{2}^{\llbracket i \rrbracket}, Y_{1}^{\llbracket i \rrbracket}, Y_{2}{ }^{\llbracket i \rrbracket}
$$

and computes the auxiliary values

$$
\vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}
$$

Again, the prover uses the random oracle to derive $t_{0}^{\llbracket i \rrbracket}$ as described in (4). After receiving the value $i^{*} \in[N]$ from the verifier, the prover returns the punctured PRF key $\mathcal{K}_{i^{*}}$ to the verifier. With this, the verifier can compute every $r_{i}$ except $r_{i^{*}}$ and derive every input share of the MPC protocol except the shares of party $i^{*}$. By using the auxiliary values, the verifier can still compute the shares of the missing party and verify the commitment hash as before. We also note that the prover does not have to send the value of $A+B t_{0}$, as it can be computed by the verifier from the other received values by using the formula

$$
A+B t_{0}=\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)-\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right) .
$$

A malicious prover $\mathcal{P}^{\prime}$ who does not have a valid sharing of the secret has to cheat by creating an invalid sharing in at least one position. This only remains undetected by the verifier if this position equals $i^{*}$. We have seen in Section 3.1 that the protocol has a false positive probability of $\frac{2}{q^{k}}$. Therefore, the soundness error of the Zero-Knowledge protocol is $\frac{1}{N}+\frac{2}{q^{k}}$. We prove this formally in Theorem 2.

Hypercube technique. A common idea in MPCitH schemes is to use the hypercube technique introduced in [2]. Applied to the SBC identification protocol, it can reduce the number of scalar products that need to be computed during a protocol execution. To apply this technique, assume that $N$ is a power of two, i.e. $N=2^{D}$. Denote the $j$-th bit of the binary decomposition of an integer $i$ by $B_{j}(i)$. The idea is to transform one instance of the protocol with $N=2^{D}$ parties into $D$ instances of the protocol with 2 parties. With the hypercube technique, it is more convenient to number the parties from 0 to $N-1$ and consider the sharing of an element $s$ of the form

$$
s=\delta_{s}+\sum_{i=0}^{N-1} R_{s}^{\llbracket i \rrbracket}
$$

For any fixed value $j \in\{0, \ldots, D-1\}$, we see that

$$
s=\delta_{s}+\sum_{B_{j}(i)=0} R_{s}^{\llbracket i \rrbracket}+\sum_{B_{j}(i)=1} R_{s}^{\llbracket i \rrbracket} .
$$

After receiving the punctured PRF key, the verifier only knows one of the two sums. This reduces the amount of scalar products that are needed in the protocol
execution: In the basic version, four scalar products are computed by each of the $N$ parties. In particular, these scalar products are needed to compute the values

$$
\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{\llbracket i \rrbracket},\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{\llbracket i \rrbracket},\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{\llbracket i \rrbracket},\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{\llbracket i \rrbracket}
$$

In the commitment step of the hypercube version, these $4 N$ scalar product computations are replaced by $8 D$ scalar product computations. For the verification, the verifier only has to compute $4 D$ scalar products instead of $4(N-1)$. By using this technique, the amount of multiplications between elements of $\mathbb{F}_{q^{k}}$ and $\mathbb{F}_{q}$ during the protocol execution decreases. The computations can therefore be performed faster in this version. For a comparison of the running times of the different implementations, see Section 6 .

## 4 Signature Scheme

We can turn the Honest Verifier Zero Knowledge (HVZK) protocol from Section 3 into a signature scheme by using the Fiat-Shamir transform [16] with $\tau$ repetitions to obtain a security level of $\lambda=\tau \log _{2}(N)$. The public key consists of the two vectors $\vec{u}, \vec{v} \in\left(\mathbb{F}_{q^{k}}\right)^{n}$ and the private key is $(\vec{x}, \vec{y}) \in \operatorname{NSBC}[\vec{u}, \vec{v}]$. The prover executes $\tau$ rounds of the MPC protocol and commits to all of them by sending one commitment hash. After receiving the commitment hash to the $\tau$ round protocol, the auxiliary values and the broadcast shares for each round, the verifier picks a random $i^{*} \in[N]$ for each round and sends each of these $\tau$ values to the prover. The prover sends the punctured PRF keys for each round to the verifier, which allows the verifier to validate the commitment hash by recomputing the missing shares for each round.

### 4.1 Key and Signature size

Signature size. To avoid collisions in the hash function, we need outputs on $2 \lambda$ bits. Since we use the GGM construction for the puncturable PRF, we can instead use a random global salt on $\lambda$ bits and outputs of size $\lambda$ for the hash function in the tree. By doing this, we reduce the PRF key size to $\lambda \log _{2}(N)$ bits. To avoid generic attacks, we also need the bitsize of the elements of $\mathbb{F}_{q^{k}}$ to be $2 \lambda$. Our assumption that $n \approx \frac{k}{2}$ implies that the bitsize of the elements of $\left(\mathbb{F}_{q}\right)^{n}$ is $\lambda$. The signature in this basic version consists of the following elements:

- One hash value $h$ corresponding to a global commitment to the $\tau$ round protocol of size $2 \lambda$ and one salt of size $\lambda$.
- One punctured PRF key for each round.
- The auxiliary values $\delta_{A}, \delta_{B} \in \mathbb{F}_{q^{k}}$ and $\vec{\delta}_{x}, \vec{\delta}_{y} \in\left(\mathbb{F}_{q}\right)^{n}$ for each round.
- The values $X_{1}+t_{0}(\vec{u} \cdot \vec{x}), X_{2}+t_{0}(\vec{v} \cdot \vec{x}), Y_{1}+t_{0}(\vec{v} \cdot \vec{y}), Y_{2}+t_{0}(\vec{u} \cdot \vec{y}), t_{0} \in \mathbb{F}_{q^{k}}$ for each round.

The total communication cost in bits of the protocol is therefore

$$
\tau \cdot\left(\lambda \log _{2}(N)\right)+6 \tau \lambda+10 \tau \lambda+3 \lambda=\lambda^{2}+16 \tau \lambda+3 \lambda \text { bits, }
$$

where we use the fact that $\lambda=\tau \log _{2}(N)$ in the equation.

## Inputs:

- Public key $(\vec{u}, \vec{v})$ (Verifier)
- Secret key $(\vec{x}, \vec{y}) \in \operatorname{NSBC}[\vec{u}, \vec{v}]$ (Prover)


## Step 1: Commitment

1. Sample $\mathcal{K} \leftarrow_{\$}\{0,1\}^{\lambda}$
2. For $i \in[N]$ :
$-r_{i} \leftarrow \mathcal{K}_{i}$
$-X_{1}{ }^{\llbracket i \rrbracket}, X_{2}{ }^{\llbracket i \rrbracket}, Y_{1}{ }^{\llbracket i \rrbracket}, Y_{2}{ }^{\llbracket i \rrbracket}, R_{A}^{\llbracket i \rrbracket}, R_{B}^{\llbracket i \rrbracket} \stackrel{r_{i}}{\leftarrow} \mathbb{F}_{q^{k}}$
$-{\overrightarrow{R_{x}}}^{\llbracket i \rrbracket},{\overrightarrow{R_{2}}}^{\llbracket i \rrbracket} \stackrel{r_{i}}{\leftarrow}{ }_{\Phi}\left(\mathbb{F}_{q}\right)^{n}$
3. $X_{1} \leftarrow \sum_{i=1}^{N} X_{1}^{\llbracket i \rrbracket}, X_{2} \leftarrow \sum_{i=1}^{N} X_{2}^{\llbracket i \rrbracket}, Y_{1} \leftarrow \sum_{i=1}^{N} Y_{1}^{\llbracket i \rrbracket}, Y_{2} \leftarrow \sum_{i=1}^{N} Y_{2}^{\llbracket i \rrbracket}$
4. $A \leftarrow X_{1} Y_{1}-X_{2} Y_{2}$
$B \leftarrow X_{1}(\vec{v} \cdot \vec{y})+Y_{1}(\vec{u} \cdot \vec{x})-X_{2}(\vec{u} \cdot \vec{y})-Y_{2}(\vec{v} \cdot \vec{x})$
5. $\delta_{A} \leftarrow A-\sum_{i=1}^{N} R_{A}^{\llbracket i \rrbracket}$
$\delta_{B} \leftarrow B-\sum_{i=1}^{N} R_{B}^{\llbracket i \rrbracket}$
$\overrightarrow{\delta_{x}} \leftarrow \vec{x}-\sum_{i=1}^{N} \overrightarrow{R_{x}}{ }^{[i]}$
$\overrightarrow{\delta_{y}} \leftarrow \vec{y}-\sum_{i=1}^{N} \overrightarrow{R_{y}}{ }^{\llbracket i}$
6. $t_{0}^{\llbracket i \rrbracket} \leftarrow \mathcal{H}_{t}\left(i\left\|\overrightarrow{R_{x}}{ }^{\llbracket i \rrbracket},{\overrightarrow{R_{y}}}^{\llbracket i \rrbracket}, X_{1}^{\llbracket i \rrbracket}, X_{2}^{\llbracket i \rrbracket}, Y_{1}{ }^{\llbracket i \rrbracket}, Y_{2}^{\llbracket i \rrbracket}, R_{A}^{\llbracket i \rrbracket}, R_{B}^{\llbracket i \rrbracket}\right\| \vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}\right)$
7. $t_{0} \leftarrow \sum_{i=1}^{N} t_{0}^{\llbracket i \rrbracket}$
8. $\operatorname{View}_{i} \leftarrow\left(t_{0}^{\llbracket i \rrbracket},\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{\llbracket i \rrbracket},\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{\llbracket i \rrbracket},\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{\llbracket i \rrbracket}\right.$, $\left.\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{\llbracket i \rrbracket},\left(A+t_{0} B\right)^{\llbracket i \rrbracket}\right)$
9. $h \leftarrow \mathcal{H}_{V}\left(\right.$ View $_{1}, \ldots$, View $\left._{N}\right)$
10. $\mathrm{msg} \leftarrow\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x}), X_{2}+t_{0}(\vec{v} \cdot \vec{x}), Y_{1}+t_{0}(\vec{v} \cdot \vec{y}), Y_{2}+t_{0}(\vec{u} \cdot \vec{y}), t_{0}\right)$
11. Send ( $h, \mathrm{msg}, \vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}$ ) to the verifier

## Step 2: Challenge

1. Sample $i^{*} \leftarrow_{\$}[N]$ and send $i^{*}$ to the prover

## Step 3: Response

1. Compute punctured PRF key $\mathcal{K}_{i^{*}}$ and send $\mathcal{K}_{i^{*}}$ to the verifier

## Step 4: Verification

1. For $i \in[N] \backslash\left\{i^{*}\right\}$ :

- Compute $r_{i}$ from $\mathcal{K}_{i^{*}}$
- Compute $X_{1}{ }^{\llbracket i \rrbracket}, X_{2}{ }^{\llbracket i \rrbracket}, Y_{1}{ }^{\llbracket i \rrbracket}, Y_{2}{ }^{\llbracket i \rrbracket}, R_{A}^{\llbracket i \rrbracket}, R_{B}^{\llbracket i \rrbracket},{\overrightarrow{R_{x}}}^{\llbracket i \rrbracket},{\overrightarrow{R_{y}}}^{\llbracket i \rrbracket}, t_{0}^{\llbracket i \rrbracket}$ from $r_{i}$ and $\vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}$

2. Compute $\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{\llbracket i^{*} \rrbracket},\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{\llbracket i^{*} \rrbracket},\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{\llbracket i^{*} \rrbracket}$, $\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{\llbracket i^{*} \rrbracket},\left(A+t_{0} B\right)^{\llbracket i^{*} \rrbracket}, t_{0}^{\llbracket i^{*} \rrbracket}$ from msg and $\vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}$
3. For $i \in[N]$ : Compute View $_{i}$
4. Output Boolean $\left(\mathcal{H}_{V}\left(\right.\right.$ View $_{1}, \ldots$, View $\left._{N}\right)$ is equal to $\left.h\right)$

Fig. 1. Identification protocol for the SBC problem

Key size. The public key can be derived from a seed of size $\lambda$ together with one element in $\mathbb{F}_{q^{k}}$. By using the seed, the elements $u_{1}, \ldots, u_{n}$ and $v_{1}, \ldots, v_{n-1}$ can be derived using a PRF and the missing element $v_{n}$ is sent separately. The key size in bits is therefore $3 \lambda$. For $\lambda=128$, this yields a public key size of 48 bytes.

Suggested parameter choice. For the security parameter of $\lambda=128$ bits, we need $q^{k} \geq 2^{128}$ by the discussion above, which can be achieved for example by choosing $q=2, k=257$ and $n=130$. Note that we do not suggest $k=256$ since it might allow for subfield attacks in the field $\mathbb{F}_{2^{256}}$. From a cryptanalytical point, it would be very interesting to study if it is indeed possible to perform subfield attacks against the SBC scheme.
For the signature, we want to pick the minimum number of rounds $\tau$ such that the cost of the forgery attack on the Fiat-Shamir-based signature is at least $2^{128}$. This cost is given by the following formula (which is based on the attack from Kales and Zaverucha [28]):

$$
\operatorname{cost}=\min _{\tau_{1}, \tau_{2}: \tau_{1}+\tau_{2}=\tau}\left\{\frac{1}{\sum_{i=\tau_{1}}^{\tau}\binom{\tau}{i} \mathrm{p}^{i}(1-\mathrm{p})^{\tau-i}}+N^{\tau_{2}}\right\},
$$

where p is the false positive probability of the underlying identification scheme. For our scheme with $p=\frac{2}{2^{257}}$, the parameters for $\lambda=128$ are listed in Table 1

Table 1. Signature size for $N=2^{D}$ parties and $\tau$ rounds with parameters $q=2, k=$ 257 and $n=130$ for the basic version of the SBC problem.

| $D$ | $\tau$ | $\|\mathrm{sgn}\|$ |
| :---: | :---: | :---: |
| 8 | 16 | 6.206 KB |
| 9 | 15 | 6.062 KB |
| 10 | 13 | 5.468 KB |
| 11 | 12 | 5.243 KB |
| 12 | 11 | 4.986 KB |
| 13 | 10 | 4.697 KB |
| 15 | 9 | 4.520 KB |
| 16 | 8 | 4.151 KB |

As the false positive probability p is very small for our scheme, we can also use the union bound to get an upper bound on the probability that a malicious prover can generate a valid signature, which is given by

$$
\frac{1}{N^{\tau}}+\tau \cdot \mathrm{p}
$$

This yields a security parameter of more than $\lambda=128$ bits for the values $D=$ $9,10,11,12,13,15$ from Table 1. For the edge cases of $D=8$ and $D=16$, we
obtain a value of $\lambda \geq 127.9999 \ldots$, which is sufficiently close to the target security level for this parameter choice. In Section 6, we introduce some improvements to further decrease the signature size compared to the basic scheme from Table 1 .

## 5 Formal schemes

In this section, we give a formal description of the identification scheme proposed in Section 3 with a target security of $\lambda$ bits. We assume that the random oracle $\mathcal{H}$ has an output size of $\lambda$ bits and that the size of the finite field $\mathbb{F}_{q^{k}}$ is $2^{2 \lambda}$ to avoid generic attacks faster than $2^{\lambda}$. We first give the description of the puncturable PRF which we use in our construction. In these functions, a salt of $\lambda$ bits and internal nodes of size $\lambda$ in the GGM tree are used. The number of leaves of the puncturable PRF is a power of two, i.e. $N=2^{D}$. To obtain a finite field element, we expand the leaves of the tree to size $3 \lambda$ before applying the map $\gamma_{\text {Field }}$ to convert the leaves to field elements. Hereby, we assume that there exists an efficient bijective map $\gamma_{\text {Field }}$ from $\mathbb{Z}_{q^{k}}$ to $\mathbb{F}_{q^{k}}$. Similarly, we assume there is an efficient bijective map $\gamma_{\text {Vec }}$ from $\mathbb{Z}_{q^{n}}$ to $\left(\mathbb{F}_{q}\right)^{n}$. To obtain vectors in $\left(\mathbb{F}_{q}\right)^{n}$, where $n \approx k / 2$, we apply the map $\gamma_{\text {Vec }}$ to a leaf. Before applying these maps, we first expand the bitstring of the respective leaf and then map the extended bitstring to an integer using the function ToInteger. By doing this, we can obtain pseudorandom field elements and vectors. We use domain separation to be able to use the same random oracle $\mathcal{H}$ for each hash function.

Algorithm 1 is the implementation of the random oracle, Algorithms 2 to 10 are the implementations of the puncturable PRF. In Algorithms 11 to 14 , we provide implementations of the four step identification protocol described in Section 3.2, i.e. Commitment, Challenge, Response and Verification.

```
Algorithm 1 Random Oracle \(\mathcal{H}\)
    Input
        A bitstring Message
    Output
        A bitstring of size \(\lambda\)
    Let Dict be a global dictionary initially empty
    if Message appears in Dict then
        return Dict[Message]
    else
        Let Value be a uniformly random \(\lambda\)-bitstring
        Define Dict[Message] = Value
        return Value
```

```
Algorithm 2 Descendant
    Input
        An integer Level corresponding to the current level of the node in the tree
        A bitstring Salt of size \(\lambda\)
        A bitstring Node of size \(\lambda\) corresponding to the current node in the tree
        A bitstring SubPath of the path from the root to a sibling of the node
    Output
        A bitstring of size \(\lambda\) corresponding to the sibling node along the subpath
    1: return \(\mathcal{H}\) ("Descendant"||Level||Salt||Node||SubPath)
```

```
Algorithm 3 RecursiveDescend
    Input
        An integer Level corresponding to the current level of the node in the tree
        A bitstring Salt of size \(\lambda\)
        A bitstring Node of size \(\lambda\) corresponding to the current node in the tree
        A bitstring Path corresponding to the descend path from the root to the leaf
    Output
```

        A bitstring of size \(\lambda\) corresponding to the leaf node along the subpath
    if Level is equal to the length of Path then
        return Node
    else
        Let SubPath \(=\) Path \([1 \ldots\) Level +1\(]\)
        Let NextNode = Descendant(Level, Salt, Node, SubPath)
        return RecursiveDescent(Level + 1, Salt, NextNode, Path)
    ```
Algorithm 4 ExpandNode
    Input
        A bitstring Sep for domain separation; A bitstring Salt of size \(\lambda\)
        A bitstring Leaf of size \(\lambda\) with corresponding path PathLeaf
    Output
        A bistring of size \(3 \lambda\)
```

    1: Let ExpandedNode \(=\mathcal{H}(\) "Exp0" \(\mid\) Sep \(| |\) Salt \(\mid\) Leaf \(| |\) PathLeaf \()\)
        || \(\mathcal{H}\) ("Exp1"||Sep||Salt||Leaf||PathLeaf) || \(\mathcal{H}\) ("Exp2" ||Sep||Salt||Leaf||PathLeaf)
    2: return ExpandedNode
    ```
Algorithm 5 FieldEltFromLeaf
    Input
        A bitstring Sep for domain separation; A bitstring Salt of size }
        A bitstring Leaf of size }\lambda\mathrm{ with corresponding path PathLeaf
    Output
        An element of the finite field \mathbb{F}
    1: return }\mp@subsup{\gamma}{\mathrm{ Field }}{}(ToInteger(ExpandNode(Sep,Salt, Leaf, PathLeaf)) mod |F|
```

```
Algorithm 6 VecFromLeaf
    Input
        A bitstring Sep for domain separation; A bitstring Salt of size \(\lambda\)
        A bitstring Leaf of size \(\lambda\) with corresponding path PathLeaf
```

    Output
        A vector in \(\mathbb{F}^{n}\)
    1: return \(\gamma_{\mathrm{Vec}}\left(\right.\) ToInteger(ExpandNode(Sep, Salt, Leaf, PathLeaf)) mod \(\left.\left|\mathbb{F}^{n}\right|\right)\)
    ```
Algorithm 7 PuncturedKey
    Input
        A bitstring Salt of size \(\lambda\)
        A bitstring Leaf of size \(\lambda\) with corresponding path PathLeaf
    Output
        A bitstring corresponding to the punctured key along the path
    Init PuncturedKey (as an empty array)
    Let PuncturedKey[0] = PathLeaf
    for Level from 1 to TreeDepth do
        Set Path = PathLeaf[1 . . . Level]; Flip Bit Path[Level]
        Set PuncturedKey \([\) Level \(]=\) RecursiveDescend \((0\), Salt, RootKey, Path \()\)
    return PuncturedKey
```

```
Algorithm 8 LeafFromPuncKey
    Input
        A bitstring Salt of size \(\lambda\); A PuncturedKey
        A bitstring PathLeaf corresponding to the path from the root to a leaf
    Output
        A bitstring of size \(\lambda\) corresponding to the leaf node along the path
    Set ForbiddenPath \(=\) PuncturedKey \([0]\)
    if PathLeaf is equal to ForbiddenPath then
        return \(\perp\)
    Let Level be the first bit position where PathLeaf differs from ForbiddenPath
    Let Leaf \(=\) RecursiveDescend(Level, Salt, PuncturedKey[Level], PathLeaf)
    return Leaf
```

```
Algorithm 9 FieldEltFromPuncKey
    Input
        A bitstring Sep for domain separation; A bitstring Salt of size }
        A PuncturedKey
        A bitstring PathLeaf corresponding to the path from the root to a leaf
    Output
        An element of the finite field \mathbb{F}\mathrm{ corresponding to the leaf of PathLeaf}
    Set ForbiddenPath = PuncturedKey[0]
    if PathLeaf is equal to ForbiddenPath then
        return }
    Let Level be the first bit position where PathLeaf differs from ForbiddenPath
    Let Leaf = RecursiveDescend(Level, Salt, PuncturedKey[Level], PathLeaf)
    return FieldEltFromLeaf(Sep, Salt, Leaf, PathLeaf)
```

```
Algorithm 10 VecFromPuncKey
    Input
        A bitstring Sep for domain separation; A bitstring Salt of size \(\lambda\)
        A PuncturedKey
        A bitstring PathLeaf corresponding to the path from the root to a leaf
    Output
        A vector in \(\mathbb{F}^{n}\) corresponding to the leaf of PathLeaf
    Set ForbiddenPath \(=\) PuncturedKey[0]
    if PathLeaf is equal to ForbiddenPath then
        return \(\perp\)
    Let Level be the first bit position where PathLeaf differs from ForbiddenPath
    Let Leaf \(=\) RecursiveDescend(Level, Salt, PuncturedKey[Level], PathLeaf)
    return VecFromLeaf(Sep, Salt, Leaf, PathLeaf)
```

```
Algorithm 11 Step 1: Commitment
    Let RootKey be a uniform random bitstring (of the expected size \(\lambda\) )
    Let Salt be a uniform random bitstring (of the expected size \(\lambda\) )
    Let CommitString be the empty string
    Let \(X_{1}, X_{2}, Y_{1}, Y_{2}, t_{0}=0\)
    for i from 1 to \(N\) do
        Let Path be the \(m\)-bit binary encoding of \(i-1\)
        Let \(r_{i}=\) RecursiveDescent ( 0 , Salt, RootKey, Path)
        Let \(X_{1}{ }^{i}=\) FieldEltFromLeaf("X1 derivation", Salt, \(r_{i}\), Path)
        Let \(X_{2}{ }^{i}=\) FieldEltFromLeaf("X2 derivation", Salt, \(r_{i}\), Path)
            Let \(Y_{1}{ }^{i}=\) FieldEltFromLeaf("Y1 derivation", Salt, \(r_{i}\), Path)
            Let \(Y_{2}{ }^{i}=\) FieldEltFromLeaf("Y2 derivation", Salt, \(r_{i}\), Path)
            Set \(X_{1}=X_{1}+X_{1}{ }^{i}\)
            Set \(X_{2}=X_{2}+X_{2}{ }^{i}\)
            Set \(Y_{1}=Y_{1}+Y_{1}{ }^{i}\)
            Set \(Y_{2}=Y_{2}+Y_{2}{ }^{i}\)
            Let \(R_{A}^{i}=\) FieldEltFromLeaf("A derivation", Salt, \(r_{i}\), Path)
            Let \(R_{B}^{i}=\) FieldEltFromLeaf("B derivation", Salt, \(r_{i}\), Path)
            Let \(\overrightarrow{R_{x}}{ }^{i}=\operatorname{VecFromLeaf}\left(\right.\) "x derivation", Salt, \(r_{i}\), Path)
            Let \(\overrightarrow{R_{y}}{ }^{i}=\) VecFromLeaf("y derivation", Salt, \(r_{i}\), Path)
    Let \(A=X_{1} Y_{1}-X_{2} Y_{2}\)
    Let \(B=X_{1}(\vec{v} \cdot \vec{y})+Y_{1}(\vec{u} \cdot \vec{x})-X_{2}(\vec{u} \cdot \vec{y})-Y_{2}(\vec{v} \cdot \vec{x})\)
    Let \(\delta_{A}=A-\sum_{i=1}^{N} R_{A}^{i}\)
    Let \(\delta_{B}=B-\sum_{i=1}^{N} R_{B}^{i}\)
    Let \(\vec{\delta}_{x}=\vec{x}-\sum_{i=1}^{N}{\overrightarrow{R_{x}}}^{i}\)
    Let \(\vec{\delta}_{y}=\vec{y}-\sum_{i=1}^{N}{\overrightarrow{R_{y}}}^{i}\)
    for i from 1 to \(N\) do
            \(h_{t_{0}}^{i}=\mathcal{H}_{t}\left(i\left\|{\overrightarrow{R_{x}}}^{\llbracket i \rrbracket},{\overrightarrow{R_{y}}}^{\llbracket i \rrbracket}, X_{1}{ }^{\llbracket i \rrbracket}, X_{2}{ }^{\llbracket i \rrbracket}, Y_{1}{ }^{\llbracket i \rrbracket}, Y_{2}{ }^{\llbracket i \rrbracket}, R_{A}^{\llbracket i \rrbracket}, R_{B}^{\llbracket i \rrbracket}\right\| \vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}\right)\)
            Let \(t_{0}^{i}=\gamma_{\text {Field }}\left(\operatorname{ToInteger}\left(h_{t_{0}}^{i}\right) \bmod |\mathbb{F}|\right)\)
            Set \(t_{0}=t_{0}+t_{0}^{i}\)
    for i from 1 to \(N\) do
            Let \(\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{i}=X_{1}^{i}+t_{0}\left(\vec{u} \cdot \overrightarrow{R_{x}}{ }^{i}\right)\)
            Let \(\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{i}=X_{2}^{i}+t_{0}\left(\vec{v} \cdot{\overrightarrow{R_{x}}}^{i}\right)\)
            Let \(\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{i}=Y_{1}^{i}+t_{0}\left(\vec{v} \cdot \overrightarrow{R_{y}}{ }^{i}\right)\)
            Let \(\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{i}=Y_{2}^{i}+t_{0}\left(\vec{u} \cdot \overrightarrow{R_{y}}{ }^{i}\right)\)
            Let \(\left(A+B t_{0}\right)^{i}=R_{A}^{i}+R_{B}^{i} t_{0}\)
            Let View \({ }^{i}=\left(t_{0}{ }^{i},\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{i},\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{i},\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{i}\right.\),
    \(\left.\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{i},\left(A+B t_{0}\right)^{i}\right)\)
            Append encoding of View \({ }^{i}\) to CommitString
38: Let \(X_{1}+t_{0}(\vec{u} \cdot \vec{x})=\sum_{i=1}^{N}\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{i}+t_{0} u_{n-1}+t_{0}\left(\vec{u} \cdot \vec{\delta}_{x}\right)\)
39: Let \(X_{2}+t_{0}(\vec{v} \cdot \vec{x})=\sum_{i=1}^{N}\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{i}+t_{0} v_{n-1}+t_{0}\left(\vec{v} \cdot \vec{\delta}_{x}\right)\)
40: Let \(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})=\sum_{i=1}^{N}\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{i}+t_{0} v_{n}+t_{0}\left(\vec{v} \cdot \vec{\delta}_{y}\right)\)
    Let \(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})=\sum_{i=1}^{N}\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{i}+t_{0} u_{n}+t_{0}\left(\vec{u} \cdot \vec{\delta}_{y}\right)\)
    Let Commitment \(=\left(\mathcal{H}_{V}\right.\) (CommitString), \(\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x}), X_{2}+t_{0}(\vec{v} \cdot \vec{x}), Y_{1}+\right.\)
    \(\left.\left.t_{0}(\vec{v} \cdot \vec{y}), Y_{2}+t_{0}(\vec{u} \cdot \vec{y}), t_{0}\right), \vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}\right)\)
43: return Commitment
```

```
Algorithm 12 Step 2: Challenge
    Let Query be a uniformly random integer in [ \(N\) ]
    return Query
```

```
Algorithm 13 Step 3: Response
    Input
        An integer Query in \([N]\)
    Output
        A punctured key
        A salt
```

    Import RootKey and Salt from Step 1
    Convert Query to a binary QueryPath
    return Salt \(\|\) PuncturedKey(Salt, RootKey, QueryPath)
    Theorem 2. Consider an instance $\operatorname{NSBC}[\vec{u}, \vec{v}]$ of the normalized SBC problem for $\vec{u}, \vec{v} \in\left(\mathbb{F}_{q^{k}}\right)^{n}$. The identification protocol described above is a statistical honest verifier Zero-Knowledge proof of knowledge of $(\vec{x}, \vec{y}) \in \operatorname{NSBC}[\vec{u}, \vec{v}]$ with soundness error $1 / N+2 / q^{k}$.

Proof. Completeness. By the discussion of the polynomial $F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{y}, \vec{v}, \overrightarrow{ }}(t)$ in Section 3, we see that an execution of the protocol by an honest prover and an honest verifier is always accepted.
Statistical honest Verifier Zero-Knowledge. We construct a simulator $\mathcal{S}$ in the following way:

- Uniformly at random pick a RootKey, a Salt, a Query and auxiliary values $\vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}$.
- Compute a PuncturedKey from RootKey, Salt and Query.
- Use the Verify algorithm to get the expected Commitment of the input (without using the Commitment hash in the algorithm).
- Output a simulated transcript of the protocol using PuncturedKey, Salt, Query, Commitment and the auxiliary values.

We claim that the distribution of this output is statistically indistinguishable from a valid transcript of the protocol. To see that, first note that if a valid prover runs the protocol with the same values for RootKey, Salt and Query, all the values for $X_{1}^{i}, X_{2}^{i}, Y_{1}^{i}, Y_{2}^{i}, \vec{R}_{x}^{i}, \vec{R}_{Y}^{i}, \vec{R}_{A}^{i}, \vec{R}_{B}^{i}, t_{0}^{i},\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{i},\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{i}$, $\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{i},\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{i},\left(A+B t_{0}\right)^{i}$ for $i \neq$ Query are the same as in the run of the simulator $\mathcal{S}$. Only the values for the index Query are missing. There exists a configuration for these values for which the simulated and honest transcripts would be equal. By programming the random oracle at the respective points, the transcript produced by $\mathcal{S}$ could also come from a legitimate prover. These two transcripts only differ because the auxiliary values were chosen uniformly at random in the simulator but are obtained using a summation of
outputs of the functions FieldEltFromLeaf and VecFromLeaf on random values for the prover. The outputs of the functions FieldEltFromLeaf and VecFromLeaf are statistically close to a random map. Therefore, the distribution obtained by the simulated transcript is statistically close to the honest one.
Proof of Knowledge. Let $\mathcal{P}^{*}$ be a prover that convinces a verifier with probability $\geq 1 / N+2 / q^{k}+\varepsilon$ for a non-negligible $\varepsilon$. Then we can build an extractor which, with read access to the random oracle memory, can learn the secret $(\vec{x}, \vec{y})$. First, note that all random oracle queries made in many executions of the verify function are pairwise distinct with extremely high probability. Since we use a salt and domain separators, identical queries can only occur if identical salt values are selected. After $\mathcal{P}^{*}$ runs the commitment step of the protocol, the extractor can obtain the input to the random oracle that produced the commitment hash $h$. If this commitment hash was not produced by an honest protocol execution, the verification algorithm can only succeed with exponentially small probability. With the input string, the extractor can construct a candidate tree for the puncturable PRF used by the prover to derive the values for $r_{i}$. For each of these values, the extractor knows the corresponding value of $t_{0}^{i}$ from the input string. He searches through the oracle queries whose input could have come from a call of the Descendant function at the corresponding position by considering all queries to the random oracle that use the domain separator "t commit". He then uses the map $\gamma_{\text {Field }}$ on this value modulo $q^{k}$ to find the matching $h_{t_{0}}^{i}$. By searching though the oracle queries again, he can find the value of $r_{i}$ that was used to obtain $h_{t_{0}}^{i}$.
There are three cases that can occur after using this strategy to reconstruct the tree. The extractor obtains the full GGM tree, one leaf is missing or more than one leaf is missing. We consider each of these cases separately:

- If more than one leaf is missing, the extractor can use the response from $\mathcal{P}^{*}$ from the third step to obtain a PuncturedKey. Using this key, the extractor can find at least one missing leaf in the tree. If this PuncturedKey did not come from an honest protocol execution, the probability that the partial tree obtained from this key matches the tree of the extractor is negligible.
- If no leaf is missing, the extractor can compute every share of every party in the MPC protocol. Using the auxiliary values, the extractor can compute the values of $\vec{x}$ and $\vec{y}$ used by $\mathcal{P}^{*}$. If $(\vec{x}, \vec{y}) \notin \operatorname{NSBC}[\vec{u}, \vec{v}]$, the verification algorithm in step 4 outputs accept with probability $2 / q^{k}$, which occurs if $t_{0}$ happens to be a root of the polynomial $F_{X_{1}, X_{2}, Y_{1}, Y_{2}}^{\vec{x}, \vec{u}, \vec{v}}(t)$.
- If one leaf is missing, then $\mathcal{P}^{*}$ might still be able to provide a punctured key which is consistent with the tree obtained by the extractor. However, this only accounts for a $1 / N$ success probability. In this case, the extractor queries at another position to obtain the missing path from the root to the leaf if he gets a consistent response from $\mathcal{P}^{*}$ in step 3 . This occurs with probability at least $\varepsilon$. If the extractor learns the full tree, he can compute the secret key $(\vec{x}, \vec{y})$.

Therefore, the combination of the extractor and $\mathcal{P}^{*}$ can break the SBC problem in time $1 / \varepsilon$.

```
Algorithm 14 Step 4: Verification
    Input
        A bitstring Salt of size \(\lambda\) and a PuncKey from Step 3
        A Commitment from Step 1 of the form
        \(\left.\left.\left(h, X_{1}+t_{0}(\vec{u} \cdot \vec{x}), X_{2}+t_{0}(\vec{v} \cdot \vec{x}), Y_{1}+t_{0}(\vec{v} \cdot \vec{y}), Y_{2}+t_{0}(\vec{u} \cdot \vec{y}), t_{0}\right), \vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}\right)\right)\)
```

    Output
        A boolean corresponding to accept or reject
    Let Query \(=\) ToInteger \((\operatorname{PuncKey}[0])\)
    Let CommitVerifyString be the empty string
    for i in \([N] \backslash\{\) Query \(\}\) do
        Let Path be the \(m\)-bit binary encoding of \(i-1\)
        Let \(r_{i}=\) LeafFromPuncKey(Salt, PuncKey, Path)
        Let \(X_{1}{ }^{i}=\) FieldEltFromPuncKey("X1 derivation", Salt, PuncKey, Path)
        Let \(X_{2}{ }^{i}=\) FieldEltFromPuncKey("X2 derivation", Salt, PuncKey, Path)
        Let \(Y_{1}{ }^{i}=\) FieldEltFromPuncKey("Y1 derivation", Salt, PuncKey, Path)
        Let \(Y_{2}{ }^{i}=\) FieldEltFromPuncKey("Y2 derivation", Salt, PuncKey, Path)
        Let \(R_{A}^{i}=\) FieldEltFromPuncKey("A derivation", Salt, PuncKey, Path)
        Let \(R_{B}^{i}=\) FieldEltFromPuncKey("B derivation", Salt, PuncKey, Path)
        Let \(\overrightarrow{R_{x}}{ }^{i}=\) VecFromPuncKey("x derivation", Salt, PuncKey, Path)
        Let \(\overrightarrow{R_{y}}{ }^{i}=\) VecFromPuncKey("y derivation", Salt, PuncKey, Path)
        \(h_{t_{0}}^{i}=\mathcal{H}_{t}\left(i\left\|\overrightarrow{R_{x}}{ }^{\llbracket i \rrbracket}, \overrightarrow{R_{y}}{ }^{\llbracket i \rrbracket}, X_{1}{ }^{\llbracket i \rrbracket}, X_{2}{ }^{\llbracket i \rrbracket}, Y_{1}{ }^{\llbracket i \rrbracket}, Y_{2}{ }^{\llbracket i \rrbracket}, R_{A}^{\llbracket i \rrbracket}, R_{B}^{\llbracket i \rrbracket}\right\| \vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}\right)\)
        Let \(t_{0}^{i}=\gamma_{\text {Field }}\left(\right.\) ToInteger \(\left.\left(h_{t_{0}}\right) \bmod |\mathbb{F}|\right)\)
        Let \(\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{i}=X_{1}^{i}+t_{0}\left(\vec{u} \cdot{\overrightarrow{R_{x}}}^{i}\right)\)
        Let \(\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{i}=X_{2}^{i}+t_{0}\left(\vec{v} \cdot{\overrightarrow{R_{x}}}^{i}\right)\)
        Let \(\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{i}=Y_{1}^{i}+t_{0}\left(\vec{v} \cdot \overrightarrow{R_{y}}{ }^{i}\right)\)
        Let \(\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{i}=Y_{2}^{i}+t_{0}\left(\vec{u} \cdot \overrightarrow{R_{y}}{ }^{i}\right)\)
        Let \(\left(A+B t_{0}\right)^{i}=R_{A}^{i}+R_{B}^{i} t_{0}\)
    Let \(A+B t_{0}=\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)-\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)\)
    Let \(t_{0}^{\text {Query }}=t_{0}-\sum_{i \neq \text { Query }} t_{0}^{i}\)
    Let \(\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{\text {Query }}=\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)-t_{0} u_{n-1}-t_{0}\left(\vec{u} \cdot \vec{\delta}_{x}\right)\)
    \(-\sum_{i \neq \text { Query }}\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{i}\)
    24: Let $\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{\text {Query }}=\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)-t_{0} v_{n-1}-t_{0}\left(\vec{v} \cdot \vec{\delta}_{x}\right)$
$-\sum_{i \neq \text { Query }}\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{i}$
25: Let $\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{\text {Query }}=\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)-t_{0} v_{n}-t_{0}\left(\vec{v} \cdot \vec{\delta}_{y}\right)$
$-\sum_{i \neq \text { Query }}\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{i}$
26: Let $\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{\text {Query }}=\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)-t_{0} u_{n}-t_{0}\left(\vec{u} \cdot \vec{\delta}_{y}\right)$
$-\sum_{i \neq \text { Query }}\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{i}$
: Let $\left(A+B t_{0}\right)^{\text {Query }}=\left(A+B t_{0}\right)-\delta_{A}-\delta_{B} t_{0}-\sum_{i \neq \text { Query }}\left(A+B t_{0}\right)^{i}$
: for i from 1 to $N$ do
29: $\quad$ Let $\mathrm{View}^{i}=\left(t_{0}{ }^{i},\left(X_{1}+t_{0}(\vec{u} \cdot \vec{x})\right)^{i},\left(X_{2}+t_{0}(\vec{v} \cdot \vec{x})\right)^{i},\left(Y_{1}+t_{0}(\vec{v} \cdot \vec{y})\right)^{i}\right.$,
$\left.\left(Y_{2}+t_{0}(\vec{u} \cdot \vec{y})\right)^{i},\left(A+B t_{0}\right)^{i}\right)$
Append encoding of View ${ }^{i}$ to CommitVerifyString
return Boolean( $\mathcal{H}_{V}$ (CommitVerifyString) is equal to $h$ )

## 6 Implementation and optimizations

In this section, we provide the signature sizes and running times of our scheme based on an implementation in C. To significantly improve the running time of the scheme, we make use of a puncturable PRF based on the AES block cipher instead of a salted hash function, which is a technique introduced in 8. We compare different version of the signature based on SBC. In the basic version, we did implement the scheme as described in Section 3.2. In a second implementation, we use a different method to derive the value of $t_{0} \in \mathbb{F}_{q^{k}}$ used in the protocol: Here, we use the initial commitment of the signer to derive the value of $t_{0}$ for round $j=1, \ldots, \tau$ using the random oracle:

$$
t_{0, j}:=\mathcal{H}\left(" \text { t derivation" }\|j\| \vec{\delta}_{x}, \vec{\delta}_{y}, \delta_{A}, \delta_{B}\right)
$$

which reduces the signature size by $\log \left(q^{k}\right)$ bits for each round. We denote this variant of the SBC problem by $\mathrm{SBC}^{\mathcal{H}\left(t_{0}\right)}$. For both variants, we introduce another version of the scheme which further reduces the signature size: We can use a correlated GGM (cGGM) tree introduced in [21] to remove $\vec{\delta}_{x}$ from the communication cost, as we use exact sharings for $\vec{x}$ with a XOR-preserving GGM tree. We compare the signature sizes of the resulting variants of the scheme for the 128-bit security level in Table 2 .

Table 2. Signature size for $\lambda=128$ using $N=2^{D}$ parties and $\tau$ rounds with parameters $q=2, k=257$ and $n=130$ for the basic SBC GGM, SBC cGGM, SBC ${ }^{\mathcal{H}\left(t_{0}\right)}$ GGM and $\mathrm{SBC}^{\mathcal{H}\left(t_{0}\right)}$ cGGM versions.

| $D$ | $\tau$ | SBC GGM | SBC cGGM | SBC $^{\mathcal{H}\left(t_{0}\right)} \mathrm{GGM}$ | SBC $^{\mathcal{H}\left(t_{0}\right)}$ cGGM |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 16 | 6.206 KB | 5.950 KB | 5.692 KB | 5.436 KB |
| 9 | 15 | 6.062 KB | 5.822 KB | 5.580 KB | 5.340 KB |
| 10 | 13 | 5.468 KB | 5.260 KB | 5.050 KB | 4.842 KB |
| 11 | 12 | 5.243 KB | 5.051 KB | 4.857 KB | 4.665 KB |
| 12 | 11 | 4.986 KB | 4.810 KB | 4.633 KB | 4.457 KB |
| 13 | 10 | 4.697 KB | 4.537 KB | 4.376 KB | 4.216 KB |
| 15 | 9 | 4.520 KB | 4.376 KB | 4.231 KB | 4.087 KB |
| 16 | 8 | 4.151 KB | 4.023 KB | 3.894 KB | 3.766 KB |

### 6.1 Comparison with other MPCitH-based signature schemes

We compare our scheme with the current state of the art MPCitH-based signatures for the 128 -bit security level and list the corresponding public key sizes $|\mathrm{pk}|$ and signature sizes $|\mathrm{sgn}|$. The SBC signature scheme yields smaller signature sizes and smaller public key sizes compared to previously known signature schemes based on the MPCitH paradigm.

Table 3. Comparison of the SBC scheme with signatures from the literature for 128 -bit security and $N=2^{8}$ parties.

| Name | Year | $\|\mathrm{pk}\|$ | $\|\mathrm{sgn}\|$ |
| :---: | :---: | :---: | :---: |
| Syndrome Decoding in the Head [14 | 2022 | 0.144 KB | 8.481 KB |
| MinRank in the Head [1] | 2022 | 0.129 KB | 6.695 KB |
| MQ on my Mind [15] | 2023 | 0.218 KB | 6.348 KB |
| Biscuit [6] | 2023 | 0.068 KB | 5.748 KB |
| MIRA [3] | 2023 | 0.084 KB | 5.640 KB |
| SBC | 2024 | 0.048 KB | 5.436 KB |

Table 4. Comparison of the hypercube version of the SBC scheme with hypercube signatures from the literature for 128 -bit security and $N=2^{16}$ parties.

| Name | Year | $\|\mathrm{sgn}\|$ |
| :---: | :---: | :---: |
| Syndrome Decoding in the Head [14 | 2022 | 5.689 KB |
| MinRank in the Head [] | 2022 | 4.542 KB |
| SBC | 2024 | 3.766 KB |

### 6.2 About the speed-ups and the PPRF implementation

While the signature size of our proposal is inherently due to the choice of the SBC problem, the speed of the implementation is mainly the consequence of the implementation of the puncturable PRF. This is especially relevant when using a large number of parties such as $N=2^{16}$ parties. A large part of the speed-up comes from the use of the AES-based tree suggested in 8 .

However, this does not completely account for the speed of our implementation. The other time limiting step in the implementation is the hypercube step, where a sharing into a large number of parties is transformed in many sharings between two parties. This is usually done using a quasi-linear folding algorithms which computes $D$ binary sharings from a single sharing between $N=2^{D}$ parties in time $O(D \cdot N)$. We now recall the standard algorithm for this. Let $\left(T^{\llbracket i \rrbracket}\right)_{i \in\left[0 \cdots 2^{D}-1\right]}$ be an additive sharing of $\mathcal{T}$. For simplicity, we ignore offsets here and assume that:

$$
\mathcal{T}=\bigoplus_{i=0}^{2^{D}-1} T^{\llbracket i \rrbracket}
$$

Following the standard hypercube technique, we obtain one sharing for every bit position $j$ from 0 to $D-1$ by setting:

$$
\mathcal{T}=\mathcal{T}^{\llbracket 0 \rrbracket_{j}} \oplus \mathcal{T}^{\llbracket 1 \rrbracket_{j}} \quad \text { where } \quad \mathcal{T}^{\llbracket b \rrbracket_{j}}=\bigoplus_{\substack{i \\ B_{j}(i) \\ \text { s.t. }\\}} T^{\llbracket i \rrbracket} .
$$

For efficiency, a standard remark is that it is sufficient for the signer to compute $\mathcal{T}{ }^{\llbracket 0 \rrbracket_{j}}$, since $\mathcal{T}{ }^{\llbracket 1 \rrbracket_{j}}$ can be obtained with a single additional XOR operation with $\mathcal{T}$. Of course, the verifier can only compute one of the two values and does not need this standard optimization.

Profiling our code, we realized this folding step was dominating the computation with $N=2^{16}$. For this reason, we replaced it by a linear time algorithm, i.e., with time $O(N)$ based on the following technique. We first create of partial folding of $T$ into a table $T_{h}$ of $2^{D-1}$ values defined as:

$$
T_{h}^{\llbracket i \rrbracket}=T^{\llbracket i \rrbracket} \oplus T^{\llbracket i+2^{D-1} \rrbracket} .
$$

For any bit position $j<D-1$, if we apply the standard folding to $T_{h}$ to obtain shares $\mathcal{T}_{h}^{\llbracket b \rrbracket_{j}}$, we can see that:

$$
\mathcal{T}^{\llbracket b \rrbracket_{j}}=\mathcal{T}_{h}^{\llbracket b \rrbracket_{j}} .
$$

Indeed, the two shares are sums of the exact same values (in a different order) since each $T_{h}^{\llbracket i \rrbracket}$ regroups two values from $T$ whose positions only differ by their high-order bit.

This allows use to derive a recursive algorithm that given $T$, computes all the sharings $\mathcal{T}{ }^{\llbracket 0 \rrbracket_{j}}$ plus the shared value $\mathcal{T}$ using $2^{D+1}$ XOR operations. The pseudocode for this fast recursive folding is given in Algorithm 15.

```
Algorithm 15 FastRecursiveFolding
    Input
        A table \(T\) of size \(N=2^{D}\)
    Output
        Concatenation of the 0 -shares of the \(D\)-foldings, plus the global shared value
    if \(N\) is 2 then
        return \(T_{0} \|\left(T_{0} \oplus T_{1}\right)\)
    else
        Create \(T_{h}\) of size \(N / 2\)
        for \(i\) from 0 to \(N / 2-1\) do
            Set \(T_{h}^{\llbracket i \rrbracket}=T^{\llbracket i \rrbracket} \oplus T^{\llbracket i+2^{D-1} \rrbracket}\)
        return \(\left(\bigoplus_{i=0}^{2^{D-1}} T^{\llbracket i \rrbracket}\right) \|\) FastRecursiveFolding \(\left(T_{h}, N / 2\right)\)
```


### 6.3 Running times of the different versions

We compare the running times of the SBC Problem using different instances of the GGM tree in the protocol which we described throughout the paper. For this comparison, we consider the $\mathrm{SBC}^{\mathcal{H}\left(t_{0}\right)}$ variant where we use a hash function to derive the values of $t_{0}$ for each round, as described in the beginning of Section 6 . In a first version, we use SHA-256 in the construction of the cGGM tree, denoted by cGGM ${ }_{\text {SHA }}$. In a second version, we improve the running times by
using the AES-based tree from [8], which we call cGGM ${ }_{\text {AES }}$. To further improve the running times, we use the fast folding algorithm which we introduced in Section 6.2. We indicate this by the subscript $\mathrm{SBC}_{\mathrm{FF}}^{\mathcal{H}\left(t_{0}\right)}$. The improvement of the running time of the scheme based on these different versions is illustrated in Table 5 Table 6. Table 7 and Table 8. All computations were performed using an AMD EPYC 9374F processor running at 3.85 GHz .

Table 5. Running times for $\lambda=128$ using $N=2^{D}$ parties and $\tau$ rounds with the parameters $q=2, k=257$ and $n=130$ for basic SBC comparing different version of the GGM tree using an AMD EPYC 9374 F processor running at 3.85 GHz .

|  |  |  | SBC GGM ${ }_{\text {SHA }}$ |  | SBC GGM ${ }_{\text {AES }}$ |  | $\mathrm{SBC}_{\text {FF }} \mathrm{GGM}_{\text {AES }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D | $\tau$ | \|sgn| | Sign | Verify | Sign | Verify | Sign | Verify |
| 8 | 16 | 6.206 KB | 10.26 ms | 10.16 ms | 0.96 ms | 0.86 ms | 0.92 ms | 0.82 ms |
| 9 | 15 | 6.062 KB | 18.86 ms | 18.52 ms | 1.16 ms | 1.06 ms | 1.07 ms | 0.98 ms |
| 10 | 13 | 5.468 KB | 31.68 ms | 32.31 ms | 1.40 ms | 1.32 ms | 1.24 ms | 1.15 ms |
| 11 | 12 | 5.243 KB | 57.84 ms | 57.74 ms | 1.99 ms | 1.91 ms | 1.64 ms | 1.56 ms |
| 12 | 11 | 4.986 KB | 105.62 ms | 105.51 ms | 3.10 ms | 3.01 ms | 2.38 ms | 2.29 ms |
| 13 | 10 | 4.697 KB | 192.19 ms | 191.27 ms | 5.39 ms | 5.30 ms | 3.75 ms | 3.64 ms |
| 15 | 9 | 4.520 KB | 693.99 ms | 693.83 ms | 23.24 ms | 22.99 ms | 12.07 ms | 11.83 ms |
| 16 | 8 | 4.151 KB | 1234.67 ms | 1233.38 ms | 41.18 ms | 40.82 ms | 21.71 ms | 21.40 ms |

Table 6. Running times for $\lambda=128$ using $N=2^{D}$ parties and $\tau$ rounds with the parameters $q=2, k=257$ and $n=130$ for basic SBC comparing different version of the cGGM tree using an AMD EPYC 9374 F processor running at 3.85 GHz .

|  |  | SBC cGGM |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SHA | SBC cGGM $_{\text {AES }}$ |  | SBC $_{\text {FF }}$ cGGM |  |  |  |  |  |
| AES |  |  |  |  |  |  |  |  |
| $D$ | $\tau$ | $\|\operatorname{sgn}\|$ | Sign | Verify | Sign | Verify | Sign | Verify |
| 8 | 16 | 5.950 KB | 9.34 ms | 9.23 ms | 0.95 ms | 0.85 ms | 0.91 ms | 0.81 ms |
| 9 | 15 | 5.822 KB | 16.88 ms | 16.75 ms | 1.15 ms | 1.04 ms | 1.06 ms | 0.96 ms |
| 10 | 13 | 5.260 KB | 28.62 ms | 28.58 ms | 1.38 ms | 1.29 ms | 1.22 ms | 1.13 ms |
| 11 | 12 | 5.051 KB | 52.33 ms | 52.25 ms | 1.95 ms | 1.86 ms | 1.61 ms | 1.51 ms |
| 12 | 11 | 4.810 KB | 95.44 ms | 95.15 ms | 3.03 ms | 2.94 ms | 2.31 ms | 2.22 ms |
| 13 | 10 | 4.537 KB | 173.44 ms | 173.51 ms | 5.27 ms | 5.18 ms | 3.64 ms | 3.52 ms |
| 15 | 9 | 4.376 KB | 628.41 ms | 627.91 ms | 22.77 ms | 22.54 ms | 11.71 ms | 11.46 ms |
| 16 | 8 | 4.023 KB | 1116.88 ms | 1117.77 ms | 40.39 ms | 40.09 ms | 20.94 ms | 20.59 ms |

Table 7. Running times for $\lambda=128$ using $N=2^{D}$ parties and $\tau$ rounds with the parameters $q=2, k=257$ and $n=130$ for $\mathrm{SBC}^{\mathcal{H}\left(t_{0}\right)}$ comparing different version of the GGM tree using an AMD EPYC 9374 F processor running at 3.85 GHz .

|  |  |  | $\mathrm{SBC}^{\mathcal{H}\left(t_{0}\right)} \mathrm{GGM}_{\text {SHA }}$ |  | $\mathrm{SBC}^{\mathcal{H}\left(t_{0}\right)} \mathrm{GGM}_{\mathrm{AES}}$ |  | $\mathrm{SBC}_{\mathrm{FF}}^{\mathcal{H ( t )}} \mathrm{GGM}_{\mathrm{AES}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $D$ | $\tau$ | \|sgn| | Sign | Verify | Sign | Verify | Sign | Verify |
| 8 | 16 | 5.692 KB | 9.29 ms | 9.20 ms | 0.92 ms | 0.83 ms | 0.77 ms | 0.68 ms |
| 9 | 15 | 5.580 KB | 16.83 ms | 16.74 ms | 1.10 ms | 1.01 ms | 0.91 ms | 0.83 ms |
| 10 | 13 | 5.050 KB | 28.85 ms | 28.51 ms | 1.33 ms | 1.25 ms | 1.07 ms | 1.00 ms |
| 11 | 12 | 4.857 KB | 52.17 ms | 52.31 ms | 1.90 ms | 1.82 ms | 1.46 ms | 1.39 ms |
| 12 | 11 | 4.633 KB | 95.30 ms | 95.21 ms | 2.95 ms | 2.87 ms | 2.17 ms | 2.08 ms |
| 13 | 10 | 4.376 KB | 173.14 ms | 172.91 ms | 5.15 ms | 5.08 ms | 3.46 ms | 3.36 ms |
| 15 | 9 | 4.231 KB | 627.42 ms | 625.49 ms | 22.70 ms | 22.46 ms | 11.48 ms | 11.22 ms |
| 16 | 8 | 3.894 KB | 1115.23 ms | 1113.22 ms | 40.60 ms | 40.23 ms | 20.12 ms | 19.78 ms |

Table 8. Running times for $\lambda=128$ using $N=2^{D}$ parties and $\tau$ rounds with the parameters $q=2, k=257$ and $n=130$ for $\mathrm{SBC}^{\mathcal{H}\left(t_{0}\right)}$ comparing different version of the cGGM tree using an AMD EPYC 9374F processor running at 3.85 GHz .

|  |  | SBC $^{\mathcal{H}\left(t_{0}\right)}$ cGGM $_{\text {SHA }}$ |  | SBC $^{\mathcal{H}\left(t_{0}\right)}$ cGGM $_{\text {AES }}$ |  | SBC $_{\mathrm{FF}}^{\mathcal{H}\left(t_{0}\right)}$ cGGM $_{\text {AES }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $D$ | $\tau$ | $\|\mathrm{sgn}\|$ | Sign | Verify | Sign | Verify | Sign | Verify |
| 8 | 16 | 5.436 KB | 9.29 ms | 9.17 ms | 0.80 ms | 0.71 ms | 0.76 ms | 0.67 ms |
| 9 | 15 | 5.340 KB | 16.78 ms | 16.64 ms | 0.97 ms | 0.89 ms | 0.90 ms | 0.81 ms |
| 10 | 13 | 4.842 KB | 28.42 ms | 28.44 ms | 1.20 ms | 1.12 ms | 1.05 ms | 0.97 ms |
| 11 | 12 | 4.665 KB | 51.96 ms | 52.06 ms | 1.75 ms | 1.67 ms | 1.42 ms | 1.34 ms |
| 12 | 11 | 4.457 KB | 94.78 ms | 94.93 ms | 2.75 ms | 2.66 ms | 2.10 ms | 2.01 ms |
| 13 | 10 | 4.216 KB | 177.58 ms | 172.76 ms | 4.77 ms | 4.67 ms | 3.33 ms | 3.23 ms |
| 15 | 9 | 4.087 KB | 625.84 ms | 624.88 ms | 22.12 ms | 21.95 ms | 11.85 ms | 10.81 ms |
| 16 | 8 | 3.766 KB | 1110.60 ms | 1112.82 ms | 39.33 ms | 39.02 ms | 19.32 ms | 19.00 ms |
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[^0]:    ${ }^{3}$ Otherwise, we can factor $T$ into irreducible polynomials and consider each factor individually.

