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Abstract

Secure neural network inference has been a promising solution
to private Deep-Learning-as-a-Service, which enables the service
provider and user to execute neural network inference without
revealing their private inputs. However, the expensive overhead of
current schemes is still an obstacle when applied in real applica-
tions. In this work, we present Meteor, an online communication-
efficient and fast secure 3-party computation neural network in-
ference system aginst semi-honest adversary in honest-majority.
The main contributions of Meteor are two-fold: i) We propose a
new and improved 3-party secret sharing scheme stemming from
the linearity of replicated secret sharing, and design efficient pro-
tocols for the basic cryptographic primitives, including linear op-
erations, multiplication, most significant bit extraction, and mul-
tiplexer. ii) Furthermore, we build efficient and secure blocks for
the widely used neural network operators such as Matrix Multipli-
cation, ReLU, and Maxpool, along with exploiting several specific
optimizations for better efficiency. Our total communication with
the setup phase is a little larger than SecureNN (PoPETs’19) and
Falcon (PoPETs’21), two state-of-the-art solutions, but the gap is
not significant when the online phase must be optimized as a prior-
ity. UsingMeteor, we perform extensive evaluations on various
neural networks. Compared to SecureNN and Falcon, we reduce
the online communication costs by up to 25.6× and 1.5×, and im-
prove the running-time by at most 9.8× (resp. 8.1×) and 1.5× (resp.
2.1×) in LAN (resp. WAN) for the online inference.

CCS Concepts

• Security and privacy→ Privacy-preserving protocols.
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1 Introduction

In the Deep-Learning-as-a-Service (DLaaS) paradigm, the service
provider offers a trained neural network (NN), and a user calls
a well-defined API for data analysis. Aiming to alleviate the pri-
vacy concerns associated with DLaaS [1, 3], existing works have
introduced secure computation to enable Secure Inference. Secure
inference exploits cryptographic primitives to ensure that the only
information available for the user is the inference result, and noth-
ing more is revealed to either party.

(�)Xiaojun Chen is the corresponding author.

Secure inference protocols can provide high privacy protection,
but the key concern is how to obtain privacy with satisfying effi-
ciency. Note that different cryptographic tools offer their charac-
teristics and trade-offs. In particular, fully homomorphic encryp-
tion (FHE)-based methods are efficient in communication but still
limited by expensive computation burdens [30, 31, 35]. Garbled
circuits [75] (GC)-based schemes only require a constant round of
interactions but have a high communication overhead and are ex-
pensive for arithmetic operations [5, 61]. Secret sharing [66]-based
approaches provide efficient arithmetic operations and support
non-linear functions [48, 51, 52, 62, 72, 73] using much less commu-
nication, yet usually require interactions in proportion to the depth
of Multiplication (MULT) gates. Among the secret sharing-based
works, 2-out-of-3 replicated secret sharing-based secure 3-party
computation (3PC) approaches [51, 73] have achieved significant
improvements and gained much attention.

However, the online communication of replicated secret sharing
is still the efficiency bottleneck even in the semi-honest model. The
costly online communication might limit the users’ query through-
put, especially in the WAN setting. Therefore, improving the online
communication (and running-time) is challenging and a priority in
real applications.

The online communication mainly stems from MULT, and we
analyze the detailed costs in the following aspects: i) Costs of

Resharing: Multiplying two ℓ-bit integers (2-MULT) generates
3-out-of-3 secret shared intermediate results. This requires inter-
active communication of ℓ bits per party for resharing 3-out-of-3
shares into 2-out-of-3 shares in 1 round for maintaining correctness
and consistency; ii) Costs of 2-MULT with Faithful Trunca-

tion: When evaluating 2-MULT on two ℓ-bit fixed-point inputs,
the parties need to truncate the product to avoid overflow. How-
ever, the best known protocol for 2-MULT equipped with faithful
truncation needs an online communication of 4

3 ℓ bits per party in 1
round (incur 1

3 ℓ more bits than 2-MULT on integers); iii) Costs of
𝑁 -MULT: 𝑁 -MULT takes 𝑁 ℓ-bit integers as inputs and multiplies
them to produce the product. 𝑁 -MULT plays an important role
in extracting the most significant bit, but existing works achieve
𝑁 -MULT by utilizing 2-MULT in a tree-manner. This incurs an
online communication of (𝑁 − 1)ℓ bits in ⌈log2 𝑁 ⌉ rounds.

In this paper, we focus on improving the online communication
costs of the latter two kinds of MULT gates. Although our method
requires more costs for the setup phase (i.e., communicating (2𝑁 −
1−𝑁 )ℓ bits in log2 𝑁 rounds per party for𝑁 -MULT), our significant
improvements in the online phase are beneficial in real applications
and might be of independent interest. Formally, our techniques and
contributions are as follows:
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Table 1: Online communication (Comm., in bits) and round complexity of SecureNN, Falcon, andMeteor.𝑞 is the smallest prime

with 𝑞 ≥ ℓ , and 𝑘 = ⌈log2 𝑞⌉. ForMSB Ext., we set𝑁 = 3, 4 for𝑁 -MULT. †: In SecureNN,MSB Ext. is equal to ShareConvert+Compute

MSB (except Select Share), we summarize the corresponding communication and round costs here.

Framework SecureNN Falcon Meteor
Complexity Comm. Round Comm. Round Comm. Round

2-MULT

Integers 4
3 ℓ 1 ℓ 1 ℓ 1

Fixed-Point 4
3 ℓ 1 4

3 ℓ 1 ℓ 1
𝑁 -MULT (𝑁 − 1) 4

3 ℓ ⌈log2 𝑁 ⌉ + 1 (𝑁 − 1)ℓ ⌈log2 𝑁 ⌉ ℓ 1
MSB Ext. 8

3 ℓ𝑘 +
14
3 ℓ† 7† (2ℓ + 1)𝑘 + ℓ ⌈log2 (ℓ + 1)⌉ + 3 ( 43 ℓ + 1)𝑘 ⌈log4 (ℓ + 1)⌉ + 2

MUX
4
3 ℓ 1 1 + ℓ 2 ℓ 1

Our Techniques We propose Meteor, an online communication-
efficient and fast secure neural network inference system. Meteor
achieves its performance improvements via our improved 3PC pro-
tocols and specific optimizations for secure NN operators. Following
previous works [72, 73], our 3PC protocols are secure against a semi-
honest adversary in honest-majority. We build several primitives
with a focus on online efficiency by exploiting a function-dependent
but input-independent setup.

Our construction is similar to the sharing semantics of ABY2.0 [56],
but exploits a different perspective from the linearity of replicated
secret sharing [6, 51, 73]: For theMULT, we only need linear opera-
tions of replicated secret sharing to generate 2-out-of-3, instead of 3-
out-of-3, secret shares in the online phase. This new perspective can
accelerate the 2-MULT for fixed-point inputs and 𝑁 -MULT for in-
teger inputs, and bring several further optimizations for more com-
plex primitives, such as most significant bit extraction (MSB Ext.)
and multiplexer (MUX). Besides, our linearity perspective is more
straightforward to be generalized to any kind of linear secret shar-
ing. Detailed comparison is shown in § 3.1.
Contributions Formally, we have the following contributions:

• Improved Secure 3-Party Computation: We propose
an improved 3PC secret sharing scheme (J·K-sharing) and
construct a set of basic cryptographic primitives, including
linear operations (Lops), MULT, MSB Ext., MUX, and etc.
Our primitives are more online communication- and round-
efficient than that of SecureNN [72] and Falcon [73]. The
detailed theoretical improvements are shown in Table 1.

• Optimized Secure NN Operators: Furthermore, we con-
struct fast protocols for Matrix Multiplication (MatMul),
ReLU function, and Maxpool (MP) based on our basic
primitives with specific optimizations. Compared to Se-
cureNN [72] and Falcon [73], we achieve 1.2-6× and 1.3-
1.6× improvements in terms of communication costs. Mean-
while, we are approximately 1.8-20× and 1.5 faster for the
secure online evaluation of NN operators, respectively.

• Efficient Secure Inference: In the end, we perform ex-
tensive secure inference experiments on various neural
networks and datasets in both LAN and WAN settings: i)
For single inference, we reduce the online communication
by upto 25.6× and 1.5×, and improve the online running-
time by at most 9.8× (resp. 8.1×) and 1.5× (resp. 2.1×) in
LAN (resp. WAN) compared to SecureNN and Falcon, re-
spectively. ii) For batch inference, Meteor is more scalable
than Falcon. Specially, we improve the communication

Table 2: Notation table.

𝑃𝑖 party 𝑖 in 3PC
X uppercase bold letter denotes matrix
x lowercase bold letter denotes vector
x lowercase letter denotes scalar

x[𝑖] the 𝑖th bit of x
[·] 3-out-of-3 sharing
⟨·⟩ 2-out-of-3 replicated secret sharing
J·K our 3PC secret sharing
Z𝐿 discrete ring modulo 𝐿 with 𝐿 = 2ℓ
F𝑞 field modulo prime 𝑞
F𝑓 the ideal functionality for 𝑓 (·)
∈𝑅 random sample
𝜅 the symmetric security parameter

and running-time by both around 1.5× in WAN. Our source
code is available: https://github.com/Ye-D/Meteor.

Organization We present the background and preliminaries in
§ 2, and give a high-level overview of Meteor in § 3. We propose
efficient protocols for the basic primitives in § 4 and justify their
security in § 5. And in § 6, we construct the optimized secure NN
operators. The experimental results are illustrated in § 7. We discuss
related works in § 8 and conclude this work in § 9.

2 Background & Preliminaries

We introduce the background and preliminaries about neural net-
work and 3PC replicated secret sharing in this section.

2.1 Notations

The main notations are summarized in Table 2.

2.2 Neural Network

The computational flow of a neural network is composed of multiple
linear and non-linear layers. Each layer receives input and processes
it to produce an output that serves as input to the next layer.
Linear Layers Typical linear layers in NN inference include Fully-
Connected (FC), Convolution (CONV), and Batch Normalization
(BatchNorm, only being linear layer in NN inference):

• FC: Given input vector x ∈ R𝑛×1, a FC layer generates
the output y ∈ R𝑚×1 as y = Wx + b, where W ∈ R𝑚×𝑛
is the weight matrix and b ∈ R𝑚×1 is the bias term. More
generally, neural networks often take a batch of images as
inputs X𝑛×|𝐵 | (|𝐵 | is the batchsize), thus the FC layer can
be computed with matrix multiplication as Y = WX + B.

https://github.com/Ye-D/Meteor
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• CONV: The CONV layer computes the dot product of a
small weight matrix (filter) and the neighborhood of an
element of the input. The process is sliding each filter with
a certain stride, and the size of filter is called filter size. For
a generalized exposition on CONV, please refer to [72].

• BatchNorm: A BatchNorm layer is typically applied to
shift its input 𝑥 to amenable ranges. During the inference,
the BatchNorm parameters 𝛾 and 𝛽 are fixed, BatchNorm
normalizes 𝑥 as 𝛾 · 𝑥 + 𝛽 .

Non-Linear Layers NN uses activation functions to model non-
linear relationships between input and output. And Pool functions
sometimes are applied.

• Activation:The activation functions are applied in element-
wise. One of the most popular activation functions is ReLU
function: ReLU(𝑥) = max(0, 𝑥). Other activation functions
inlcude Sigmoid, Tanh, and etc [54];

• Pool: Pooling arranges inputs into several windows and ag-
gregates elements of each window. Maxpool (resp. Avgpool)
calculates the maximum (resp. average) for each window.

2.3 3PC Replicated Secret Sharing

Secret value x ∈ Z2ℓ is shared by three random values x0, x1, x2 ∈
Z2ℓ with x = x0 + x1 + x2 (mod 2ℓ ) [6, 51, 73]. In 3-out-of-3 sharing
([·]-sharing), 𝑃𝑖 has [x]𝑖 = x𝑖 . In replicated secret sharing (2-out-of-
3, ⟨·⟩-sharing), 𝑃𝑖 gets ⟨x⟩𝑖 = (x𝑖 , x𝑖+1). Without special declaration,
we compute in Z2ℓ and omit (mod 2ℓ ) for brevity.
Sharing and Reconstruction To achieve functionality F ⟨·⟩

SHARE
,

secret owner samples random x1, x2 ∈𝑅 Z2ℓ , sets x0 = x−x1−x2, and
sends ⟨x⟩𝑖 = (x𝑖 , x𝑖+1) to 𝑃𝑖 . And to implement F ⟨·⟩

REC
, 𝑃𝑖 sends x𝑖+1

to 𝑃𝑖−1 such that 𝑃𝑖−1 reconstructs x = x0 + x1 + x2 for 𝑖 ∈ {0, 1, 2}.
LinearOperations Let (𝑐1, 𝑐2, 𝑐3) be public constants, and (⟨x⟩, ⟨y⟩)
be two secret-shared values. Then, ⟨𝑐1x+𝑐2y+𝑐3⟩ can be computed
as (𝑐1x0 + 𝑐2y0 + 𝑐3, 𝑐1x1 + 𝑐2y1, 𝑐1x2 + 𝑐2y2) where 𝑃𝑖 can compute
its share locally. When (𝑐1 = 1, 𝑐2 = 1, 𝑐3 = 0), we get ⟨x + y⟩.
Multiplication Functionality F ⟨·⟩

MULT
multiplies two shared values

⟨x⟩ and ⟨y⟩, existing protocol achieves this as follows: i) First, 𝑃𝑖
computes z𝑖 = x𝑖y𝑖 +x𝑖+1y𝑖 +x𝑖y𝑖+1 locally such that z𝑖 is [·]-shared.
ii) Parties then perform re-sharing by letting 𝑃𝑖 sends z′𝑖 = 𝛼𝑖 + z𝑖 to
𝑃𝑖−1, where 𝛼0 + 𝛼1 + 𝛼2 = 0 (𝑃𝑖 can generate 𝛼𝑖 in the setup phase
as [6, 51, 73]). iii) Finally, {(z′0, z

′
1), (z

′
1, z
′
2), (z

′
2, z
′
0)} form ⟨x · y⟩.

In the case of ℓ > 1 (e.g., ℓ = 64) which support arithmetic
operations (e.g., +, −, and ·), we refer to this type as Arithmetic
Sharing and use notation ⟨·⟩. Boolean Sharing (⟨·⟩2) refers to ℓ = 1
where +,− and · are respectively replaced by bit-wise ⊕ and ∧.
MSB Extraction The key step of comparing ⟨x⟩ ≥ ⟨y⟩ in two’s
complement representation is extracting the most significant bit of
⟨z⟩ = ⟨x⟩ − ⟨y⟩. General methods either re-interpret the arithmetic
sharing as boolean sharing and evaluate an addition circuit on
boolean shares to compute ⟨msb(z)⟩2, or employ garbled circuits to
extract the most significant bit. Recently, Wagh et al. proposed an
efficientMSB Ext. method based on wrap function and bit decom-
position in replicated secret sharing [73]. We follow their approach
inMeteor but optimize the online efficiency with our improved
secret sharing scheme. And we plan to improve other MSB Ext.

methods [29, 49, 51] with our novel secret sharing for future work.

Fixed-Point Representation In secure NN inference, we need
to encode floating-point numbers as integers in rings [51, 52, 73].
Given floating-point 𝑥 ∈ R, its encoding is as: x = ⌊2𝑑 ·𝑥⌋ (mod 2ℓ ),
where it is usually ℓ = 64 and 𝑑 = 13 as [73]. In this way, we use
[0, 2ℓ−1) to represent 𝑥 ∈ R+, and [2ℓ−1, 2ℓ ) for negative values.

3 A High-Level Overview of Meteor

We first present an overview of our J·K-sharing semantics in § 3.1.
Then, we show the design and threat model of Meteor in § 3.2.

3.1 Overview of J·K-Sharing Semantics

Costs Analysis of MULT Existing ⟨·⟩-sharing based 3PC ap-
proaches need ℓ bits per party in 1 round for evaluating 2-MULT

with 2 integer inputs (resharing), and requiremore costs for 2-MULT

with fixed-point inputs and 𝑁 -MULT with integer inputs: i) When
multiplying 2 fixed-point inputs x and y, the parties need to reveal
[z + r′] and compute (z + r′)/2𝑑 − ⟨r⟩ for faithful truncation, where
z = xy, r = r

′/2𝑑 , and (r, r′) are in secret. As [z+r′] is of [·]-sharing,
it needs 4

3 ℓ bits communication per party for mask-and-reveal in
the online phase [51, 73]. ii) When multiplying 𝑁 integers, parties
need to perform resharing for each 2-MULT. This requires an online
communication of (𝑁 − 1)ℓ bits per party in ⌈log2 𝑁 ⌉ rounds [73].

The main costs of MULT stem from Resharing-related oper-
ations. Inspired by this conclusion, we are wondering: Will the
efficiency (e.g., communication and running-time) be improved if we
can maintain the ⟨·⟩-sharing format during the whole computation?
Linearity of ⟨·⟩-Sharing From § 2.3, we notice the linear opera-
tions of ⟨·⟩-values lead to ⟨·⟩-shared results locally (no communica-
tion). This is true for two ⟨·⟩-shared inputs (𝑐1⟨x⟩ + 𝑐2⟨y⟩ + 𝑐3), and
can be easily generalized to three or more ⟨·⟩-shared inputs.
J·K-Sharing Inspired by the sharing semantics of [9, 10, 69] and
with the linearity of ⟨·⟩-sharing in mind, we propose an improved
3PC secret sharing (J·K-sharing) as follows:

Definition 1 (J·K-sharing). A value x ∈ Z2ℓ is said to be J·K-
shared among {𝑃0, 𝑃1, 𝑃2} if there exists random𝜓x andmx such that:
i)𝜓x is ⟨·⟩-shared among {𝑃0, 𝑃1, 𝑃2}; ii) mx = x −𝜓x is known to all
parties in clear. The share of 𝑃𝑖 is JxK𝑖 = (mx, ⟨𝜓x⟩𝑖 ) for 𝑖 ∈ {0, 1, 2}.

For brevity, we use notations𝜓x1 ...x𝑛 = 𝜓x1𝜓x2 . . .𝜓x𝑛 andmx1 ...x𝑛 =

mx1mx2 . . .mx𝑛
. Similarly, J·K𝑞-sharing is for x ∈ F𝑞 and J·K2-sharing

is for x ∈ Z2, where we use modulo 𝑞 in J·K𝑞-sharing and replace +,−
by ⊕ and · by ∧ in J·K2-sharing.

With J·K-sharing, we can evaluateMULT by computing the rela-
tively expensive multiplication of secret random ⟨𝜓 ⟩s in the setup
phase, such that the online phase only involves the linear operations of
⟨·⟩-sharing. Taking 2-MULT(x, y) with integer inputs as an example,
the parties compute ⟨𝜓z⟩ = ⟨𝜓x⟩⟨𝜓y⟩ in the setup phase, and com-
putemz with linear operations and 1 round of revealing. J·K-sharing
also needs ℓ bits per party, but gives the following benefits:

• For 2-MULTwith fixed-point inputs, we only need ℓ bits per
party in 1 round for mask-and-reveal in the online phase.
This is because the intermediate results are in ⟨·⟩-shared
fashion. Hence, we improve the communication by 1.3×;

• For 𝑁 -MULT with integer inputs, we only need linear op-
erations of ⟨·⟩-sharing to generate ⟨·⟩-shared product of
𝑁 integers in the online phase, since all multiplications
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I J·K-sharing

II Lops MULT MSB Ext. MUX

III MatMul ReLU MP

Figure 1: Dependency of protocols inMeteor.

among ⟨𝜓 ⟩s can be evaluated in the setup phase. There-
fore, our approach needs an online communication of ℓ bits
per party in 1 round, which is independent of 𝑁 and first
achieved in the regime of 3PC. Compared to prior methods,
we improve the online communication by 𝑁× and rounds
by ⌈log2 𝑁 ⌉×.

What’s more, we propose efficient J·K-sharing based protocols
for other primitives and NN operators in respective § 4 and § 6.
Comparison to ABY2.0 [56]. Patra et al. has proposed similar
sharing semantics to improve the online efficiency of 2PC [56]
inspired by ASTRA [18] and [55], but our J·K-sharing is different in
the following aspects:

• Beaver-Friendly v.s. Linearity: ABY2.0 is inspired by
Beaver triples [7] and reduces the communication by shar-
ing the inputs in a Beaver-friendly format. However, J·K-
sharing stems from the linearity of replicated secret sharing.
They might be equivalent in some settings (e.g., 2PC), but
our linearity perspective is more straightforward to be gen-
eralized to other linear secret sharing.

• 2PC v.s. 3PC: For the setup phase, ABY2.0 exploits Obliv-
ious Transfer (OT) [33] or HE [26] to generate correlated
randomness, but we utilize the multiplication protocol of
⟨·⟩-sharing (free of OT or HE). Therefore, J·K-sharing is
more efficient in setup when honest-majority in 3PC is avail-
able.

3.2 Design of Meteor

Our Meteor, as depicted in Figure 1, consists of three layers:
• I: We first propose an improved 3-party secret sharing

scheme (J·K-sharing) inspired by the linearity of replicated
secret sharing in 3PC.

• II: Secondly, we design efficient protocols for the most com-
mon basic cryptographic primitives, i.e., Linear Operations
(Lops), MULT,MSB Ext., andMUX.
• III: Thirdly, we build secure blocks for the widely used NN

operators, such asMatMul, ReLU, andMP, together with
specific optimizations to support fast secure NN inference.

Function-dependent but Input-independent Setup Following [72,
73], we also focus on the online efficiency. Meteor is cast into
a function-dependent but input-independent setup phase, and an
input-dependent online phase as [19, 56, 57]. In the setup phase, we
generate the function-dependent but input-independent correlated
randomness for a given function to improve the online efficiency.
This setup is available and widely utilized in many applications.
Threat Model Following works [72, 73], Meteor resists semi-
honest adversaries in honest-majority [47]. Namely, each party

follows the protocol, but may individually try to learn information
about other inputs:

Definition 2 (Semi-Honest Security). Let Π be a three-party
protocol running in real-world and F : ({0, 1}𝑛)3 → ({0, 1}𝑚)3 be
the ideal randomized functionality. We say Π securely computes F
in presence of a single semi-honest adversary if for every corrupted
party 𝑃𝑖 (𝑖 ∈ {0, 1, 2}) and every input x ∈ ({0, 1}𝑛)3, there exists an
efficient simulator S such that:

{view𝑖,Π (x), outputΠ (x)}
𝑐≈ {S(𝐼 , x𝑖 , F𝑖 (x)), F (x)},

where view𝑖,Π (x) is the view of 𝑃𝑖 in the execution ofΠ on x, outputΠ (x)
is the output of all parties, and F𝑖 (x) denotes the 𝑖th output of F (x).

4 Improved Secure 3-Party Computation

In this section, we present the detailed constructions of sharing
and reconstruction (§ 4.1), linear operations (§ 4.2), MULT(§ 4.3),
MSB Ext.(§ 4.4), andMUX (§ 4.5).

4.1 Sharing and Reconstruction

Sharing ΠSHARE (x) achieves F
J·K
SHARE

by enabling 𝑃𝑖 (secret owner)
to generate a J·K-sharing of its x. In the setup phase, all parties
together sample random ⟨𝜓x⟩ using existing F ⟨·⟩

RAND
with 𝑃𝑖 gets𝜓x

in clear (c.f. Appendix A). In the online phase, 𝑃𝑖 revealsmx = x−𝜓x.
Reconstruction We describe our protocol ΠREC (JxK) for F

J·K
REC

that reconstructs x as follows: Given JxK, parties invoke F ⟨·⟩
REC

to
reconstruct𝜓x and locally compute x = mx +𝜓x.

4.2 Linear Operations

J·K-sharing is linear in the sense that given JxK, JyK and public
constants 𝑐1, 𝑐2, and 𝑐3, parties can compute JzK = 𝑐1 ·JxK+𝑐2 ·JyK+𝑐3
by locally setting (mz = 𝑐1 ·mx+𝑐2 ·my+𝑐3, ⟨𝜓z⟩ = 𝑐1 ·⟨𝜓x⟩+𝑐2 ·⟨𝜓y⟩).

4.3 Multiplication

We consider 2-input multiplication (2-MULT) and 𝑁 -input multi-
plication (𝑁 -MULT). The former is employed in secure FC/CONV,
while the latter plays an important role in secureMSB Ext.

4.3.1 2-Input Multiplication We first consider the multiplication of
two integers. Given the J·K-shares of integers x and y, functionality
F J·K

2-MULT
generates JzK with z = xy. For z, we will need:

mz = z −𝜓z = xy −𝜓z
= (mx +𝜓x) (my +𝜓y) −𝜓z
= mxmy +mx𝜓y +my𝜓x +𝜓xy −𝜓z

. (1)

In the setup phase, parties compute the input-independent ⟨𝜓xy⟩ =
⟨𝜓x⟩⟨𝜓y⟩. And in the online phase, parties compute ⟨mz⟩ locally
and collaboratively reveal it. So the challenge is reduced to generate
⟨𝜓xy⟩ given ⟨𝜓x⟩ and ⟨𝜓y⟩. We leverage F ⟨·⟩

MULT
to accomplish this

task as § 2.3. The protocol is in Figure 2. Π2-MULT needs an online
communication of ℓ bits per party in 1 round.
Fixed-Point Multiplication Extension As analyzed in § 3, we
truncate the product (i.e., xy/2𝑑 where x and y are in fixed-point)
after each multiplication in secure NN inference. Existing faithful
truncation method [51, 73] needs 4

3 ℓ bits per party in online phase.
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Protocol Π2-MULT

Input: 𝑃0, 𝑃1, and 𝑃2 hold J·K-shared JxK and JyK.
Output: JzK = JxK · JyK.
• Setup:

(1) Parties generate ⟨𝜓z ⟩ using functionality F⟨·⟩
RAND

.
(2) Parties execute ⟨𝜓xy ⟩ = F⟨·⟩

MULT
(⟨𝜓x ⟩, ⟨𝜓y ⟩) .

• Online:
(1) 𝑃𝑖 locally computes ⟨mz ⟩𝑖 = mxy +mx ⟨𝜓y ⟩𝑖 +my ⟨𝜓x ⟩𝑖 +
⟨𝜓xy ⟩𝑖 − ⟨𝜓z ⟩𝑖 .

(2) Parties exchange the shares of ⟨mz ⟩ to reconstruct mz.
(3) 𝑃𝑖 outputs JzK𝑖 = (mz, ⟨𝜓z ⟩𝑖 ) .

Figure 2: 2-Input Multiplication Protocol for Integers.

To reduce the costs, we propose online free faithful truncation at
the same online communication as 2-MULT for integers: i) In the
setup phase, parties generate (⟨𝜓z⟩, ⟨𝜓

′
z
⟩) with 𝜓z = 𝜓

′
z
/2𝑑 using

the optimized binary circuits [51]. ii) In the online phase, parties
compute and reveal ⟨m′

z
⟩ = xy− ⟨𝜓 ′

z
⟩ as equation (1) and revealm′

z
.

iii) Parties set JzK = (m′
z
/2𝑑 , ⟨𝜓z⟩) with m

′
z
/2𝑑 +𝜓z = xy/2𝑑 holds.

Online Communication The correctness and precision guaran-
tees of our method are similar to prior works [51, 73], our main
contributions here lie in the online communication improvements.
As ⟨m′

z
⟩ is in ⟨·⟩-sharing, our Π2-MULT with truncation for fixed-

point inputs needs ℓ bits per party in 1 round for revealing it during
the online phase, achieving 1.3× improvements.

4.3.2 𝑁 -Input Multiplication Functionality F J·K
𝑁 -MULT

multiplies
𝑁 integers for any positive constant 𝑁 . From the fact that secret
random ⟨𝜓 ⟩s are input-independent, we can multiply them in the
setup phase. Therefore, we only need linear operations of ⟨·⟩-shared
values to get the ⟨·⟩-shared product of𝑁 integers in the online phase.
Taking (x1, x2, . . . , x𝑁 ) as inputs, we have mz = Π𝑁

𝑡=1x𝑡 − 𝜓z =

Π𝑁
𝑡=1 (mx𝑡

+𝜓x𝑡 ) −𝜓z =
∑
T⊆{1,...,𝑁 } (Π 𝑗∉Tmx𝑗

· Π𝑘∈T𝜓x𝑘 ) −𝜓z.
In the setup phase, parties can compute the input-independent

⟨·⟩-shares of {Π𝑘∈T𝜓x𝑘 }T⊆{1,...,𝑁 } exploiting F
⟨·⟩
MULT

. In the online
phase, the parties only need to revealmz. The details are in Figure 5.
Online Communication The online communication remains just
ℓ bits per party in 1 round independent of the fan-in. In contrast,
previous ⟨·⟩-sharing based methods require (𝑁 − 1)ℓ bits per party
in ⌈log2 𝑁 ⌉ rounds. In the setup phase, the above method requires
(2𝑁 − 1 − 𝑁 )ℓ bits per party in ⌈log2 𝑁 ⌉ rounds. To balance the
burden in the setup and online phases, we set 𝑁 = 3 and 4 as [56].

4.4 Secure MSB Extraction

Given JxK, functionality F J·K
SecMSB

extracts Jmsb(x)K2 securely. From
x = mx +𝜓x for JxK, we can write

msb(x) = msb(mx) ⊕ msb(𝜓x) ⊕ c, (2)

where c is the carry bit ofmx and𝜓x modulo 𝐿
2 (ignoring theirmsb),

which is formalized as c = (2mx + 2𝜓x ≥ 𝐿) = (2𝜓x ≥ 𝐿 − 2mx). Let
s = 2𝜓x and b = 𝐿 − 2mx, our key insights are as follows:

i) 𝜓x is independent of inputs, we can compute Jmsb(𝜓x)K2
and J·K𝑞-shares of bits of s in the setup phase.

ii) m𝑥 and 𝐿 are public in the online phase.

Protocol ΠSecMSB

Input: 𝑃0, 𝑃1, and 𝑃2 hold JxK = (mx, ⟨𝜓x ⟩) .
Output: Jmsb(x)K2.
• Setup:

(1) The parties call functionality FJ·K
PreMSB

to generate
Jmsb(𝜓x )K2, {Js[𝑖 ]K𝑞 }ℓ𝑖=1 with s = 2𝜓x, (J𝜆K2, J𝜆K𝑞 )
with 𝜆 ∈𝑅 Z2, and J𝜁 K𝑞 with 𝜁 ∈𝑅 F∗𝑞 .

(2) The parties run the setup phase of FJ·K
𝑁 -MULT

.
• Online:

(1) Compute b = 𝐿 − 2mx.
(2) for 𝑖 ∈ [ℓ, ℓ − 1, . . . , 1], all parties compute in F𝑞 :
(3) Ju[𝑖 ]K𝑞 = (1 − 2J𝜆K𝑞 ) · (Js[𝑖 ]K𝑞 − b[𝑖 ] ) .
(4) Jw[𝑖 ]K𝑞 = Js[𝑖 ]K𝑞 + b[𝑖 ] − 2Js[𝑖 ]K𝑞b[𝑖 ].
(5) Je[𝑖 ]K𝑞 = Ju[𝑖 ]K𝑞 + 1 +∑ℓ

𝑘=𝑖+1Jw[𝑘 ]K
𝑞 .

(6) end for

(7) Compute JdK𝑞 = J𝜁 K𝑞 · Πℓ
𝑖=1Je[𝑖 ]K

𝑞 (mod 𝑞) using
FJ·K
𝑁 -MULT

, and reveal d.
(8) Set JcK2 = 𝜆′ ⊕ J𝜆K2, where 𝜆′ = (d ≠ 0) .
(9) Output Jmsb(x)K2 = msb(mx ) ⊕ Jmsb(𝜓x )K2 ⊕ J𝑐K2.

Figure 3: Secure Most Significant Bit Extraction Protocol.

Protocol ΠMUX

Input: 𝑃0, 𝑃1, and 𝑃2 hold J·K-shared JxK, JyK, and JvK2.
Output: JzK with z = x if v = 1 and z = y otherwise.
• Setup:

(1) Parties generate ⟨𝜓 ⟩ using functionality F⟨·⟩
RAND

.
(2) Parties convert ⟨𝜓 ℓ

v
⟩ = F⟨·⟩

Bit2A
(⟨𝜓v ⟩2 ) for JvK2.

(3) Parties compute JuK = JxK − JyK.
(4) Parties invoke F⟨·⟩

MULT
to compute ⟨𝜓u𝜓

ℓ
v
⟩ = ⟨𝜓u ⟩ · ⟨𝜓 ℓ

v
⟩.

• Online:
(1) 𝑃𝑖 locally computes ⟨m

uv
ℓ ⟩𝑖 = (1 − 2⟨𝜓 ℓ

v
⟩𝑖 )mum

ℓ
v
+

mu ⟨𝜓 ℓ
v
⟩𝑖 + ⟨𝜓u ⟩𝑖mℓ

v
+ (1 − 2mℓ

v
) ⟨𝜓u𝜓

ℓ
v
⟩𝑖 − ⟨𝜓 ⟩𝑖 .

(2) Parties reconstruct m
uv

ℓ and set Ju · vℓ K = (m
uv

ℓ , ⟨𝜓 ⟩) .
(3) Parties locally compute and output JzK = Ju · vℓ K + JyK.

Figure 4: Secure Multiplexer Protocol.

With our key insights in mind, we propose protocol ΠSecMSB as
Figure 3. In the setup phase, we manage to generate Jmsb(𝜓x)K2,
{Js[𝑖]K𝑞}ℓ

𝑖=1, J𝜆K
2, J𝜆K𝑞 , and J𝜁 K𝑞 using F J·K

PreMSB
. We construct pro-

tocol ΠPreMSB (c.f., Appendix § C) for F J·K
PreMSB

based on [51, 73].
In the online phase, the challenge is computing c. Inspired by

[73], we propose an optimized method as Figure 3. The key point is
that s < b if and only if there ∃𝑖 ∈ [ℓ, . . . , 1] subjected to e[𝑖] = 0,
which means s[𝑘] = b[𝑘] for ∀𝑘 > 𝑖 and (s[𝑖] = 0, b[𝑖] = 1).
Otherwise, we have 𝑠 ≥ b⇔ e[𝑖] ≠ 0 for ∀𝑖 ∈ [ℓ, . . . , 1].
Online Communication We use Π𝑁 -MULT with 𝑁 = 3, 4. For the
online phase: i) Steps 2-6 need ℓ ⌈log2 𝑞⌉ bits per party in 1 round.
ii) Step 7 needs ≈ ( 13 ℓ + 1) ⌈log2 𝑞⌉ bits per party in ⌈log4 (ℓ + 1)⌉ + 1
rounds. iii) Steps 1, 8, 9 are locally. Therefore, the online phase
needs ≈ ( 43 ℓ + 1) ⌈log2 𝑞⌉ bits per party in ⌈log4 (ℓ + 1)⌉ + 2 rounds.

4.5 Multiplexer

Given (JxK, JyK, JvK2), functionality F J·K
MUX

outputs JzK = JxK if v = 1,
and JzK = J𝑦K otherwise. This is JzK = (JxK − JyK) · JvK2 + JyK.
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Let JuK = JxK − JyK, the challenge is computing JuK · JvK2. A
trivial solution is converting JvK2 to JvK by [29, 63] and computing
JuK · JvK with 1 + ℓ bits per party in 2 rounds. To reduce costs, we
propose protocol ΠMUX. Denote the value of bit v in Z2ℓ as vℓ . For
JvK2 = (mv, ⟨𝜓v⟩2), vℓ = (mv ⊕𝜓v)ℓ = m

ℓ
v
+𝜓 ℓ

v
− 2mℓ

v
𝜓 ℓ
v
. Thus, for

JuK · JvK2 we have

u · vℓ = (mu +𝜓u) · (mℓ
v
+𝜓 ℓ

v
− 2mℓ

v
𝜓 ℓ
v
)

= mum
ℓ
v
+mu𝜓

ℓ
v
− 2mum

ℓ
v
𝜓 ℓ
v
+𝜓umℓ

v
+𝜓u𝜓 ℓ

v
− 2𝜓umℓ

v
𝜓 ℓ
v

= (1 − 2𝜓 ℓ
v
)mum

ℓ
v
+mu𝜓

ℓ
v
+𝜓umℓ

v
+ (1 − 2mℓ

v
)𝜓u𝜓 ℓ

v

.

(3)

In the setup phase, we compute ⟨𝜓 ℓ
v
⟩ from ⟨𝜓v⟩2 via F ⟨·⟩

Bit2A
(c.f.,

Appendix § D) and compute ⟨𝜓u𝜓 ℓ
v
⟩ using F ⟨·⟩

MULT
. In online phase,

parties compute and reveal m
uv

ℓ , set Ju · vℓK = (m
uv

ℓ , ⟨𝜓 ⟩), and
output JzK = Ju · vℓK + JyK as shown in Figure 4.
Online Communication ΠMUX needs ℓ bits per party in 1 round.

5 Security Analysis

Theorem 1 captures the security of our protocols, and the full proof
is given in Appendix G.

Theorem 1. In the hybrid model, our protocols securely realize the
functionalities F J·K

SHARE
, F J·K

REC
, F J·K

Lops
, F J·K

2-MULT
, F J·K

𝑁 -MULT
, F J·K

SecMSB

and F J·K
MUX

against a semi-honest adversaryA, who corrupts no more
than one party.

6 Optimized Secure NN Operators

In § 6.1, we show the secure evaluation of FC, CONV, BatchNorm.
In § 6.2, we construct secure ReLU. We give private MP and ReLU-
MP equivalent switching in § 6.3. The full protocols and high-level
buildings of other secure NN operators are shown in Appendix E.

6.1 Secure Matrix Multiplication

Protocol Π2-MULT can be easily vectorized toMatMul . Given JXK =
(mX, ⟨𝜓X⟩) with dimension𝑚×𝑛 and JYK = (mY, ⟨𝜓Y⟩) with dimen-
sion 𝑛 × 𝑜 : i) In the setup phase, parties execute F ⟨·⟩

MULT
to compute

⟨𝜓XY⟩ = ⟨𝜓X⟩ · ⟨𝜓Y⟩. ii) In the online phase, parties locally compute
⟨mZ⟩ = mX ·mY+mX · ⟨𝜓Y⟩ + ⟨𝜓X⟩ ·mY+ ⟨𝜓XY⟩ − ⟨𝜓Z⟩, reconstruct
mZ, and set JZK = (mZ, ⟨𝜓Z⟩). We need𝑚𝑜ℓ bits (independent of
𝑛) in 1 round for the online phase. The full protocol is shown in
Figure 8. The security ofMatMul follows in F J·K

2-MULT
-hybrid model.

Secure FC&CONVWe can leverageMatMul to achieve secure FC.
For CONV, we reshape the input and filter to express convolution
as MatMul for subsequent secure evaluation. To support fixed-
point truncation, the parties can generate (⟨𝜓Z⟩, ⟨𝜓

′
Z⟩), and perform

faithful truncation similarly as § 4.3.1 but in vectorization.
Fusing CONV & BatchNorm BatchNorm often goes after CONV,
we can fuse them into one for better efficiency [4]. Suppose the
trained parameters for BatchNorm andCONV are (WBN, bBN) and
(WCONV, bCONV), we can replace them by a single CONV with
(W = WBN ·WCONV, b = WBN · bCONV + bBN). Therefore, we can
compute both layers together at the same costs as secure CONV.

6.2 Secure ReLU

The activation function considered in this work is the rectified linear
unit (ReLU). Taking x as input, F J·K

ReLU
returns x if x ≥ 0, and 0 other-

wise. To achieve F J·K
ReLU

securely, it suffices to first extract Jmsb(x)K2

using F J·K
SecMSB

, and then execute F J·K
MUX
(JxK, JyK, Jmsb(x)K2 ⊕ 1)

with y = 0. The details are shown in Figure 9.
Our method needs an online communication of ( 43 ℓ+1) ⌈log2 𝑞⌉+

ℓ bits per party in ⌈log4 (ℓ + 1)⌉ + 3 rounds. And the security of
ΠReLU is easily to see in (F J·K

SecMSB
, F J·K

MUX
)-hybrid model.

6.3 Secure Maxpool

Given J·K-shared vector x = (x1, x2, . . . , x𝑛) of size-𝑛, the goal of
functionality F J·K

MP
is to compute the maximum value among the 𝑛

elements. F J·K
MP

can be implemented on top of ReLU. The key point
is that the parties update JmaxK = Jx𝑖K if and only if ReLU(JmaxK−
Jx𝑖K) = 0 (⇔ max < x𝑖 ). The full protocol is shown in Figure 10.

Furthermore, benefiting from binary sort on the inputs and small
amounts of bookkeeping [73], the online phase needs approximately
(𝑛−1) (( 43 ℓ+1) ⌈log2 𝑞⌉+ℓ) bits per party in ⌈log2 𝑛⌉ (⌈log4 (ℓ+1)⌉+3)
rounds, and the security follows in the F J·K

ReLU
-hybrid model.

6.3.1 ReLU-MP Equivalent Switching MP is usually applied af-
ter ReLU, but they are commutative operators in NN inference:
ReLU(MP(·)) = MP(ReLU(·)).

There is no significant performance difference of the alterna-
tion in cleartext, but ReLU(MP(·)) is much more efficient than
MP(ReLU(·)) in MPC since the former reduces the number of ReLU
operations significantly [43]. We thus evaluateMP before ReLU.

7 Evaluations

In this section, we present the system implementation and the de-
tailed experimental results. The online costs of micro NN operators
are in § 7.1. And in § 7.2, we present the results for single inference.
In § 7.3, we show running-time and scalability for batch inference.
Experimental Details We implement Meteor on top of Falcon
in C++ and run our experiments on Intel(R) Xeon(R) Silver 4314
CPU @ 2.40 GHz with 500 GB RAM in both LAN and WAN with a
single thread. For LAN, our bandwidth is about 1 GB/s and round
trip time (rtt) is about 1 ms. For WAN, our bandwidth is about
40 MB/s and rtt is about 70 ms. For fair comparisons, we re-run
SecureNN and Falcon in our settings with semi-honest security.
Optimizations Following Falcon [73], we focus on online effi-
ciency and do not take setup costs into account1. As Softmax does
not impact inference results, we omit it as [73]. We use Eigen li-
brary [2] for fast MatMul, uint64 for Z2ℓ , 𝑑 = 13, and 𝑞 = 67. All
experiments are executed 10 times, and we record the average2.
Datasets & Neural NetworksWe select 2 standard benchmarking
datasets: MNIST [44] and CIFAR-10 [42], and 6 standard network
architectures: 3 from the secure ML community (Network-A [52],
B [62], and C [48]) and 3 from the ML community (LeNet [45],
AlexNet [41], and VGG16 [67]) for extensive experiments.

1Falcon also does not take setup costs into consideration in experiments.
2The original results of communication in Falcon are incorrect due to the parallel

implementation bugs and we have checked it with the authors. We re-run Falconwith
a single thread. For details, please refer to https://github.com/snwagh/falcon-public.

https://github.com/snwagh/falcon-public
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Table 3: Online costs of NN operators of SecureNN, Falcon, andMeteor. ForMatMul, the inputs are of size𝑚 ×𝑛 and 𝑛 ×𝑜 . And
CONV is with input𝑚 ×𝑚, 𝑐 input channels, 𝑜 output channels, and filter of 𝑓 × 𝑓 . ReLU is computed in element-wise with size

𝑛. AndMP is with𝑚 ×𝑚 inputs, 𝑐 input channels, and 𝑓 × 𝑓 window. Communication is in MB and Running-Time is in seconds.

Operator Size Comm. Time (LAN) Time (WAN)
SecureNN Falcon Meteor SecureNN Falcon Meteor SecureNN Falcon Meteor

MatMul𝑚,𝑛,𝑜
(784, 128, 10) 0.563 0.084 0.063 0.065 0.003 0.003 0.146 0.103 0.073
(128, 500, 100) 0.642 0.137 0.102 0.258 0.007 0.012 0.346 0.118 0.076

CONV𝑚,𝑐,𝑜,𝑓
(28, 1, 20, 5) 0.110 0.123 0.092 0.019 0.005 0.004 0.122 0.103 0.099
(8, 16, 50, 5) 0.143 0.008 0.006 0.019 0.002 0.002 0.091 0.102 0.066

ReLU𝑛
128 × 128 3.845 2.376 1.556 0.205 0.035 0.040 1.076 0.623 0.433
576 × 20 2.703 1.670 1.094 0.148 0.025 0.030 0.815 0.566 0.457

MP𝑚,𝑐,𝑓
(24, 20, 2) 2.143 1.287 0.821 0.123 0.038 0.031 1.412 1.355 0.929
(8, 50, 4) 0.744 0.483 0.285 0.139 0.118 0.079 5.523 6.409 4.323

Table 4: Online costs of single inference for NN-A, -B, -C, and LeNet on MNIST of SecureNN, Falcon, and Meteor. Communi-

cation is in MB and Running-Time is in seconds.

NN-A NN-B NN-C LeNetFramework Comm. Time Comm. Time Comm. Time Comm. Time
SecureNN 0.700 0.175 1.352 0.236 2.954 0.416 6.314 0.861
Falcon 0.041 0.035 0.168 0.031 1.641 0.128 2.415 0.160LAN
Meteor 0.027 0.024 0.111 0.024 1.066 0.104 1.568 0.143
SecureNN 0.700 5.223 1.352 6.734 2.954 9.666 6.314 14.892
Falcon 0.041 1.544 0.168 1.191 1.641 5.517 2.415 6.759WAN
Meteor 0.027 1.056 0.111 0.836 1.066 3.049 1.568 3.176

7.1 Online Costs of Micro Benchmarks

We present the online costs of the NN operators, includingMatMul,
CONV, ReLU, andMP, in Table 3. Our improvements are as follows:
Communication Improvements For the linear operators (i.e.,
MatMul and CONV), we improve the communication costs by ap-
proximately 1.2-6× and 1.3× over SecureNN and Falcon, respec-
tively. This improvement arises from our free truncation technique.
For ReLU and MP, we achieve respective 2.5× and 1.6× communi-
cation improvements compared with SecureNN and Falcon due to
our communication efficient ΠSecMSB and ΠMUX.
Running-Time Improvements In the LAN setting, we improve
the running-time by approximately 2-20× for linear operators and
4× for non-linear operators compared with SecureNN. Meanwhile,
we achieve comparable running-time in comparison to Falcon in
LAN. In the WAN setting, we are approximately 1.8× and 1.5×
faster than SecureNN and Falcon, respectively.

7.2 Online Costs of Single Inference

The online costs of single inference are shown as follows.
Evaluation on MNIST We perform experiments on NN with
MNIST as SecureNN [72] and Falcon [73], and the results are
illustrated in Table 4. Compared to SecureNN, we improve the com-
munication by upto 25.6× (11.1× on average), and the running-time
by upto 9.8× (6.8× on average) and 8.1× (5.2× on average) in re-
spective LAN and WAN. Besides, we reduce the communication
by 1.5× on average, and are upto 1.5× (1.3× on average) and 2.1×
(1.7× on average) faster than Falcon in LAN and WAN.
Evaluation on CIFAR10 As illustrated in Table 5, we evaluate
Meteor on NN with CIFAR10 to demonstrate our improvements.

Table 5: Online costs of single inference on CIFAR10. Com-

munication is in MB and Running-Time is in seconds.

AlexNet VGG16Framework Comm. Time Comm. Time
Falcon 4.075 0.480 44.844 3.428LAN Meteor 2.562 0.429 29.424 4.240
Falcon 4.075 13.522 44.844 38.559WAN Meteor 2.562 8.997 29.424 27.174

For communication, we reduce the costs by 1.6× on average. For in-
ference time, we achieve comparable efficiency in LAN and ≈ 1.5×
improvements in WAN over Falcon. Note in this case, our im-
provements in LAN are not as significant as that in WAN. The
reason is that in LAN, the overall time is more restricted by the
computation burden since there is enough bandwidth and a small
rtt [73]. Therefore, the improvements in communication gain lim-
ited running-time benefits when the NN is computationally expen-
sive. However, as MPC protocols are more likely to be executed in
WAN, our improvements are meaningful in practical applications.

The improvements mainly stem from two aspects: i) our efficient
MatMul improveS the online communication of linear layers by
1.3× in comparison to Falcon. ii) More importantly, OUR online
communication- and round-efficient protocols ΠSecMSB and ΠMUX

improve the online efficiency of secure ReLU andMP functions.

7.3 Online Costs of Batch Inference

In this section, we measure the amortized online running-time for
batch inference and show our improvements in scalability.
Amortized Running-Time Table 6 shows the running-time of
Meteor over a batch of 128 images on AlexNet and VGG16 in LAN
and WAN settings. For AlexNet, the amortized time for per-image
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Table 6: Online Running-Time in seconds of Meteor with a

batch of |𝐵 | = 1 and 128 images of CIFAR-10.

LAN WAN
|𝐵 | 1 128 1 128

AlexNet 0.429 18.649 8.997 203.304
VGG16 4.240 282.682 27.174 2404.509

drops from 0.429 s to 0.146 s (2.9× improvements) in LAN and from
8.997 s to 1.588 s (5.7× improvements) in WAN. While for VGG16,
we achieve 1.9× and 1.4× time reduction for single image inference
by batch processing in respective LAN andWAN. The improvement
mainly comes from batch processing amortizes the computation
and latency costs for each image.
Scalability Evaluation To present our scalability improvements
against Falcon, we furthermeasure the communication and running-
time of Meteor on AlexNet and VGG16 with different batchsize as
Figure 11 in Appendix F. We have the following findings: i) Given
the batchsize |𝐵 |, we improve the online communication costs by
≈ 1.5× in comparison to Falcon, which is consistent with the
analysis for single inference in § 7.2. ii) For the online inference
running-time, we achieve comparable efficiency in LAN but ≈ 1.5×
improvements in WAN compared to Falcon, which is not unex-
pected; after all, the communication improvements have mere gains
to running-time in LAN as analyzed in § 7.2. Also, the scalability
improvement is primarily due to our proposed efficient protocols.

8 Related Work

Secure NN inference usingMPC has gained much attention recently.
In the earlier stage, privacy-preserving machine learning mainly
focused on traditional machine learning models such as linear re-
gression [12, 27, 28, 65], logistic regression [68], decision trees [37],
k-means clustering [14, 34], and SVM [71, 76].

In the area of two-party computation (2PC), CryptoNets [30]
was one of the earliest works to use homomorphic encryption
for secure NN inference, CryptoDL [31] developed approximate
and low-degree polynomials to implement non-linear functions for
efficiency improvements over CryptoNets. Mohassel et al. proposed
SecurML [52] in the two-server setting with secret sharing and GC.
Meanwhile, Liu et al. designed fast matrix multiplications protocols
in MiniONN [48]. DeepSecure [64] uses GC to develop a privacy-
preserving deep learning prediction framework, and Gazelle [35]
combines techniques from HE and MPC to achieve fast private
inference. EzPC [17] is a ABY-based [26] framework, and its follow-
up works [32, 58–60] focus on improving performance.

In order to solve the performance bottleneck of 2PC, recentworks
introduce a third party to assist computations. Chameleon [62] used
the same technique as in [48] to complete the matrix multiplication
operations but employed a semi-honest third-party to generate
correlated randomness for multiplication triplets in offline. In or-
der to solve the computational bottleneck incurred by the garbled
circuits [6], both SecureNN [72] and Cryptflow [43] constructed
novel protocols for non-linear functions such as ReLU and Max-
pool that completely avoid the use of GC with the help of a third-
party. What’s more, schemes based on 3PC replicated secret sharing
also provide better overall efficiency [51, 73], Falcon is one of the
most efficient methods and can evaluate large NN such as VGG16
and AlexNet. Additionally, works such as BLAZE [57], Fantastic

Four [23], FLASH [15], and Tetrad [40], and [24, 46] are evaluated
in MPC (𝑁 ≥ 3), but these works focus on resisting malicious
adversaries and require much more costs. And more works focus
on dishonest-majority settings [13, 21, 25, 36]. ASTRA [18] and
SWIFT [39] proposed 3PC sharing based on 2PC additive sharing
and constructed protocols against malicious adversaries.Meteor
is based on 3PC replicated secret sharing and semi-honestly secure,
our protocols are more succinct and easier to follow. ScionFL [10]
extended ABY2.0 to multi-party, and its Inner-Product protocol
needs 2 elements per party in 2 rounds, which is 2×more expensive
than ours. And our method is independent of ScionFL.

There are some other works combining quantized NN with
MPC [5, 22, 61]. Riazi et al. proposed [61], where the weights and
activations are in ±1, and they used GC and Oblivious Transfer (OT)
to provide constant round private inference.Quotient [5] was pro-
posed to realize the secure computation of ternarized NN, where
the weights are in {-1,0,1}. The author converts the ternarized multi-
plication into two binary multiplications and completes them based
on OT. And other functions are all processed by GC. Therefore,
prior private binary (ternarized) NN inference schemes suffer from
the enormous communication costs introduced by GC, and they
are even slower than secret sharing-based approaches for floating-
point NN. Recently, some works proposed to utilize hardware, such
as GPU, to accelerate the computation of MPC [20, 50, 53, 70, 74].
Specially, GForce is a 2PC inference framework, it proposed sto-
chastic rounding and truncation layers to fuse (de)quantization
between non-linear/linear layers for better efficiency, and a suite
of GPU-friendly protocols for common operations. CryptGPU is a
3PC training and inference framework, it embedded cryptographic
operations of discrete secret-shared values into floating-point op-
erations to exploit existing CUDA kernels, and proposed several
optimizations to softmax. These works mainly improved computa-
tion efficiency, whileMeteor focuses on reducing communication.

9 Conclusion & Future Work

In Meteor, we propose an improved 3PC secret sharing scheme
from the linearity of replicated secret sharing and construct secure
blocks for secure NN inference. Extensive evaluations also present
our improvements. For future work, we are willing to improve other
MSB Ext. methods [29, 49, 51] with our novel secret sharing and
the setup communication costs for better efficiency.
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A Non-Interactive ⟨·⟩-Randomness Generation

Functionality F ⟨·⟩
RAND

enables parties sample an secret random num-
ber in ⟨·⟩-shared fashion using a pseudorandom function PRF [8].
ProtocolΠRAND achieves F ⟨·⟩

RAND
as follows: Each pair of parties (i.e.,

𝑃𝑖 and 𝑃 𝑗 ) maintain a pre-set random shared-key 𝑘𝑖 𝑗 ∈𝑅 {0, 1}𝜅 ,
i.e., 𝑃0 and 𝑃1 share key 𝑘01. Then, 𝑃𝑖 and 𝑃𝑖+1 generate r𝑖 ←
PRF(𝑘𝑖,𝑖+1, cnt) where cnt is a counter incremented for 𝑖 ∈ {0, 1, 2}.

Protocol Π𝑁 -MULT

Input: 𝑃0, 𝑃1, and 𝑃2 hold J·K-shared {Jx𝑡 K}𝑁𝑡=1.
Output: JzK = Π𝑁

𝑡=1Jx𝑡 K.
• Setup:

(1) Parties generate ⟨𝜓z ⟩ using functionality F⟨·⟩
RAND

.
(2) For T ⊆ {1, . . . , 𝑁 }, parties securely compute
⟨Π𝑘∈T𝜓x𝑘

⟩ = Π𝑘∈T ⟨𝜓x𝑘
⟩ using F⟨·⟩

MULT
in a tree-

manner.
• Online:

(1) 𝑃𝑖 locally computes ⟨mz ⟩𝑖 =
∑
T⊆{1,...,𝑁 } (Π 𝑗∉Tmx𝑗

·
⟨Π𝑘∈T𝜓x𝑘

⟩𝑖 ) − ⟨𝜓z ⟩𝑖 .
(2) Parties exchange the shares of ⟨mz ⟩ to reconstruct mz.
(3) 𝑃𝑖 outputs JzK𝑖 = (mz, ⟨𝜓z ⟩𝑖 ) .

Figure 5: 𝑁 -Input Multiplication Protocol for Integers.

Finally, 𝑃𝑖 sets ⟨r⟩𝑖 = (r𝑖 , r𝑖+1) [6, 51]. Also, we can let 𝑃𝑖 (secret
owner) obtain r in clear by letting 𝑃𝑖 keep 𝑘𝑖−1,𝑖+1 and generate
𝑟𝑖−1 locally.

As the pre-set shared-keys are secure (i.e., 𝜅 = 128), the security
of ΠRAND is easy to see. Similarly, parties can generate shared
random bit ⟨r⟩2 in Z2 and ⟨r⟩𝑞 in F𝑞 .

B Protocol Π𝑁 -MULT

Figure 5 show the 𝑁 -input multiplication protocol for integers.

C Input-Independent Randomness Generation

Following Falcon [73], we generate the input-independent random-
ness for protocol ΠSecMSB in the setup phase as Figure 6: i) We first
accomplish the bit decomposition of𝜓𝑥 in ⟨·⟩-sharing using F ⟨·⟩

BitDec

[51], so that it is trivially to extract ⟨msb(𝜓x)⟩2 and {⟨s[𝑖]⟩2}ℓ
𝑖=1

(s = 2𝜓x). ii) Then, we reshare ⟨msb(𝜓x)⟩2 as Jmsb(𝜓x)K2. iii)
Next, we convert {⟨s[𝑖]⟩2}ℓ

𝑖=1 to ⟨·⟩
𝑞-shares in F𝑞 leveraging F ⟨·⟩

Bit2A
,

and reshare {⟨s[𝑖]⟩𝑞}ℓ
𝑖=1 as {Js[𝑖]K𝑞}ℓ

𝑖=1. iv) Finally, we generate
J𝜁 K𝑞 ∈ F∗𝑞 based on F ⟨·⟩

Prep
from [73].

Protocol ΠPreMSB is a little expensive but practical since it can
be executed in the setup phase. The correctness is guaranteed and
security follows the analysis in [51, 73], and we omit it for brevity.

D Bit to Arithmetic Conversion for ⟨·⟩-Sharing
We first introduce functionality F ⟨·⟩

Bit2A
, which generates the arith-

metic sharing of a bit v ∈ {0, 1}, given ⟨v⟩2 = (v0, v1, v2). We utilize
protocol Π⟨·⟩

Bit2A
to achieve F ⟨·⟩

Bit2A
as follows. Denote the value in

Z2ℓ of bit v as vℓ . Then we have

v
ℓ = v0 ⊕ v1 ⊕ v2

= v
ℓ
0 + v

ℓ
1 + v

ℓ
2 − 2vℓ0v

ℓ
1 − 2vℓ1v

ℓ
2 − 2vℓ2v

ℓ
0 + 4vℓ0v

ℓ
1v

ℓ
2
. (4)

For equation (4), only the last term v
ℓ
0v

ℓ
1v

ℓ
2 requires communica-

tion and other terms (vℓ
𝑖
, vℓ

𝑖
v
ℓ
𝑖+1)

2
𝑖=0 can be computed by 𝑃𝑖 locally.

For vℓ0v
ℓ
1v

ℓ
2, we firstly let 𝑃0 compute vℓ0v

ℓ
1. Then, parties can invoke

Du-Atallah protocol [11, 62] to compute vℓ0v
ℓ
1v

ℓ
2 securely. Finally,

we get the [·]-shared [vℓ0v
ℓ
1v

ℓ
2] (step 1)-3) in Figure 7. Also, the other

terms form [·]-sharing (e.g., for [vℓ0], [v
ℓ
0]0 = v

ℓ
0, [v

ℓ
0]1 = [vℓ0]2 = 0),
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Protocol ΠPreMSB

Input: 𝑃0, 𝑃1, and 𝑃2 hold ⟨𝜓x ⟩.
Output: Jmsb(𝜓x )K2, {Js[𝑖 ]K𝑞 }ℓ𝑖=1 with s = 2𝜓x, (J𝜆K2, J𝜆K𝑞 )
with 𝜆 ∈𝑅 Z2, and J𝜁 K𝑞 with 𝜁 ∈𝑅 F∗𝑞 .

(1) Perform bit decomposition F⟨·⟩
BitDec

from [51] to get
⟨𝜓x ⟩ → ⟨𝜓x ⟩2.

(2) Sample random bits ⟨𝜓𝜓x
⟩2, ⟨𝜆⟩2, and ⟨𝜓𝜆 ⟩2, random

values ⟨𝜓𝜆 ⟩𝑞 , ⟨𝜓𝜁 ⟩𝑞 , and {⟨𝜓s[𝑖 ] ⟩𝑞 }ℓ𝑖=1 using F
⟨·⟩
RAND

.
(3) Reveal ⟨m𝜓x

⟩2 = ⟨𝜓x ⟩2 [ℓ ] ⊕ ⟨𝜓𝜓x
⟩2 using F⟨·⟩

REC
, where

⟨𝜓x ⟩2 [ℓ ] is the ⟨·⟩-shares of the msb of 𝜓x. And set
Jmsb(𝜓x )K2 = (m𝜓x

, ⟨𝜓𝜓x
⟩2 ) .

(4) Compute ⟨s⟩2 = (⟨𝜓x ⟩2 ≪ 1) .
(5) Use F⟨·⟩

Bit2A
for each bit of s to get ⟨s[𝑖 ] ⟩2 → ⟨s[𝑖 ] ⟩𝑞

with 𝑖 ∈ {1, 2, . . . , ℓ } and ⟨𝜆⟩2 → ⟨𝜆⟩𝑞 .
(6) Reveal ⟨m

s[𝑖 ] ⟩𝑞 = ⟨s[𝑖 ] ⟩𝑞 − ⟨𝜓
s[𝑖 ] ⟩𝑞 (mod 𝑞) exploit-

ing F⟨·⟩
REC

, and set Js[𝑖 ]K𝑞 = (m
s[𝑖 ] , ⟨𝜓s[𝑖 ] ⟩𝑞 ) , 𝑖 ∈

{1, 2, . . . , ℓ }.
(7) Reveal ⟨m𝜆 ⟩2 = ⟨𝜆⟩2 ⊕ ⟨𝜓𝜆 ⟩2 leveraging F⟨·⟩

REC
, and set

J𝜆K2 = (m𝜆, ⟨𝜓𝜆 ⟩2 ) .
(8) Reveal ⟨m′

𝜆
⟩𝑞 = ⟨𝜆⟩𝑞 − ⟨𝜓𝜆 ⟩𝑞 (mod 𝑞) via F⟨·⟩

REC
, and

set J𝜆K𝑞 = (m′
𝜆
, ⟨𝜓𝜆 ⟩𝑞 ) .

(9) Generate ⟨𝜁 ⟩𝑞 ∈ F∗𝑞 using F⟨·⟩
Prep

from [73].

(10) Reveal ⟨m𝜁 ⟩𝑞 = ⟨𝜁 ⟩𝑞 − ⟨𝜓𝜁 ⟩𝑞 (mod 𝑞) by F⟨·⟩
REC

, and
set J𝜁 K𝑞 = (m𝜁 , ⟨𝜓𝜁 ⟩𝑞 ) .

(11) Outputs Jmsb(𝜓𝑥 )K2, {Js[𝑖 ]K𝑞 }ℓ𝑖=1, (J𝜆K2, J𝜆K𝑞 ) , and
J𝜁 K𝑞 .

Figure 6: Secure MSB Extraction Pre-processing Protocol.

Protocol Π
⟨·⟩
Bit2A

Input: 𝑃0, 𝑃1, and 𝑃2 hold ⟨v⟩2 with v ∈ {0, 1}.
Output: ⟨vℓ ⟩.

(1) 𝑃2 samples 𝑎0, 𝑎1 ∈𝑅 Z2ℓ and sends 𝑎𝑖 to 𝑃𝑖 for 𝑖 ∈
{0, 1}.

(2) 𝑃0 computes vℓ0v
ℓ
1 + 𝑎0 and sends it to 𝑃1; 𝑃1 computes

v
ℓ
2 + 𝑎1 and sends it to 𝑃0.

(3) 𝑃0 computes [vℓ0v
ℓ
1v

ℓ
2 ]0 = −𝑎0 (vℓ2 + 𝑎1 ) , 𝑃1 computes

[vℓ0v
ℓ
1v

ℓ
2 ]1 = v

ℓ
2 (v

ℓ
0v

ℓ
1+𝑎0 ) , and 𝑃2 computes [vℓ0v

ℓ
1v

ℓ
2 ]2 =

𝑎0𝑎1.
(4) 𝑃𝑖 locally computes [vℓ ]𝑖 = v

ℓ
𝑖
− 2vℓ

𝑖
v
ℓ
𝑖+1 − [v

ℓ
0v

ℓ
1v

ℓ
2 ]𝑖 .

(5) Parties reshare [vℓ ] as ⟨vℓ ⟩.

Figure 7: Bit2A Conversion Protocol for ⟨·⟩-Sharing.

we hence can compute [vℓ ] locally. In the end, parties can reshare
[vℓ ] as ⟨vℓ ⟩. The details are in Figure 7.

Protocol Π⟨·⟩
Bit2A

needs a communication of 7
3 ℓ bits per party in 3

rounds, and the security is fully analyzed in [11].

D.1 Bit to Arithmetic Conversion for J·K-Sharing

The goal of functionality F J·K
Bit2A

it to generate the arithmetic sharing
of a given secret bit JvK2 = (mv, ⟨𝜓v⟩2). Although we do not this

Protocol ΠMM

Input: 𝑃0, 𝑃1, and 𝑃2 hold J·K-shared matrices JXK and JYK.
Output: JZK = JXK · JYK.
• Setup:

(1) Parties generate ⟨𝜓Z ⟩ using functionality F⟨·⟩
RAND

.
(2) Parties execute ⟨𝜓XY ⟩ = F⟨·⟩

MULT
(⟨𝜓X ⟩.⟨𝜓Y ⟩) .

• Online:
(1) 𝑃𝑖 locally computes ⟨mZ ⟩𝑖 = mXY + mX ⟨𝜓Y ⟩𝑖 +

mY ⟨𝜓X ⟩𝑖 + ⟨𝜓XY ⟩𝑖 − ⟨𝜓Z ⟩𝑖 .
(2) Parties exchange the shares of ⟨mZ ⟩ to reconstruct mZ.
(3) 𝑃𝑖 sets and outputs JZK𝑖 = (mZ, ⟨𝜓Z ⟩𝑖 ) .

Figure 8: Secure Matrix Multiplication Protocol for Integers.

Protocol ΠReLU

Input: 𝑃0, 𝑃1, and 𝑃2 hold J·K-shared JxK.
Output: JzK = ReLU(JxK) .
• Setup:

(1) Parties execute the setup phases of FJ·K
SecMSB

and FJ·K
MUX

.
• Online:

(1) Parties compute Jmsb(x)K2 using FJ·K
SecMSB

.
(2) Output JzK = FJ·K

MUX
(JxK, JyK, Jmsb(x)K2 ⊕ 1) with y = 0.

Figure 9: Secure ReLU Protocol.

Protocol ΠMP

Input:𝑃0,𝑃1, and𝑃2 hold J·K-shared vector JxK = (x1, x2, . . . , x𝑛 ) .
Output: JmaxK with max = Max(x1, x2, . . . , x𝑛 ) .
• Setup:

(1) Parties generate ⟨𝜓z ⟩ using functionality F⟨·⟩
RAND

.
• Online:

(1) Parties set JmaxK = Jx1K.
(2) for 𝑖 = 2, 3, . . . , 𝑛, do
(3) Parties compute JmaxK = ReLU(JmaxK − Jx𝑖K) + Jx𝑖K.
(4) end for

(5) Parties output JmaxK.

Figure 10: Secure Maxpool Protocol.

functionality in this work, F J·K
Bit2A

might be of independent interests
and be helpful in other task such as privacy-preserving e-voting.

Given JvK2 = (mv, ⟨𝜓v⟩2), we have

v
ℓ = (mv ⊕𝜓v)ℓ = m

ℓ
v
+𝜓 ℓ

v
− 2mℓ

v
𝜓 ℓ
v
. (5)

In the setup phase, parties interactively generate the ⟨·⟩-shares of
value𝜓 ℓ

v
using F ⟨·⟩

Bit2A
and sample random values ⟨𝜓 ′

v
⟩ in Z2ℓ using

F ⟨·⟩
RAND

. In the online phase, parties locally compute ⟨vℓ ⟩ = m
ℓ
v
+

⟨𝜓 ℓ
v
⟩ − 2mℓ

v
⟨𝜓 ℓ

v
⟩ and then reshare ⟨vℓ ⟩ as JvℓK. Concretely, parties

compute and reveal ⟨m′
v
⟩ = ⟨vℓ ⟩ − ⟨𝜓 ′

v
⟩, and set JvℓK = (m′

v
, ⟨𝜓 ′

v
⟩).

Online Communication In the online phase, the parties recon-
struct ⟨m′

v
⟩ with a communication of ℓ bits per party in 1 round.

E Secure Buildings of NN operators

Figure 8-10 show the secure protocols for MatMul, ReLU, and MP.
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(f) Running-Time, WAN

Figure 11: Online costs of batch inference of Falcon andMeteor for AlexNet and VGG16 on CIFAR-10, where 11(a)-11(c) are

for AlexNet and 11(d)-11(f) are for VGG16. Communication is in MB and Running-Time is in seconds.

Secure Buildings of Other NN Operators: In addition, our basic
primitives can support other secure NN operators: i) For other Acti-
vation functions (i.e., Sigmoid and Tanh), we approximate them by
piece-wise continuous polynomials following previous works [48,
52, 56]. The polynomials can be expressed as basic operations (e.g.,
MULT&MSB Ext.), and thus we can construct their secure proto-
cols on the top of the basic primitives. ii) Avgpool is much simpler
than Maxpool. Note that the poolsize is in plaintext, parties thus
can compute sum of their respective shares and truncate the sum by
the poolsize to get the approximate average [38, 70]. As we do not
employ these operators inMeteor, we omit their detailed protocols
for brevity.

F Online costs of Batch Inference

The online costs of batch inference are illustrated in Figure 11.

G Security Proof

Proof. Let the semi-honest adversary A corrupt no more than
one party, we now present the steps of the ideal-world adversary
(simulator) S for A in the stand-alone model with security un-
der sequential composition [16]. Our simulator S for individual
protocol is constructed as follows:
Security for ΠSHARE: For the instances where A is the owner of
the secret value x, S has to do nothing sinceA is not receiving any
messages. S receives mx from A on behalf of honest parties. For
the instances where one honest party is the owner, S sets x = 0
and follows protocol honestly.
Security for ΠREC: To reconstruct a value x, S is given the output
x, which is the output of A. Using x and shares corresponding to
honest parties, S computes the shares corresponding to A and
sends this to A on behalf of honest parties. S sends the shares of
honest parties to A on behalf of honest parties.

Security for ΠLops: There is nothing to simulate as the protocol
ΠLops is non-interactive.
Security for Π2-MULT & Π𝑁 -MULT: For the setup phase, we con-
sider the multiplication of ⟨·⟩-sharing as an ideal functionality
F ⟨·⟩
MULT

whichmultiplies the randomness. Since wemake only black-
box access to F ⟨·⟩

MULT
, the simulation for the same follows from the

security of the underlying primitive used to instantiate F ⟨·⟩
MULT

[6].
During the online phase, S follows the step honestly using the data
obtained from the corresponding setup phase.
Security for ΠSecMSB: For the setup phase, we invoke FPreMSB

in a black-box manner as Falcon [73]. Therefore, the simulation
for the same follows from the security analyzed in [73]. For the
online phase, we make black-box access to F J·K

Lops
, F J·K

2-MULT
, and

F J·K
𝑁 -MULT

. To simulate the revealed d, S samples a random number
𝑟 ∈𝑅 F𝑞 , shares 𝑟 as J𝑟K𝑞 , and sends A’s share to it. The security
of protocol ΠSecMSB follows in the (F J·K

PreMSB
, F J·K

2-MULT
, F J·K

𝑁 -MULT
)-

hybrid model.
Security for ΠMUX: The setup phase is constructed directly on
F ⟨·⟩
Bit2A

andF ⟨·⟩
MULT

, thus the security is easily to see in (F ⟨·⟩
Bit2A

, F ⟨·⟩
MULT

)-
hybrid model. For the online phase, S follows the steps honestly
using the data obtained from the corresponding setup phase.

This concludes the proof. □
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