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Abstract

We build a two-round, UC-secure oblivious transfer protocol (OT) in the com-
mon reference string (CRS) model under the Learning with Errors assumption (LWE)
with sub-exponential modulus-to-noise ratio. We do so by instantiating the dual-mode
encryption framework of Peikert, Vaikuntanathan and Waters (CRYPTO’08). The re-
sulting OT can be instantiated in either one of two modes: one providing statistical
sender security, and the other statistical receiver security. Furthermore, our scheme
allows the sender and the receiver to reuse the CRS across arbitrarily many executions
of the protocol. To the best of our knowledge, this gives the first construction of a UC-
secure OT from LWE that achieves both statistical receiver security and unbounded
reusability of the CRS. For comparison, there was, until recently, no such construction
from LWE satisfying either one of these two properties. In particular, the construc-
tion of UC-secure OT from LWE of Peikert, Vaikuntanathan and Waters only provides
computational receiver security and bounded reusability of the CRS.

Our main technical contribution is a public-key encryption scheme from LWE where
messy public keys (under which encryptions hide the underlying message statistically)
can be recognized in time essentially independent of the LWE modulus ¢.

1 Introduction

Oblivious Transfer (OT), introduced by Rabin [Rab81], is now one of the most fundamen-
tal cryptographic primitives, especially in the context of secure multi-party computation
[Yao86, GMWS&T7]. Using OT, a sender with two messages mg, m; can send, to a receiver
with choice bit b, the message my. Intuitively, security ensures that the sender does not
learn anything about the receiver’s choice bit, and that the receiver does not learn anything
about the other message mq_p.

We would like OT's to provide security against malicious adversaries, who might deviate
arbitrarily from the specifications of the protocol, and ideally achieve the strong guarantees
of simulation-based security, where any malicious adversary induces an ideal adversary
against an ideal OT functionality. Among the different flavors of simulation-based security
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is the powerful notion of Universal Composability (UC) [Can01], which additionally ensures
that security is preserved whenever the OT is executed within larger protocols.

Independently, one would ideally guarantee security against computationally unbounded
adversaries. While OT's cannot simultaneously ensure statistical security for both receivers
and senders, we can hope to provide statistical security for one specific party at a time.

Another desirable property is to require minimal interaction between the sender and
the receiver. Two-round OT, which consists of a message from the receiver to the sender
and a response from the sender to the receiver, is the best we can hope for. Unfortunately
two-round, simulation-secure OT is impossible to achieve in the plain model. We therefore
need to rely on some trusted setup assumption, the most standard one (at least in theory)
being the availability of a common reference string (CRS) to both parties. In this context,
we would like to generate a CRS once for all and be able to reuse it across many executions
of the OT, as opposed to using a fresh CRS every time.

Two-round UC-secure OTs in the CRS model exist under several widely believed as-
sumptions such as the Decisional Diffie-Hellman assumption (DDH), the Quadratic Residu-
osity assumption (QR), or the Learning with Errors assumption (LWE) [PVWO08]. However,
to the best of our knowledge, all known techniques to construct UC-secure OT from LWE
only achieve weaker security guarantees compared to their group-based or number-theoretic
counterparts. In particular, the UC-secure OTs from LWE of [PVWO08] only achieves com-
putational receiver security and each CRS can only be securely used a bounded number of
times. This is all the more surprising as LWE seems in general much stronger at enabling
powerful cryptographic primitives than DDH or QR.

Our Results. Our main result is the construction of a UC-secure OT scheme from the
LWE assumption, with statistical receiver security and where the CRS can be reused an
unbounded number of times (between a fixed sender and a fixed receiver). We more precisely
obtain the following “dual-mode” OT:

Theorem 1.1 (informal). Assuming LWE with sub-exponential modulus-to-noise ratio,
there exists a two-round UC-secure OT in the common reference string (CRS) model, where
the common reference string can be instantiated in two modes:

e One provides statistical receiver security and computational sender security;

e The other provides statistical sender security and computational receiver security.
Furthermore, the CRS in this mode is a common random string.

In either case, one single CRS can be reused for arbitrarily many executions between the
sender and the receiver. Moreover, the two modes for the CRS are computationally indis-
tinguishable.

To the best of our knowledge, there was, until the recent techniques of [CCH*19,
PS19] or [DGH'20], no known techniques to achieve either statistical receiver security



or unbounded reusability of the CRS from LWE. We develop more on these (orthogonal)
approaches later.

For comparison, [PVWO08| constructs OTs with the same properties as Theorem 1.1
from either DDH or QR. However, their construction from LWE (with polynomial modulus-
to-noise ratio) only achieves weaker security guarantees. Namely, the CRS of the resulting
OT can only be reused a bounded number of times, and receiver security is always com-
putational (regardless of the mode). We stress that, in order to reuse the construction of
[PVWO08] from LWE arbitrarily many times, one would need the trusted setup to generate
as many CRSs.

We point out that the original OT construction of [PVWO08] from LWE (with weaker
security guarantees) uses a polynomial LWE modulus, whereas our construction requires
a super-polynomial one. As such, our construction requires a comparatively stronger as-
sumption (but still widely believed), and is therefore technically incomparable to the one
of [PVWO08]. We leave the construction of an OT with security properties similar to The-
orem 1.1 from LWE with polynomial modulus as a natural open question.

We also note that the reusability property of the CRS only holds between a fized
(ordered) pair of sender and receiver (which is the same reusability property achieved by
the constructions from DDH or QR of [PVWO08]). While it is possible to generate a fresh
CRS for every pair of parties executing the OT, one would ideally have one single “short”
CRS of length independent of the number of parties. We leave such a possibility as another
interesting open problem.

Related Work. The work of [PVWO0S] provides a construction of a UC-secure OT from
LWE. Even though the latter construction only requires a polynomial LWE modulus (while
ours requires a super-polynomial one), it only achieves weaker security guarantees, namely
a non-reusable CRS and receiver security against computationally bounded senders. We
provide a more detailed overview of their construction in Section 1.1. In terms of effi-
ciency, our scheme essentially computes A instances of [PVWO08] (where A is the security
parameter), while using a larger modulus g.

There has been recent works building maliciously-secure OT from LWE. The work
of [BD18] builds a statistically sender-private OT from LWE in the plain model (from
LWE with polynomial modulus-to-noise ratio). For comparison, our construction achieves
the stronger simulation-based security of UC (as opposed to indistinguishability-based
security), at the cost of relying on a trusted common reference string,! and can further
be instantiated to provide statistical receiver security. However, our construction is less
practically efficient: on top of using a larger modulus ¢, our sender messages are essentially
A times larger, where A is the security parameter.

The recent work of [DGHT20] gives a generic construction of UC-secure OT starting
with any OT with relatively weak security properties, which can be instantiated from CDH

1One such setup is necessary to achieve simulation-based security.



or LPN. As far as we understand, their construction provides unbounded reusability of the
CRS, and is instantiable from LWE with polynomial modulus by using the constructions
of [PVWO08] or [BD18] as the base OT. For comparison, our construction can provide
statistical security for either one of the parties (depending on the mode of Theorem 1.1),
while [DGH*20] only provides computational security for both sides. Furthermore, our
construction is significantly simpler and arguably more efficient.? Notably, we do not
require the use of any non black-box techniques.

Non-interactive Zero-Knowledge Proofs. Recently, [CCHT19, PS19] obtained the first
construction of non-interactive zero-knowledge proofs (NIZK) (for all NP) from LWE. This
NIZK is dual-mode, meaning that according to the distribution of the CRS, the resulting
NIZK is either statistically sound or statistical zero-knowledge; and those distributions are
computationally indistinguishable. Therefore, starting with any semi-maliciously secure
dual-mode OT (where the mode of the CRS gives either statistical receiver privacy or
statistical sender privacy), one could potentially obtain a maliciously-secure dual-mode
OT using the NIZK of [CCHT19, PS19).

There are, however, several caveats to this approach. First, in order to build dual-mode
OT, we would have to start with a dual-mode (semi-malicious) OT. As is, [PVWO08], even
seen as a semi-malicious protocol, only achieves computational receiver security from LWE.
Similarly to our approach, this can be fixed using noise flooding, and would therefore result
on also relying on LWE with sub-exponential modulus-to-noise ratio. Second, the NIZKs of
[CCH™19, PS19] are not adaptively sound when instantiated in statistical zero-knowledge
mode. This seems inherent as the reductions for the soundness of [CCHT19, PS19] are
black-box [Pas13]. This can be generically fixed using complexity leveraging, but would
result in further relying on the sub-exponential hardness of LWE. Third, because [CCHT 19,
PS19] are generic NIZKs for all NP, compiling the OT of [PVWO08] would most likely result
in practially quite inefficient proofs. As a result, our approach results in an arguably simpler
and more efficient protocol, and is provably secure under a weaker assumption (namely, the
polynomial hardness of LWE with sub-exponential modulus-to-noise ratio). Even though
the need for sub-exponential hardness seems hard to avoid in the approach above, building
a semi-malicious dual-mode OT from LWE with polynomial modulus-to-noise ratio does
not seem out of reach, and we leave it as a natural open question.

Hash proof systems [CS98, CS02] are well-known to enable constructions of OTs. No-
tably, [Kal05] builds maliciously secure OTs starting from hash proof systems over lan-
guages with special properties. However, the resulting constructions only achieve the
weaker guarantees of game-based security. Interestingly, one can interpret our construc-
tion as following a blueprint similar to [Kal05], using the (weak) hash proof system of
Benhamouda et al. [BBDQ18]. However, our strong simulation-security guarantees seem

20ur construction essentially computes A\ Regev ciphertexts, where A is the security parameter. For
comparison, [DGH"20] uses (among others) a generic zero-knowledge proof (for all NP) to ensure honest
evaluation of a garbled circuit encoding an encryption procedure.



to mainly stem from algebraic properties of LWE, as opposed to the hash proof system
blueprint itself. In some sense, we use the hash proof system of [BBDQ18] to relax the
task of our simulator (used to argue sender security) to a regime where lattice trapdoor
techniques directly apply.

Curiously, while hash proof systems are usually defined over languages of ciphertezts, we
implicitly consider in this work the language of valid public keys (and indeed the hash proof
system of [BBDQ18] is originally defined over a dual Regev scheme, in which ciphertexts
correspond to public keys in our construction).

1.1 Technical Overview

Our construction instantiates the dual-mode encryption framework introduced in [PVWO08],
which results in an OT with the properties of Theorem 1.1. In the same paper, [PVWO0S]
only builds a weaker variant of dual-mode encryption from LWE, which results in a weaker
form of OT, namely with neither a reusable CRS nor statistical receiver security. In this
work, we build on this original construction of [PVWO08] to obtain the original (stronger)
version of dual-mode encryption from LWE.

We first upgrade reusability and receiver security by using a standard noise flooding
technique, which requires the LWE modulus ¢ to be super-polynomial. Unfortunately,
the proof of sender security breaks down if we do so. This is because the simulator of
[PVWO08, GPV08] used to argue sender security runs in time linear in ¢, and therefore does
not run in polynomial time if combined with noise flooding.

We therefore modify the scheme further by incorporating an appropriate randomized
rounding function to the encryption scheme, which enables an alternative, polynomial time
simulator for sender security. Such a rounding function was introduced by Benhamouda
et al. [BBDQ18] in the seemingly unrelated context of hash proof systems over languages
related to lattices. In a nutshell, while the simulator of [PVW08, GPV08| needs to test
that g different points are far from a certain lattice, ours only tests a single point. More
details follow.

Dual-Mode Encryption. The dual-mode encryption framework, introduced in [PVWO0§],
serves as a modular way to build UC-secure OTs. A dual-mode encryption scheme uses
a common reference string (CRS). Given this CRS, a receiver can, given some branch
b € {0,1}, create a pair of public/secret keys. Using the receiver’s public key and the CRS,
a sender can encrypt messages with respect to a branch o' € {0,1}. The receiver can then
use his secret key to decrypt the message corresponding to the branch b = b he initially
used to create his pair of keys. Looking ahead, in an OT, the branch b corresponds to the
receiver’s choice bit, and the sender encrypts each his messages my to branch b'.

A dual-mode encryption scheme is set up in either one of two modes - messy or decryp-
tion - which determines the distribution of the CRS.



In messy mode, for all potentially maliciously generated public keys, (at least) one
of the encryption branches hides its underlying message statistically. Combined with an
efficient procedure to identify such so-called messy branches (given an appropriate trapdoor
to the CRS), this ensures simulation-based statistical sender security.

In decryption mode, one can sample (given an appropriate trapdoor to the CRS) one
public key along with two secret keys, one for each of the two branches, such that each
of the two potential public/secret key pairs are individually statistically indistinguishable
from honestly generated keys. This in particular implies that public keys statistically hide
their branch b, and more generally, enables a simulator to extract messages encrypted to
both branches, thus ensuring simulation-based receiver security.

Finally, a dual-mode encryption requires the two setup modes to be computationally
indistinguishable. This allows us to argue both computational receiver security in messy
mode, and computational sender security in decryption mode, by first switching to the
other mode and then relying on the security of the latter.

Overall, [PVWO08] showed that dual-mode encryption directly implies a UC-secure OT,
where the mode used to pick the CRS - messy or decryption - induces which side is provided
statistical security - sender or receiver, respectively. They furthermore show that the
CRS can be reused between a fixed pair of sender and receiver, using the Joint-state UC
framework of [CRO3].

Weak Dual-Mode Encryption from LWE ([PVWO08]). Our starting point is the
construction of a weak form of dual-mode encryption from LWE of [PVWO08]. The con-
struction is a tweak on the (primal) Regev encryption scheme [Reg05], and works as follows.

The CRS is set to be a uniformly random matrix A & Zy*", along with an offset vector
v € Zy'. Key generation for a branch b € {0, 1} works as the Regev scheme, that is, by pick-

ing a uniform secret vector s & Zq, a “short” error term e, and setting pk, = As+e € Z",
and sk, = s. In particular (A, pk,) is a properly generated Regev public key with secret key
sky. A crucial feature of the construction is that the two public keys (one for each branch)
differ by the public offset v € Zg", that is: pk; — pky = v. This in particular defines pk;_;.
The public key of the dual-mode encryption scheme is then set to be, say, pky (which given
v determines pk; ), and the secret key sks.

To encrypt a message p with respect to a branch o', one computes a Regev encryption
using (A, pky ) as the Regev public key. That is, if pk,, = As + e, one samples a “short”
vector r € Z7", and outputs r'A, r*(As +e) + Encode(u), where Encode is a fixed encoding
procedure. In particular, using sk, one can decrypt ciphertexts for branch b’ = b.

In messy mode, the offset term v is chosen uniformly at random in Zg'. To argue
security, the works of [GPV08, PVWO08] introduce the notion of messy public keys, under
which (Regev) encryptions statistically hide their message (and in our context the index of
a messy public key corresponds to a messy branch). A core observation, made in [GPV08],
is that for pk = c, if a certain quantity called the smoothing parameter of a certain lattice



At (A]|c) is sufficiently small, then the public key pk is messy. Using a counting argument,
[PVWO08] shows that with overwhelming probability over the choice of A and v, we have
that for all public key pk, € Zg", (at least) one of pk, or pk; = pky + v is messy. Finally,
one builds an extractor that efficiently identifies one such messy public key. This is done,
given an appropriate trapdoor for A, by testing whether all (non-zero) multiples of pk = ¢
modulo ¢ are sufficiently far from the lattice A(A). If so, A(Al|c) essentially has a large
minimum distance, which in turn implies that A*(A]lc) indeed has a small smoothing
parameter [MRO04, Pei08, GPV08].?

In decryption mode, the offset term v is set to be the difference of two LWE samples:
v = (As; + e;) — (Asg + €p), which is pseudorandom by the LWE assumption; and
therefore the two modes are computationally indistinguishable. In particular, one can now
set pkg = Asp+ep (and implicitly pk; = Asj+e1), so that the secret keys of both branches
are known (namely sy and s1, respectively), while all the keys follow the proper distribution.
Doing so, however, presents several drawbacks. First, the “trapdoored” public key pk, is
fized by the CRS. This is ultimately why the CRS can only be reused a bounded number
of times fixed in advance. Second, an unbounded adversary can potentially learn non-
trivial information about ep (and e;) from v, in which case the trapdoored key pk, does
not look like a freshly sampled public key. While one can actually argue security against
a computationally bounded sender (by relying on LWE), this prevents the scheme from
achieving statistically receiver security.

Upgrading security in decryption mode via noise flooding. Our first observation
is that all the issues in decryption mode pointed above can be swiftly solved using noise
flooding. Namely, we define the new public key as pk, = As + e + f, where we flood the
LWE error e using a much larger error term f € Zg* (which should still not be too large so
as to allow decryption). Doing so hides the initial error term e statistically.

We now set the offset term to be a regular LWE sample v = As* + ", and sample our
trapdoored public key as pky = As+e+f using a fresh secret s, error e, and flooding term
f, along with skg = s and sk; = s +s*. Now the flooding term f statistically hides the
error €* in pk; = A(s+s*)+ (e+e*) + £, and we therefore obtain both statistical receiver
security and reusability of the CRS.

Fixing the extractor in messy mode. One drawback of noise flooding is that it
requires a super-polynomial modulus ¢q. This is because the flooding term f should be
super-polynomially larger than the LWE error e. Therefore, we now have to rely on the
hardness of LWE with sub-exponential modulus-to-noise ratio, as opposed to polynomial.

But the most dire issue is that the extractor used to argue security in messy mode is
now inefficient. Recall that the extractor of [PVWO0S§] tests that all of the ¢ — 1 multiples

3More precisely, the counting argument of [PVWO08] actually shows that for all pair of public keys, such
a test exhibits (at least) one messy public key.



of pk = ¢ € Z* are far from the lattice A(A): its runtime is inherently (at least) linear
in ¢, and in particular now runs in super-polynomial time if combined with noise flooding.
This, in turn, makes the simulator used to argue sender security of the OT run in super-
polynomial time. Fixing this issue is the main technical insight of this work.

Instead, we focus on designing an encryption scheme such that messy public keys can be
recognized more efficiently. In other words, we would like an efficiently checkable condition
on ¢ € Z;" under which r! - ¢ (which is the masking term computed during an encryption)
is uniform given r'A, where r is drawn from a “small” distribution. To do so, we use
the techniques developed in [BBDQ18], which introduces an explicit randomized rounding
function R (with output {0,1}) with the following (informal) properties:

1. If ¢ € Zj is “sufficiently far” from the lattice A(A), then R(r'-c) is statistically
close to uniform, even given r! - A;

2. Ifc = As+e € Z is “sufficiently close” to the lattice A(A), then R(r"-As) = R(r'-c)
with good probability (say > 2/3).

In a nutshell, the rounding function R is defined in such a way so that the other multiples
k-c, k # 1 are in some sense filtered out by (the absence of) corresponding harmonics of
its density function. We refer the reader to Lemma 2.7 or [BBDQ18] for more details on
the construction of this rounding function.

This induces a variant of the Regev encryption scheme, where the Regev public key is
(A,c), but the message is now masked using R(r! - ¢), where approximate correctness is
ensured by providing r’ - A in the ciphertext, and relying on Property 2. Correctness can
then be amplified by giving many independent such ciphertexts.

By Property 1, public keys (A, c¢) are messy as soon as c is “sufficiently far” from A(A)
- and crucially, independently of the other multiples of ¢ - which can be tested efficiently
using an appropriate trapdoor for A [AR03, Pei08, GPV08, MP12]. In our construction,
we use the LWE decoder of [MP12], which (arguably) results in a substantially simpler
extractor than the original versions [GPV08, PVWO08].

To finish the proof, it suffices to note that the random offset v is, with high probability,
“sufficiently far” from the lattice A(A), in which case for all public key pk, = c, either c or
c+v is “sufficiently far” from A(A). Otherwise their difference v would not be “sufficiently
far” from the lattice. Therefore at least one of them is messy and recognized as such by
the extractor.

2 Preliminaries

Notations Throughout the paper, A will denote a security parameter, and n = n(\) the
dimension of the LWE problem. We will often abuse notation and use n as the security
parameter.



We denote by poly(n) any function f such that f(n) = O(n®) for some constant c¢; and
negl(n) denotes any function such that f(n) = n=*“(0). We will denote (column) vectors
by bold lower cases (e.g., c) and matrices by bold upper cases (e.g, A). We denote the
transposition operation by -* (e.g., ¢/). For A € Zy*" and B € ZZ"‘X’“, we denote by

(A|B) € ZZLX(TLHC) their horizontal concatenation. Unless specifically stated otherwise, all
the distances d(-, -) and norms ||- we use are in the fo norm. ||-||o denotes the infinity norm.
We use the notation [k] for the set of integers [1,...,k]. For a set E, we will sometimes
denote by U(FE) the uniform distribution over F, and we will use z & E to denote the
uniform sampling = < U(E).

We define the statistical distance between two random variables X and Y over some
domain Q as SD(X,Y) = 33, cq |X(w) — Y (w)|. We say that two ensembles of random
variables X = { X}, Y = {Y)}.\ are statistically indistinguishable if SD(X, Y)) < negl(\);
and we denote it with X ~; Y.

We say that two ensembles of random variables X = {X,}.,Y = {Y)\}\ are compu-
tationally indistinguishable if for all probabilistic, polynomial time (PPT) distinguisher
A — {0,1}, we have: |PrlA(X)) = 1] — Pr[A(Y)) = 1]| < negl()\); and we denote it with
X=.Y.

For B € R, we say that a distribution 9 is B-bounded if Pry. [|z| > B] < negl(A).

2.1 Dual Mode Encryption
We recall the definition of dual-mode encryption ([PVWO08]).

Definition 2.1 (Dual Mode Encryption). A Dual-Mode Encryption scheme with message

space {0, 1}* is a tuple of PPT algorithms (SetupMessy, SetupDec, KeyGen, Enc, Dec, FindMessy,

TrapKeyGen) with the following syntax:

e SetupMessy(1*) — (crs,tdys): Given the security parameter A, the setup algorithm
outputs a common reference string crs along with a trapdoor tdy,.

e SetupDec(1*) — (crs,tdp): Given the security parameter ), the setup algorithm
outputs a common reference string crs along with a trapdoor tdp.

o KeyGen(crs,b) — (pk,skp): Given a reference string crs and a branch b € {0,1}, the
key-generation algorithm outputs a public key pk and a secret key sk; for branch b.

e Enc(crs, pk, V', u) — ct: Given a reference string crs, a public key pk, a branch b’ €
{0,1} and a message u € {0, 1}k, the encryption algorithm outputs a ciphertext ct.

e Dec(crs, sk, ct) — u: Given a reference string crs, a secret key sk and a ciphertext ct,
the decryption algorithm outputs a message p.



e FindMessy(crs, tdys, pk) — b: Given a reference string crs, a trapdoor in messy mode
tdys and a (possibly malformed) public key pk, the algorithm outputs a branch b €

[0,1}.

e TrapKeyGen(crs,tdp): Given a reference string crs, a trapdoor in decryption mode
tdp, the algorithm outputs keys (pk, sko, ski) where pk is a public-key, and sky and
sk are secret keys for branches 0 and 1, respectively.

We require the following properties to hold:

e Completeness on decryptable branch: For all € {0,1}* and b € {0,1}:

Pr[Dec(crs, sky, Enc(crs, pk, b, p1)) = ] > 1 — negl(A),
whether (crs, td) + SetupMessy(1*) or (crs, td) « SetupDec(1%), and where (pk, skj)
KeyGen(crs, b).
e Indistinguishability of modes: We have:
Crsy; A% Crsp,
where (crsys, tdys) < SetupMessy(1*) and (crsp, tdp) < SetupDec(1*).
e Security in messy mode (a.k.a. trapdoor identification of a messy branch): With

overwhelming probability over (crs,tdys) < SetupMessy(1%), it holds that for all
(possibly malformed) pk and all messages o, 11 € {0, 1}*:

Enc(crs, pk7 l_)v NO) s Enc(crs, pka l_)v ,Ul),
where b + FindMessy(crs, td s, pk).

e Security in decryption mode (a.k.a. trapdoor generation of keys decryptable on
both branches): With overwhelming probability over (crs,tdp) < SetupDec(1?), we
have that for every b € {0,1}:

(crs, pk, sky) ~ (crs, KeyGen (1)),
where (pk, sko, ski) < TrapKeyGen(tdp).

[PVWO08] showed that any dual-mode encryption scheme implies a “dual-mode” UC-
secure OT. We refer to [PVWO08] for more precise definitions of UC security.

Theorem 2.1 (Dual-Mode Encryption implies UC-Secure OT [PVWO08]).
Assume (SetupMessy, SetupDec, KeyGen, Enc, Dec, FindMessy, TrapKeyGen) is a dual-mode
encryption scheme. Then, there exists a protocol realizing the multi-session functionality
.7-A"OT in the Fors-hybrid model, under static corruptions.

Furthermore the protocol can be instantiated in two modes (each over a distinct function-
ality Fors): one providing statistical sender security and computational receiver security;
and the other statistical receiver security and computational sender security.
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2.2 Lattices and Learning with Errors
We will use the following lemma:

Lemma 2.2 (Noise flooding (e.g [AJLT12])). Let B = B(\), B’ = B'(\) € Z be two
integers, and let e1 € [—B, B]. Suppose that B/B’' = negl(\). Then:

U([-B',B']) = U([-B', B]) + e1.

The following lemma states that for appropriate parameters, random g-ary lattices have
a large minimum distance and are full-rank:

Lemma 2.3. [GPV08, Lemmas 5.1 and 5.3] Suppose m > 2nlogq. Then:

Pr [D°(A(A)) >q/4 AN A s full-rank ]| > 1—2¢7".

Al gpxn
We define the Gaussian weight function on R™ with parameter 7 > 0 as:
pr : x> exp(—|z||*/77).
The discrete Gaussian distribution over Z with parameter 7 > 0 is defined as:

pr(z)
Eyez pr(y)

The following lemma states that random g¢-ary lattices have a small smoothing param-
eter:

Vo € Z,Dg - (x) =

Lemma 2.4 ([MRO04, Pei08, GPVO08]). For any m-dimensional lattice A and real € > 0,

we have:
\/log(Qm/(l +1/€))/m
Afe(A*) '

ne(A) <

In particular, with overwhelming probability over the choice of A & ZZ””, we have that
for any function w(y/logm), there exists a negligible function e(m) such that

ne(AJ‘(A)) < w(y/logm).

Lattices and gaussians. We recall basic definitions related to lattices.
For an integer m, an m-dimensional lattice A is a discrete subgroup of R™. For a lattice

A, its dual A* is defined as A* = {r € Spang(A) |Vx € A, (x,r) € Z}.
The minimum distance (in infinity norm) of a lattice is defined as A\f°(A) = mingep\ {0y |17/ co-
For A € Z;"*", we will use the following g-ary lattices defined by A

A(A) ={As|s € Zy} + qZ™, AL (A) = {r e Z™|r'A = 0" mod ¢}.

11



The lattices A(A) and A+(A) are dual to each other up to a scaling factor: A(A) =
q-A(A)".
We say, for A € Z;**", that A is full-rank the columns of A are linearly independent.
For € > 0, the smoothing parameter of a lattice A, introduced in [MR04] and denoted
ne(A), is the smallest 7 > 0 such that p; /- (A*\{0}) < e. Intuitively, for 7 > n(A) for some
small €, we have that for r + Dy, r mod A is roughly uniform. In particular, if A € Z;"*"

is full-rank and 7 > n.(A+(A)), then for r + Dy, r' A mod g is roughly uniform in Z3*™.

Learning with Errors. We recall the definition of the Learning with Errors assumption.

Definition 2.5 (Decisional Learning with Errors assumption [Reg05]). Let n and ¢ =
q(n) > 2 be integers, and x a distribution over Z. The Learning with Errors assumption
LWE, \.» states that for all m = poly(n) the following distributions are computationally
indistinguishable:

(A,As+e) =, (A,b),

$ $ $
where A < Zg"*" e «<— X™, s < Zy and b < Z".

[Reg05] showed that for all B > €(y/n), there exists a B-bounded distribution y = x(n)
such for all ¢ = q(n) > 2, breaking LWE, , », is as hard as (quantumly) solving GapSVP,

and SIVP, within approximation factor v = 5(\/ﬁq/ B). For comparison, the best known
(provable) algorithm for GapSVP., runs in time 2"/ 1°87) [Sch87].

Lattice trapdoors.

Lemma 2.6 (Lattice trapdoors [MP12]). There exists a PPT algorithm TrapGen(1",1™,q) —
(A, T), which on input some integers n, ¢ > 2 and m > Q(nlogq), satisfies the following
properties:

o The distribution of A is within negligible statistical distance from U(Zy"™*™);

o There exists a polynomial-time, deterministic algorithm Invert(T, A, c), which on in-
put ¢ = As + e where s € Zy' and e € Z* such that |le[| < q/6+/m, outputs (s,e).

Without loss of generality, the algorithm Invert only outputs some (s,e) whenever
c = As+ e and ||e| < ¢/6(y/m), as these conditions can be checked efficiently.

2.3 Smooth rounding over Lattices

We recall the properties of the rounding function defined in [BBDQ18].
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Lemma 2.7 (Statistically smooth rounding [BBDQ18]). Suppose m = O(nlogq). Let
R :Zy— {0,1} be a randomized rounding function defined as:

1 with probability % + w
R(l') = ) . 1 cos(2mx/q)
0 with probability DR E—

Let A € Z*", p € Zy, and T > ne(AL(A)) for some € = negl(n). Then the following
properties hold:

e Statistical Smoothness: Suppose A is full rank. Then, for all ¢ € Z;* such that
d(e,A(A)) > q\/m/T, we have:

Pr _ [R((r,c)) =1|r'A =p'] — 1/2] < negl(n),

R, r%Dng
where the probability is taken over r <— D7'_ and the internal randomness of R.

e Approrimate Correctness: For allc = As+e wheres € Z; and e € " satisfies
lle]| < B (i.e., d(c,A(A)) < B) where B-1-v/m = o(q), then for all large enough n:
Pr  [R(r'As) = R(r'c))] > 2/3.

m
R, ”_Dz,-r

Remark 2.8 (Statistically correct rounding). In addition to the rounding function pre-
sented above, [BBDQ18] also defines a rounding function with statistically correctness and
approximate smoothness (meaning that its bias is bounded). For our ultimate purpose of
building a dual-mode encryption scheme from LWE, such a rounding scheme would also
suffice (modulo direct modifications in the encryption scheme). However the parameters
imposed by such a rounding function are slightly more constraining, and in particular re-
quire a super-polynomial modulus ¢ in the first place. This for instance disallows the use
of the scheme described in Section 3.1 with a polynomial modulus ¢ (even though our final
construction requires a super-polynomial modulus anyway).

Remark 2.9 (Rounding function as an (approximate) hash proof system). [BBDQ18]
introduced the rounding function of Lemma 2.7 in the context of (approximate) hash proof
systems. Throughout the paper, one can alternatively view our use of the rounding function
R as using the following approximate hash proof system.

The system is defined over the language of points “close” to A(A), where a witness
for “closeness” is s € Zy so that A -s is a close lattice point. The hashing key of the
scheme is defined as r + Dy, and the projection key as p' = r’ - A. The hash of a
point ¢ € Z7" is defined as R((r,c)) and the projected hash as R(r'As). (Approximate)
correctness is ensured for points “very close” to the lattice A(A) (at distance at most B),
while (statistical) smoothness is ensured for points “very far” from A(A) (at distance at
least gy/m/7). Note that these two bounds differ by (at least) a factor m, and the hash
proof system provides no guarantees for points ¢ that lie in between.
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3 Dual-Mode Encryption from LWE

We now focus on building a dual-mode encryption scheme from LWE. In Section 3.1, we
introduce a public-key encryption scheme where most messy public keys can be tested
efficiently. This serves as a basis for our actual construction of a dual-mode encryption
scheme in Section 3.2.

3.1 A Messy Public-Key Encryption Scheme

We use the rounding function defined in Lemma 2.7 to define a variant of the (primal)
Regev encryption scheme, where the message is now masked by a rounded bit (instead of a
value in Z,). Looking ahead, this scheme has the crucial property that public key messiness
is efficiently testable (given an appropriate trapdoor) in time essentially independent of the
LWE modulus gq.

Parameters. Let n =n(\) =\, ¢ = ¢(\) > 2 be integers. Let m > 2(n + 1) logg.
Let 7 > 4y/m (and 7 > 6(m) if one wants to test messy public keys).
Let x = x(n) given by Definition 2.5 be a B = B(n) bounded distribution where

B =Q(y/n).
Let B’ € Z be such that (B + B’) - 7\/m = o(q) (which implies ¢ > w(B’ + v/n)m)).*
Let R be the rounding function defined in Lemma 2.7.

Construction. We define our public key encryption scheme (SmoothKeyGen, SmoothEnc,
SmoothDec) over message space M = {0,1} as follows:

e Smooth.KeyGen(1*): Sample A & Zg ", s & Ly, e < X", £ & [—B’, B'] and set
c = As+ e+ f. Output:
pk=(A,c), sk=s.

e Smooth.Enc(pk, u € {0,1}): For i € [A], sample r; Dy'.. Compute pi=rl-Ac€
Z;X”, and:
51' <~ R(I’f : C) D u,

and output:

ct = ({ps, Biti<n) -

e Smooth.Dec(sk, ct): Compute, for all i € [A]:

and output the majority bit of the b;’s.

4We will only need B’ # 0 when building a dual-mode encryption in Section 3.2.
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Looking ahead, the additional term f added to ¢ will be used in the dual-mode encryp-
tion scheme to help arguing security in decryption mode. We note that removing this term
from ¢ does not affect any of the properties listed below.

Properties. We first argue correctness the scheme.

Lemma 3.1 (Correctness). Suppose (B+ B') -7 -y/m = o(q) and 7 > w(y/logm). Then

the scheme above is correct.

Proof. By Lemma 2.4, there exists some e = negl(n),?, such that with overwhelming prob-

ability over the choice of A, we have 7 > n.(A+(A)).
By approximate correctness of the rounding function R (Lemma 2.7), for all i € [\], we
have:
P bi =53] >2/3
R,I'Z%—r[)%l_r[ ! /BZ] - / ’
over the internal randomness of R and r; <— D7'_ alone. Using a Chernoff bound, we obtain
that decryption is correct with overwhelming probability. O

Next, we give a sufficient condition over public-keys so that the associated encryption
hides the message information-theoretically. Looking ahead, this will be used to argue
both security of the scheme above, and messy mode security of the derived dual-mode
encryption scheme.

Following the terminology of [PVWO08, GPV08], we say that a public key pk is messy
(which stands short for message-lossy) if SmoothEnc(pk,m) statistically hides the message
m for all m, that is:

SmoothEnc(pk, 0) ~5 SmoothEnc(pk, 1).

Lemma 3.2 (Sufficient condition for public key messiness). Let A & Zq", and ¢ € Zy'.
Fiz € = negl(n), and suppose 7 > n.(A(A)).
If d(c, A(A) > g/m/7 and A is full rank, then the public key (A, c) is messy, that is:

SmoothEnc(pk, 0) ~5 SmoothEnc(pk, 1).

Proof. By statistical smoothness of the rounding function (Lemma 2.7), every bit R(r!-c) is
statistically close to uniform given A, c, p; over the internal randomness of R and r; < D7
alone. In particular, {3;};c[y are statistically close to uniform bits. t

Lemma 3.3 (Most public keys are messy). Suppose m > 2(n + 1)logq and T > 4/m.
Let (A, c) & Zy>™ x Zy*. Then with overwhelming probability, d(c, A(A)) > q/4 and
in particular (A, c) is messy.

Looking more closely at Lemma 2.4 € can be exponentially small if 7 > m
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Proof. By Lemma 2.3, (A||c) is full-rank except with negligible probability ¢—(*+1),
Furthermore, we have that for any fixed A € Z"™", dx(c, A(A)) > ¢/4 with over-

whelming probability over the choice of c. This is because the set of points within distance

q/4 (in s norm) from A(A) has size at most ¢" - (¢/2)™. As m > 2nlog g, the probability

that ¢ & Zq" belongs to those points is at most ¢~", which is negligible.

This implies that for any fixed A, d(c,A(A)) > dw(c,A(A)) > g/m/T with over-
whelming probability over the randomness of ¢ & Zg' alone. The result then follows by
Lemma 3.2. O

The observation above allows us to argue security of the scheme:

Lemma 3.4 (Security). Suppose m > 2(n + 1)logq and 7 > 4\/m. Then the encryption
scheme is secure under the LWE, ., assumption.

Proof. By the LWE, , , assumption, given A, the vector c in the public key is computa-

tionally indistinguishable from uniform in Zj*. Now, if (A, c) & L™ x Ly, we have that
(A, c) is messy with overwhelming probability by Lemma 3.3, and security follows. O

Next, we describe how to identify messy public keys given an appropriate trapdoor.

Lemma 3.5 (Weak identification of messy public keys). Suppose 7 > 6m. Let (A, T) +
TrapGen(1™,1™,q). Suppose A is full-rank and T > 6m. Then there exists a polynomial-
time algorithm IsMessy which on input a vector ¢ decides whether d(c,A(A) > ¢/m/T).
In particular, if this is the case, the public key (A, c) is identified as messy.

Proof. We define the algorithm IsMessy as follows:
IsMessy(T, A, c):
1. Run Invert(T, A, c) from Lemma 2.6.

2. If the output is (s,e) with ||e| < ¢/6+/m, then output not sure,
Otherwise output messy.

By Lemma 2.6, if d(c, A(A)) > q/6y/m > q\/m/7, then IsMessy outputs messy. O

As in [PVWO08], IsMessy might output not sure even though the public key is actually
messy. This is because we only test for a sufficient condition for messiness in Lemma 3.3.
However if IsMessy(T, A, c) outputs messy, then the public key (A,c) is indeed messy.
Looking ahead, in our construction of a dual-mode encryption scheme, we will ensure that
at least one of the two branches is recognized as messy.

3.2 Dual-Mode Encryption

We now describe our dual-mode encryption scheme.
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Parameters. The constraints over the parameters mostly inherits from Section 3.1:
Let n =n(\), ¢ = q(\) > 2 be integers. Let m > 2(n+ 1)logq.
Let 7 > 6m (from Lemma 3.5);
Let x = x(n) given by Definition 2.5 be a B = B(n) bounded distribution where

B = Q(yn).
Let B’ € Z be such that (B + B’) - 7/m = 0(q) (which implies ¢ > w(B’ + /n)m)).
Let R be the randomized rounding function defined in Lemma 2.7.
Suppose furthermore that:

e B/B’ = negl(n).

For instance, one can set (without trying to optimize the parameters): n = \, ¢ = nw() 6

m =2logq, B=n, B'=q/n3, 7= 6m.

Construction. In the following, the input and output public keys pk of the dual-mode
scheme are implicitly public keys for the branch b = 0.

e SetupMessy (1) — (crs,tdys): Sample (A, T) ¢+ TrapGen(1",1™,q). Pick v & Zy.
Output:
crs=(A,v), tdy =T.

e SetupDec(1*) — (crs,tdp): Sample A & Zy™™. Pick s* & Zy and e* < x™. Set
v = As* + e*, and output:

cs=(A,v), tdp=s".

e KeyGen(crs, b) — (pky, sky): Pick s & Zy, e+ x™, and f & [-B', B']. Output:
pk=As+e+f—-b-v, sk,=s.
In particular, we have pk, = As + e +f and pk; — pky = v.
e Enc(crs, pkg, V', ) — ct: Compute pky = ¢ :== pky+ b - v.
For i € [A], sample r; < D7’ . Compute p, =rl-AeZ ", and:
Bi < R(r;-c) @ p,

and output:
ct = ({pi, Biti<x) -

5Looking ahead, setting g to be slightly super-polynomial suffices to ensure simulation security for the
receiver (in decryption mode) with negligible statistical distance. For more practical purposes, one would

prefer this distance to be (at least) sub-exponentially small, in which case one would rather set ¢ = 2"’ for
some 0 < ¢ < 1/2.
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e Dec(crs,sky,ct) — p: Parse the ciphertext as ct = ({p;, i}i<x). Compute, for all
i€ [A:
bi < R(pf . S) D ﬁz‘,

and output the majority bit of the b;’s as p.

e FindMessy(tdys, pky) — b: Run IsMessy(pky) (defined in Lemma 3.5). If it outputs
messy, output 0.

Otherwise, output 1.
e TrapKeyGen(tdp): Pick s < Zy, e+ x™, £ & [-B', B'). Output:

pko =As+e+f, sko=s, sk =s+s".

Remark 3.6 (Common random string in messy mode). The CRS in messy mode is sta-
tistically close to uniform. As the trapdoor is only used in the proof of security, we can
replace the CRS in messy mode with a common random string instead, and adding an
appropriate hybrid in the proof of security. The original construction of [PVWO08] also
satisfies this property.

3.3 Dual-mode properties

Lemma 3.7 (Completeness on decryptable branch). Suppose (B+ B')-7-v/m = 0(q) and
7 > w(v/logm). Then the scheme above is correct.

Proof. This follows directly by correctness of (SmoothKeyGen, SmoothEnc, SmoothDec), as
(A, pky) (where pky < KeyGen(crs,b) and pk, = pky + b - v) is distributed identically as
SmoothKeyGen(1*), and Enc and Dec procede as SmoothEnc and SmoothDec, respectively.

O

Lemma 3.8 (Indistinguishability of modes). Assuming LWE, , , the scheme satisfies in-
distinguishability of modes.
Proof. By Lemma, 2.6, the CRS in messy mode crsy; = (A, v) < SetupMessy(1%) is statis-
tically close to uniform over Zg**" x Z;".

Now, by the LWE, , » assumption, (A, v) & (Zyg™™ x Zy') is computationally indistin-
guishable from (A,v = As* + e*), where A & Zyg™™, s* & Zy and e* < x™, which is
identically distributed as crsp < SetupDec(1%). O

Lemma 3.9 (Security in messy mode). Suppose that T > 6m, and m > 2(n + 1)loggq.
Then the scheme satisfies security in messy mode.
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Proof. We first argue that with overwhelming probability over the probability of (A, v) <
SetupMessy(1%) alone, we have that for all public key pk,, at least one of the public
keys pky = co or pk; = ¢ satisfies d(cp, A(A)) > ¢/64/m, and is in particular messy by
Lemma 3.3 (conditioned on A being full-rank and 7 > n.(A+(A)), which happen with
overwhelming probability over the choice of A by Lemma 2.3 and Lemma 2.4).

This is simply because if both ¢y and c; are close to A(A), then by triangular inequality
v = c¢1 — ¢g must be as well, which only happens with negligible probability over the ran-
domness of SetupMessy. More precisely, if d(cp, A(A)) < ¢/64/m for both b € {0, 1}, then
d(v,A(A)) < q/3y/m, which only happens with negligible probability over the randomness
of (A,v) « Zg"" x Z*, by Lemma 3.3.

Now conditioned on the above, by Lemma 3.5, we have that if FindMessy(T, A, pkg)
does not output 0, then it outputs 1, which is therefore a messy branch. In particular, for
all pkg, the output branch of b = FindMessy(tdyy, pko) is messy and therefore:

Enc(crs, pk, b, 1o) = Enc(crs, pk, b, j11).
]

Lemma 3.10 (Security in decryption mode). Assuming B'/B = negl(n), the scheme
satisfies security in decryption mode.

Proof. Because pk; — pky = v is in the CRS, it suffices to argue that the distributions
(pky, sky) generated using either KeyGen(crsp, b) or TrapKeyGen(tdp) are statistically close.
Fix (crsp,tdp) ¢« SetupDec(1%), where crsp = (A, v = As* + e*) and tdp = s*.
Let (pkg, sko, sk1) <= TrapKeyGen(tdp). We have:

pkg = As +e+f, skg=s;
pk; = A(s+s")+ (e+e")+1f, sk =(s+s"),
which is, by Lemma 2.2, distributed statistically close to:
pk; = A(s+s*)+e+f, sk =(s+s").
Regular keys for branch b (output by KeyGen(crs, b)) are generated as:
Eﬁb:As—i-e—i-f , s~kb:s,
where s & Ly, €< X", £ & [-B/,B'], and 511 - EEO =v.

Therefore, for all b € {0,1} the joint distributions (crsp, pky,sky) and (crsD,Elzb,sAl;b)
are statistically close to each other. O

Finally, using Theorem 2.1, we obtain the following:

Corollary 3.11. Assuming LWE, , ,, with the parameters defined in the construction, there
exists an UC-secure OT with the specifications of Theorem 2.1.
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