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Abstract. Lattices lead to promising practical post-quantum digital signatures, com-
bining asymptotic efficiency with strong theoretical security guarantees. However, tuning
their parameters into practical instantiations is a delicate task. On the one hand, NIST
round 2 candidates based on Lyubashevsky’s design (such as DILITHIUM and QTESLA)
allow several tradeoffs between security and efficiency, but at the expense of a large band-
width consumption. On the other hand, the hash-and-sign FALCON signature is much
more compact and is still very efficient, but it allows only two security levels, with large
compactness and security gaps between them. We introduce a new family of signature
schemes based on the FALCON design, which relies on module lattices. Our concrete in-
stantiation enjoys the compactness and efficiency of FALCON, and allows an intermediate
security level. It leads to the most compact lattice-based signature achieving a quantum
security above 128 bits.

1 Introduction

Many candidates to the NIST call for post-quantum standardization rely on Euclidean
lattices. Indeed, lattice problems seem to be quantum-resistant, and at the same time
sufficiently malleable to lead to the construction of cryptographic primitives, rang-
ing from basic to advanced (such as homomorphic encryption). Moreover, relying on
structured lattices originating from algebraic number theory has led to very efficient
schemes, as showcased by the performance of the candidates still running in the sec-
ond round of the NIST call: LAC [LLJT19], KYBER [SABT19], NewHoPE [PAAT19],
NTRU [ZCH™19], NTRU PrimE [BCLv19], Rounp5 |[GZBT19], SABER [DKRV19],
and THREE BEARS [Haml19] for public-key encryption and DILITHIUM [LDK™19],
FaLcoN [PFHT19|, and QTESLA [BAAT19| for signatures.

For signatures schemes, a well-known approach is Gentry, Peikert and Vaikun-
tanathan’s hash-and-sign paradigm upon collision-resistant preimage sampleable func-
tion (|[GPVO§| (hereafter denoted as GPV), and its instantiation over the so-called
NTRU lattices [HPS98|]. The GPV framework enjoys tight and strong security proofs
in the quantum random oracle model (QROM) [BDF™11], and its security stems from
the hardness of computing a short basis of a large rank lattice. At a high level, the
idea is to rely on trapdoor Gaussian sampling in a lattice using a secret basis com-
posed of short vectors to generate signatures, while the verification key could be any
basis. One particularly promising and interesting candidate based on the GPV setting



is FALcoN |[PFHT19|, built upon [HHPT03] and [DLPI14]. This scheme ranks among
the best in term of efficiency of its operations without sacrificing on its security and
while managing compact signatures and verifications keys, which is usually a drawback
of lattice-based signature schemes. In a nutshell, three main features of FALCON are:

— short signatures;

— an efficient key generation algorithm to compute a full short basis of an NTRU
lattice;

— an efficient and secure Gaussian sampler.

From the point of view of practical security and side-channel attacks, Gaussian sam-
plers have been known to be a potential weak point (e.g., with respect to timing at-
tacks [BDET18/TWIIFKT'19]). However, the one used in FALCON was provided with
a fully constant-time implementation with only minor losses in efficiency [PRR19].

A caveat of FALCON comes from its complicated implementation, as its efficiency
relies on several technical routines and the deep exploitation of the structures of the
underlying mathematical objects. In particular, the NTRU lattices can be seen as rank
2 modules lattices over towers of rings of algebraic integers: this tower structure (rem-
iniscent of the fast Fourier transform) is at the core of FALCON’s performance. More
precisely, the rings used in practice are cyclotomic rings R = Z[x]/(x%+1) whose degree
d is a power of 2. They are a common choice for structured lattice-based cryptography,
as they enjoy well-understood algebraic properties and lead to efficient implementations.
A drawback of this choice is that powers of 2 are sparse and the bit security mostly
depends on d. This implies that if the security level of an implemented scheme must be
increased, it is very likely that the updated parameters will incur a significant loss in
efficiency while becoming an overkill in term of the reached security level. This is best
illustrated with FALCON: taking d = 512 leads to an estimated quantum security 103
bits, while d = 1024 reaches 230 quantum bit-security, without any intermediate step.
At the same time, the signature length jumps from 617 Bytes to 1233 Bytes. Should one
wish to achieve a better compromise between security and efficiency, then one would
need to select an appropriate “intermediate” ring and redo a full implementation from
scratch as there are few to no tower structure among number rings as convenient as
the power of two case. In fact, the NIST round 1 version of FALCON proposed an im-
plementation over an appropriate intermediate ring with d = 768, reaching 172 bits of
quantum security for a signature of 994 Bytes [PFH™17|. But it was considered way too
technical and was therefore removed from round 2.

For lattice-based public-key encryption and the other signature paradigm based on
the lattice adaptation to Schnorr signatures, this issue was successfully addressed by re-
lying on structured lattices of a larger module rank, that is, the rank when seen as a mod-
ule over R instead of a “plain” lattice. This led to the DILITHIUM [DKL™18LDK™19|
signature, and the KYBER [BDKT18/SAB"19] and SABER [DKRVIS/DKRVI9] en-
cryption schemes, all competitive candidates in the second round of NIST’s call. How-
ever, no such module variant was known for NTRU schemes either for key encapsulation
or signatures, although there were approaches toward the former with the MaTRU de-
sign [CGO5].

Contributions In this work, we introduce MODFALCON, a family of efficient signature
schemes. More precisely, our main contributions are the following:



— We provide a general instantiation of the hash-and-sign paradigm to NTRU lattices
of larger module ranks, extending the FALCON design to wider ranges of parameter
sets;

— We explain how to generalize in an efficient way the key generation and signature
algorithms of FALCON (the extension of the verification algorithm is direct);

— We give a complete security analysis against known attack avenues, which encom-
passes the analysis of FALCON, and we provide light and documented scripts that
compute the bit-security levels from a set of parameters following our analysis.

Enjoying the extra flexibility in the choice of parameters, we obtain compact sig-
natures for different security levels than FALCON. In particular, we obtain the smallest
lattice-based signature that enjoys at least 128 bits of quantum security: it is about
25% smaller than FALCON-1024, and almost three times smaller than DILITHIUM-
ITI, which moreover only gets close to this level of quantum security. If one wants to
minimize the sum of the signature and public key lengths, then the comparison is even
more favorable. See Table [

Our design only mildly tweaks the existing description of FALCON, as it focuses on
module lattices over the same core cyclotomic rings. This eases the task of the implemen-
tors since they can rely on the existing building blocks. This argument, already used as
a motivation for DILITHIUM, KYBER and SABER, is even more pressing for FAL-
CON, as the key generation and signature algorithms are significantly more involved. To
illustrate this modularity, we provide a proof-of-concept python implementation. Since
we build upon the existing core features of FALCON without additional manipulation
on secret data, our scheme is natively given as much resistance against timing attacks
as the implementation of FALCON provides.

Table 1. Comparison between NIST round 2 lattice-based signature schemes and our new proposal
MODFALCON. |vk| and [sig| are the sizes in Bytes of the public key and signature, respectively. Ao and Ac
stand for the quantum and classical bit security estimates, respectively. For FALCON and MODFALCON,
KR and SR refer to the key and signature recovery modes.

|vk‘ \sig| Ao Ac

DILITHIUM-I 896 1387 53 58
DILITHIUM-II 1184 2044 91 100
FALCON-512 (SR) 897 658

FALCON-512 (KR) 28 1276 109 120
DILITHIUM-III 1472 2701 125 138
QTESLA-p-I 14880 2592 140 151
DILITHIUM-IV 1760 3366 158 174
FALCON-1024 (SR) 1793 1274

FALCON-1024 (KR) 63 2508 252 211
QTESLA-p-III 38432 12352 279 305

ModFalcon-2-512 (SR) 1792 972

ModFalcon-2-512 (k) 940 1438 L 4192




As an additional contribution, we also describe how to design a public-key encryption
scheme similar in spirit to NTRUEncrypt [HPS98], relying again on module lattices
of larger ranks. This encryption scheme can be converted into an adaptively secure
key encapsulation mechanism by means of the SXY conversion [SXY1§|, leading to
a tight security proof in the QROM. With this description, we could achieve similar
performance as the NTRU [ZCH"19| and (streamline) NTRU PrIME [BCLv19] round-
2 NIST proposals, though not better. For this reason, we chose to limit ourselves to the
description of the scheme and provide the interested readers with details on different
approaches in the concrete instantiation of the scheme.

Finally, we extend the results of [SS11JSS13] to show that the verification keys is
statistically close to uniform, under some parameter constraints. Note that the concrete
parameters that we choose do not satisfy these constraints. If the verification key is close
to uniform, then one obtains signature scheme that enjoys strong EUF-CMA security in
the QROM, under the Module-SIS hardness assumption [LS15]. This result is deduced
from a new matrix version of the leftover hash lemma over number fields, and relies
on techniques that may be of independent interest. As this requires additional number
theory material, and is somewhat disjoint from the above contributions, this contribution
is postponed to the appendix.

2 Preliminaries

For a distribution D, we write x < D to express that = is sampled from D. For x
in the support of D, we write D(x) to denote the probability of x <— D. For a finite
set X, we let U(X) denote the uniform distribution over X. All our vectors are row
vectors. Vectors and matrices are written in bold letters, and we additionally use upper
case letters for matrices. The line concatenation of two matrices A, B is denoted by

. A . .
[A‘B] and the column concatenation is denoted by [B] . For any integer n, we write

L, resp. 0, for the identity matrix resp. the zero vector of size n.

2.1 Gaussian measures over lattices

A lattice is a discrete subgroup L of some R™. All our lattices will be full-rank. In
practice, it is described as the set of integer linear combinations of the rows of some
basis B € R™*". The volume of the lattice is Vol £ := |det B|, for any basis B of L.

The spherical Gaussian function on R? centered at ¢ and with standard deviation
s > 0 is defined as psc(x) = exp(—||x — c|?/(2s%)). If ¢ = 0, we often drop c. For
any rank-d lattice £, the discrete Gaussian distribution with support £ and parameters
s > 0 and c is defined as

Ps,c(X)
Vx € L,Dspc(x)=— .
£ () ps.c(L)

Given € > 0, the smoothing parameter 7.(£) is the smallest real s > 0 such that
p1/s(L*) < 1+ ¢, where £* is the dual lattice. In a sense, it quantifies the standard
deviation parameter needed to “smooth out” the discreteness of the lattice. We omit
the definition of the dual, as it is not needed further in this work. Rather, we recall the




following standard upper boundﬂ on the smoothing parameter, which we will use for
instantiating practical parameters.

Lemma 2.1 (Adapted from [GPVO08|). Let £ be any rank d lattice with basis B,
and let € > 0. We have:

1(£) < [Bllas - ~ /lo (1 T 1/6))/2

The quantity ||B||gs is the norm of the largest vector in the Gram-Schmidt Orthogo-
nalization of B (see also Section .

2.2 Cyclotomic fields and NTRU lattices

We let d be a power of 2 and write K = Q[z]/(z?+1) the corresponding cyclotomic field.
In this setup, R = Z[x]/(x?+1) is the ring of integers of K, and for any prime integer g,
we define R, = R/qR ~ Z,[x]/(z?+1). There are several ways of embedding this number
field in a normed vector space. In this work, we use two of them. An element in K can
be embedded by its coefficients: a = Y, a;2" € K gives (ag,...,a4-1) € Q<. Abusing
notations, we will write a to denote both the element in K and its vector of coeflicients.
We can then consider the lo-norm of elements of K as |allcc = max;cg_qj|a;i|, and

their Euclidean norm is [lal| = v/(a,a) = (3, ]a:|?)"/?, where (,) is the standard inner

product over R?. Observe that ||z’al| = ||a|| for all i € [d]. For all a € K we let
a* = a(z™t) = (ap, —ag_1,.-.,—a1).

Elements in K can also be represented by their nega-circulant matrix of multiplica-
tion, when seeing K as a Q-linear space with basis 1,x,...,2% . In other words, the

matrix M(a) has rows the coefficient vectors of a, za, ..., 2% 'a, and we have M(ab) =

M(a) M(b). It can be seen that M(a*) = M(a)!. Thus for all a,b € K, we have {a,b) =
{ab*,1), so that ||a||? is the constant coefficient of aa*.

These notions can be extended to the linear space K™ by concatenating the coef-
ficient vectors of an element a = (a1,...,a,). The norms over Q¢ extends as ||al/oc =
maxX;c[y [|aifloo and ||afl = (3¢ l|as|?)/2. We extend the  operator component-wise,
and consider the K-bilinear form (a,b)x = ) . a;b;. The latter corresponds to the
Euclidean norm, in the sense that

lafl* = Z las]|* = <Z aiaj, 1) = ((a,a)k, 1),

or, in other words, ||al|? is the constant coefficient of (a,a) ;. We also extend the matrix
representation to vectors over K:

M(a) = [M(a1)]...| M(an)] € Q™"

which can also be used for matrices over K.

6 Our formulation takes into account a different normalization for the Gaussian function than [GPV0S].



NTRU module lattices We call a module in K™ a subset of the form M=Rb;+---+Rb,,
and such that Spang(by,...,b,) has dimension n[] Observe that for all x € R and all

a € M, we have xa € M. Let now F € R"*™ be invertible modulo some prime integer
¢, and g € R™. We also let h! = F~'g! mod ¢ € R", and define the NTRU module as

LnTrU == {(u,v) € R™™ . 4+ vh' =0 mod ¢}.

It contains ¢ R™*! so it is in particular of full rank n + 1. Recall that for any invertible
F € R™" the adjugate of F is the unique matrix adj(F) satisfying adj(F) - F =
F-adj(F) = (detg F) - I,. If there exists go € R and fy € R" such that go-detx F —fo -
adj(F) - g = ¢ € R, then LyTry admits bases in K"*! in the form of

~h'I tF
BNTRU = ( . 0") and Bpg = (50 —fo) ;
n

since Schur’s complement formula shows that detx Bpg = ¢ and one can check that

1
Brg- [ht] = 0 mod ¢. As any module, LnTru can be seen as a Z-lattice in Q"1 by

n+1)dx (n+1)d 3

concatenation of the coefficient vectors. We can see that M(Bg g) € A is a

basis of the underlying lattice, so an NTRU lattice has volume ¢.

2.3 Gram-Schmidt orthogonalization

Let n < m, and F be a field (either R or K = Q[z]/(z¢ + 1)). Let (,) be a non
degenerate F-bilinear form, i.e., such that having (a,a) = 0 implies that a = 0 € F™.
When F = R the form (,) is the standard inner product, and when F = K, we will
consider (a,b)x = > ¢, aiby. We say that a,b € F™ are orthogonal if (a, b) = 0. For
any B € F"*™ of rank n with rows b;’s, the Gram-Schmidt Orthogonalization (GSO)
with respect to (,) builds F-linearly independent b;’s by the formula

. ~ boby)
by =b; and b;=b; - _ (bi. bj) -b; for i> 1.
Jj<i <bj7bj>
We have Span(by, - ,b;) = Span(by,--- , b;) for all i € [n]. The formula also describes

that b is the orthogonal projection of b; onto the space spanned by b1, e ,Bi,l. The
GSO amounts to writing B = L - B7 such that L is lower triangular with 1’s on its
diagonal, and the rows b;’s of B are pairwise orthogonal for (:,-). This decomposition
is unique, and we have det(BB*) = det(BB*) = [Ticr) (bi, b;). We define the Gram-

Schmidt norm of B € R™™ as ||B||gs := max;c[ by -

If B € K™™, observe that M(B) in Q"™ is not the standard GSO of M(B),
as the former matrix has a block structure while the latter one has not in general.
However, the operator M allows to relate several interesting properties from the GSO

over K to the GSO over R, that we gather in the next lemma. Its proof is inspired
from [DLP14/DP16].

Lemma 2.2. LetB = [by,...,b,] of K" and M(B) = [r1,...,rpq]. The following holds
for alli € [n]:

7 Formally, these are free and finitely generated R-modules in K™.



— the coefficient vector ofli- 08 T(i—1)d+17
— det(M(BBY)) = [T74, |Fi]*; )
— IMB)llas = max{|[r1|, [Tasall, -, [Fn-1)at1l}-

Proof. Let V; = Spang (b1, ..., b;). With an abuse of notation, write M(V;) = RowSpan([M(by)|...|M(b;)]
For every i, we have dimg M(V;) = d- dlmK V;. By definition, we know that b is orthog-

onal to V;_1. This means that M((b;, b; PVK) = 2keln] M(bgy,) M(bjk) is the zero matrix

in Q¥4 for all j < i — 1. Said differently, the space RowSpan(M (bl)) is orthogonal to
M(V;_1). By definition of the GSO, this implies that (the coefficient vector of) b; is
orthogonal to Spang(ry, ..., r;—1)q). By unicity of the GSO, we see that b, = T(i—1)d+1-

Next, the orthogonality in K implies that M(ﬁ) M(fi)t is a block-diagonal matrix,
with blocks M((b;, b;) ) for i < n. This gives

det(M(BB*)) = det(M(BB*)) = [ det(M((b;, b;)x HHQH

1€[n]

For the last statement, note that for every ¢ and j, the vector r;q;; is a projection
of a vector that has the same norm as r;z,1.

3 ModFalcon

Our construction of a Module-NTRU signature scheme is based on the GPV frame-
work [GPV08]. The public key is a pseudorandom matrix A, whereas the private key is
some trapdoor information about A: typically (and is the case for our scheme too),
it consists of a short basis B of the module lattice “orthogonal modulo ¢” to the
lattice generated by A. Previous works [SSI3DLPT4/PFHT19] have instantiated the
GPV framework with NTRU lattices for n = 1. Here we describe instantiations for
n > 2. This provides us extra flexibility in setting the parameters compared to e.g. FAL-
coN [PFH™19], and allows to reach more levels of security.

During the signing procedure, the signer hashes the message to a point u € R,
and uses the trapdoor information in conjunction with an algorithm called a trapdoor
sampler in order to compute a short preimage of u, i.e., a short vector s such that
s - A = pu. For the trapdoor sampler, there exist a few possibilities, with different
trade-offs in terms of speed, simplicity, and security (the shorter vectors a trapdoor
sampler outputs, the more security it provides). We use the fast Fourier sampler used in
FavLcoN [DP16]. This can be done in O(dlog d) arithmetic operations (by exploiting the
tower structure of R = Z[z]/(z? + 1)), while achieving a high level of security. Indeed,
the GPV framework enjoys the tight QROM security proof of [BDFT11]. As most of
the aspects of our design are inspired from FALCON, we call our module generalization
MODFALCON.

To allow for an efficient multiplication in R, via the Number Theoretic Transform,
we choose a prime integer ¢ such that ¢ = 1 mod 2d. We could alternatively use a
prime ¢ satisfying ¢ = 3 mod 8, which is a parameter condition for the statistical study
of the verification key of Section @ Let n > 1 be an integer, and let Dy and D, be
distributions over R™*" and R", respectively. Let H: {0,1}* — R, be a cryptographic
hash function modeled as a random oracle. Finally, let Compress: R"*! — {0,1}* and



Decompress: {0,1}* — R"*! be efficient maps such that Decompress o Compress is the
identity.

Our key generation, signature and verification algorithms follow closely the descrip-
tion of FALCON, however some steps do not readily generalize. Below, we describe the
modifications in details.

3.1 On key generation

Key generation

1: repeat

2 Sample F <> Dy and g <> D,

3: until F invertible mod ¢ and |[M(Br g)||as < GS_SLACK - ¢/ "+
4: Complete [gt‘fF] into a basis Br,g of LnTRU

5: Compute h! = F~'g’ mod ¢

6

: return (vk = {%] ,sk =Br,g)

The most important differences between FALCON and MODFALCON are in the key
generation; since we generate different, more generic lattices, our methods and choice
of parameters need to be generalized as well.

The Gram-Schmidt slack. Using Lemma and the fact that the NTRU lattice has
determinant ¢%, one checks that |B|as > ¢V, In [DLP14], it is experimentally
shown that for n = 1, one can carefully select Dy and D, so that one can get close to
that optimal lower bound /g by a factor 1.17. By performing our own experiments, we
extend this approach to higher values of n. We found that with constant probability,
one can get ||B|las < GS_SLACK - ¢/t where GS_SLACK > 1 is some “slack” which
quantifies the gap between the lower bound of ||B||gs and what we can achieve in
practice. Concretely, we take:

For n =1, GS_SLACK = 1.1T;
For n =2, GS_SLACK = 1.17; (1)
For n = 3, GS_SLACK = 1.24.

The distributions Dy and D,. For the security of trapdoor sampling procedure in the
GPV framework, it is needed to sample discrete Gaussians in R with a standard de-
viation parameter above the GS-norm of the trapdoor basis. To maximize security, we
would like this GS-norm to be as small as possible (this makes signature forgery harder).
Thanks to Lemmal[2.2] we can control | Bp g|cs by careful sampling of the rows of By g.
In particular, we can try to have all rows of essentially the same norm.

To do so, we notice that orthogonalizing a random vector over a random subspace of

dimension n + 1 — 4 of K"*! typically shrinks its Euclidean norm by a factor 4/ n’ﬁiz

This effect can be compensated by sampling each row [fj1,..., £, g] according to a
' i i iati oL g/t
discrete Gaussian with standard deviation GS_SLACK Ty ¢ (the factor

d comes from the fact that the Euclidean norms are for vectors in RA"+1)). Overall,




we expect that ||B|lgs < GS_SLACK - ¢'/("*1) with constant probability (if n is bounded
from above by a constant).

Completing the trapdoor basis. A full basis of the NTRU lattice is needed to perform
trapdoor sampling. Hence we need an extra vector [g‘—f ] € R™! to complete [gt‘—F]
into B g. When n = 1, this boils down to solving a “Bézout”-like equation over R, which
can be done efficiently by a recursive approach [PP19] exploiting the tower structure
of R = Z[z]/(z? + 1). We show how to reduce our current situation to the case n = 1.
From Schur’s complement formula, we have:

detx (Brg) = det (F) - detg (g — - FL. gt)
= detg(F) - g — f-adj(F) - g".

We let £ = (£,0,...,0), so that this equation becomes g-detx(F)—A-f = q € R, where
det(F) € R, A € R is the first coordinate of adj(F) - g' and can be computed once F
and g have been generated. Then we can solve for f, g using [PP19].

Implicit computation of |[M(Brg)|/cs. The matrix Bp g is entirely resampled if its
Gram-Schmidt norm is larger than a certain threshold, thus it might be resampled a
few times; on the other hand, computing [ g‘ —f ] (following the trapdoor completion pro-
cedure described in the previous paragraph) is somewhat computationally expensive so
we only want to do it once. Recall from Lemmathat IM(Brg)llas = max;epn {[Ibill},
and that we have

n+1 ~

q2 = detK(BFVg . BF,g*) = H <bza Bz)K

Once [gt ‘ —F] has been sampled, we can app1~y Lemmato compute all the (lN)Z, BZ> K’S

for i < n and deduce the remaining (b,,11, b, 1)K, of which ||Bn+1\|2 is the constant
coefficient. We can hence compute |[M(Bgg)| s before completing M(Bg ), allowing
us to make only one single call to the trapdoor completion procedure.

=1

3.2 Signature and verification

As in the original FALCON scheme, the signature is a pair (r,S), where r is a hashing
salt and S encodes a short vector s such that s-vk = H(r||msg). The core technical part
of the signing procedure is, once H(r||msg) has been computed, to use the secret key
Br g to sample a proper s. This is done via a technique known as fast Fourier sampling,
developed in [DPI6/PFHT19].

Signature: (sk, msg) — (r,.5)

Require: A standard deviation parameter o

: Get r <> U({0,1})*

: < H(r[jmsg) € R, and let ¢ = (,0,---,0)
: Compute t = c - Bl;l

g
Compute z € R™ such that s := (t — 2) - Br,g <> Do_cyrnu.c

: S = Compress(s)
: return the signature (r, S).




Verification: (vk, msg, (r,S)) — accept or reject

Require: A fixed bound p on the length of the signature
1: s + Decompress(.S)

: If ||s|| > p, return reject

: If s - vk # H(r||msg), return reject

return accept

NN

The procedures Compress and Decompress. Our compression and decompression pro-
cedures are identical to the ones used in FALcON [PFHT19, Section 3.11.2]: for each
integer coefficient, the sign as well as the |logy(c)] — 1 least significant bits are naively
encoded (i.e., copy-pasted), whereas the remaining most significant bits are encoded
following a unary encoding.

The standard deviation parameter o. This parameter should be large enough so that the
output distribution of the fast Fourier sampler is close to a prefect discrete Gaussian. To
apply the Rényi divergence arguments of [Prel7, Section 3.3 and Lemma 6], it suffices
to take o > n(R") - [M(Brg)|lgs with e = ﬁ, where Q; is a given upper bound
on the total number of signatures generated using a single key pair, and A\ := 256 is
an upper bound of the bit security we are aiming at (we could optimize the value of A
for specific bit-security targets, but this has negligible impact).Concretely, the standard
deviation parameter o is set using the bound on 7. given by Lemma [2.1

Fast Fourier sampling for module NTRU Lattices An in-depth description of Fourier
sampling is outside of the scope of this work, and we refer the interested reader to [PFH™19].
Here, we outline the main operations and how they can be modified to fit our design.
The sampler uses a well-designed tree representation of the trapdoor basis B g. Re-
call that the LDL decomposition of a symmetric positive definite matrix G writes it
uniquely as G = LDL*, where L is lower triangular with 1’s on its diagonal, and D is
diagonal with positive entries. The tree is built using successive LDL decompositions
over K of the Gram matrix G = By g - B;‘,g'

The root of the tree is labeled the lower corner of the first L factor, and the leaves
corresponds to the entries in the diagonal matrix D. The next level of the tree is obtained
recursively by repeating the procedure on the diagonal blocks, using the fact that K has
a tower structure of quadratic extensions over Q. At the bottom of the tree, the leaves
are labeled with rationals describing the needed standard deviations for the sampler to
output signatures with the correct distribution.

For FALCON, with n = 1, the first level of the tree contains two entries, as G € K2*2,
In our design, and more generally for an input basis in K™*", the first level is labeled by
the n(n—1)/2 entries in the lower corner of L, and there are n leaves each corresponding
to an non-zero entry of D. This is the only modification for building the tree as, starting
at the next level, the same procedure as in FALCON is used to complete the tree.

The rejection bound p. For security, we want p to be small. However, the norm of a Gaus-
sian of standard deviation o will have a median and an expected value of o\/d(n + 1),
so if we do not want to restart the signing procedure too many times, we should take p
larger than this value. One can explicitly bound the rejection probability using [Lyul2)
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Lemma 4.4]; for example taking

p=|11-0+/d(n+1)]. (2)

ensures, for all parameter sets in this paper, that less than 1 % of the signatures will be
rejected. This is clearly sufficient for our purposes.

The salt r. Outputting two different signatures s # s’ for the same hash p allows to get
a short vector in the NTRU lattice and is therefore highly undesirable. If the salt r does
not have enough entropy, an adversary may query signatures for the same message msg
until H(r||msg) = H(r'||msg) for r # r’. We require that:

)\r Z A + 10g2 QSa (3)

where \ is as above. Taking r < U({0,1}*") and applying the birthday paradox, an
adversary making @, signature queries will find colliding hashes with a probability
upper bounded by about 1 — exp(—Q2/2M+1) =~ Q2/2M+1

Key-recovery and signature-recovery modes. The scheme can be instantiated in signature-
recovery mode. Writing s = (s1,s’) € R x R™, we have

s1 = H(r|lmsg) — s’ - k', (4)

therefore s; can be deduced from the rest of the signature and does not need to be
sent. This optimization is used in [DLPT4/PFHT19] to reduce the signature size and it
applies here too. This shrinks the signature size by a factor roughly (n + 1)/n.

The scheme can also be instantiated in key-recovery mode. A special case of this idea
is proposed in [PFHT19, Section 3.13]. We generalize it here. Observe that if n—1 entries
of h and a hash of h are known, then this is enough to recover h entirely. Indeed, the
public key h satisfies the linear equation (4)). Hence, upon reception of a signature, one
can recompute a candidate h* from this equation and check whether its hash matches
the one in the public key. This allows to replace the public key by a hash thereof.

Asymptotic security of MODFALCON A signature scheme based on the GPV frame-
work can be shown to be enjoy (strongly) existential unforgeability against adapta-
tively chosen message attacks (also abbreviated as sEUF-CMA security) in the classical
random oracle model, when the verification key is statistically close to uniformly ran-
dom [GPV0S]. It was showed in [BDFT11] that sEUF-CMA security also holds in the
quantum random oracle model, in which the adversary can make quantum superposi-
tion queries to the random oracle. For the case n = 1, the distribution of the public
key is almost uniform if the entries of f, g are discrete Gaussian of standard deviation
around /g (see [SS13]). The next statement extends this result to larger ranges of n. It
is adapted from a more general new result presented and proved in Appendix [A]

Theorem 3.1. Letn > 1 be an integer and ¢ = 3 mod 8 be a prime. Let s > 2dg*/ (n+D+2/(d(n+1))
and &, be the distribution of F~'g! mod ¢, when F < Dy gnxn is invertible modulo q

and g <= Dy gn. Then the statistical distance between Es and the uniform distribution
over RZI‘ is 27 52(d)

Note that our concrete scheme parameters are not compatible with the above, be-
cause they do not satisfy the assumptions of Theorem Nevertheless, we believe they
increase our confidence in the soundness of the design rationale.
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4 Concrete instantiation

In this section, we explain how to instantiate the various parameters of MODFALCON, to
optimize the sizes of the signatures and public keys, under the correctness and security
constraints.

4.1 Setting the scheme variables

We briefly summarize how we obtain the scheme variables. The maximal number of
signature queries is Qs = 2%4; this is the number specified in the NIST call for post-
quantum cryptography standardization [NIS16]. The value GS_SLACK > 1 is deduced
from extensive experiments and given in . The salt bitsize A, shall verify ; just
like FALCON did, we simply take A, = 320 (for the bit security that we achieve, A, = 256
would actually be sufficient).Finally, the rejection bound p on the Euclidean norm of
signatures is given in . Table [2| lists scheme variables for various parameter sets of
FaLcoN and MoDFALCON. All the parameter sets we consider use the same modulus
q = 12289, as efficient code for the arithmetic in the resulting ring R, is available.

Table 2. Variables for FALCON and MODFALCON parameter sets

Scheme n d GSSLACK p Ar
FALCON-512 1 512 1.17 6598 320
FALCON-1024 11024 1.17 9331 320
MODFALCON-2-512 2 512 1.17 1512 320

4.2 Security analysis of ModFalcon

Our signature scheme follows the design of FALcoN [PFHT19|, and the applicable at-
tacks are similar. The most notable difference is the use of sublattices to produce sig-
nature forgeries: this attack strategy does not seem fruitful in the case of Falcon, but it
actually drives the concrete security in the module setup.

The most efficient attacks against schemes based on NTRU-type cryptosystems typ-
ically rely on lattice reduction [Sch87|SE94]. The lattices to be reduced correspond to
Z[z]/(z%41)-modules of (module) rank > 2. There exist algorithms [CDPRIGICDWI7JPHS19)
to compute short vectors in rank-1 Z[z]/(z? + 1)-modules (a.k.a. ideal lattices), which
outperform algorithms for generic lattices such as [SE94] for some ranges of approxima-
tion factors. No such improvement over all-purpose lattice reduction algorithms is known
for modules of rank > 2. For example, the recent module-LLL algorithm from [LPSW19]
relies on an oracle for solving the Closest Vector Problem for lattices of very high di-
mensions. It is possible to use automorphisms (multiplying a given short polynomial by
2 modulo 2 + 1 to create another short polynomial), but this is not known to bring
more than a small polynomial improvement that is negligible compared to the overall
exponential cost. For such module lattices or rank n > 2, the approach so far is to
view them as Z-lattices of dimension nd. This is the approach used to analyze the se-
curity of all 11 candidates of the 2nd round of the NIST post-quantum standardization
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process that rely on algebraic lattices. Our analysis thus focuses on Z-lattice reduction
algorithms, and follows standard works on NTRU schemes [ZCH™19/BCLv19).

Lattice reduction attacks As is now standard in lattice-based cryptography, we fol-
low the core SVP hardness methodology put forward in [ADPS16]. The attack is viewed
as an instance of a lattice problem, which is solved by the BKZ algorithm [SE94]. At
a high level, the BKZ algorithm calls an SVP oracle in dimension 8 as a subroutine,
where [ is the selected block-size. The analysis determines the minimal 5 that allows
to break the scheme, and the cost of the attack is bounded from below by the asymp-
totic cost of the best known algorithm for classically [BDGL16] or quantumly solving
the Shortest Vector Problem with this block-size [Laalb]. This strategy is typically
viewed as conservative, as BKZ in fact calls the SVP-solver more than once, the asymp-
totic cost of the SVP-solver hides polynomial factors and SVP-solvers typically require
the management of a large amount of (potentially quantum) memory. The algorithm
from [BDGL16] (resp. [Laal5]) returns a shortest non-zero vector in a lattice of dimen-
sion B in 20-2928(1+0(1)) (lagsical operations (resp. 20-2655(1+0(1)) quantum operations).
The classical bit-security and quantum bit-security are hence defined as A¢ := 0.2920
and Ag := 0.26503, respectively.

Going into more details, BKZ with block-size 3 is assumed to return a basis of the
input lattice whose vectors have Gram-Schmidt norms that decrease geometrically.

Heuristic 1 (Geometric Series Assumption (GSA), [Sch03]) Let £ be a full-rank
lattice with basis B € R"™" with rows b;’s. After execution of BKZ with block-size 3
on B, the norms of the Gram-Schmidt vectors satisfy

1/(2(8-1))
~ . /8.
I — —2(i=1)+r 1/r _ (7T,8) B
[bill = 04 Vol(L)"/" , where dg (27re .

The GSA has been backed-up by extensive experimental results [GNO8//Chel3JAGVWITIYDI7BSW18§],
and it has been found to be very accurate for large block-sizes.

Key recovery In this scenario, the attacker is given the basis Bytru of LnTrU, and
aims at finding the first dn rows of B g. For this purpose, it runs BKZ in block-size 3
on M(BnTru). We consider that it wins if it finds any of these dn rows.

The Lxtru has volume ¢% and rank d(n + 1). Following the specifications of our
scheme, we expect all rows of ﬁ;; to have essentially the same Euclidean norm around

@S_SLACK - ¢~/ ("1 As this is less than the expected norm %ql/(”“) of a shortest
non-zero vector of a lattice with the same volume as LnTryu, we expect these vectors to
be the shortest non-zero vectors in LyTryu. We hence rely on the GSA-based analysis
from [ADPSI6JAGVWIT] to quantify the hardness of finding these unexpectedly short
vectors with BKZ. Concretely, BKZ with block-size 3 is expected to find such a vector

when

5 2B—d(n+1)
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Signature forgery A signature forgery corresponds to finding a point of LyTru at dis-
tance at most p from a vector c of the ambient space derived from the message and the
signature salt. As p is significantly above the norms GS_SLACK - ¢'/("*1) of the vectors of
LntrU corresponding to the secret key, this is an instance of the Approximate Closest
Vector Problem (CVP). To solve it, the first step is to apply BKZ to M(BnTru) with
a large block-size 8 (to be determined below). Then one takes ¢ and uses Babai’s near-
est plane algorithm to shorten it, using the obtained BKZ-reduced basis B of LNTRy-
The resulting vector t' := t — b for some b € LxTru can be written t' = ). t/b;
with [¢;] < 1/2 for every 4, and hence, under the GSA:

qn%l_ Z (5%)—2(i—1)+d(n+1)'
i<d(n+1)

IE']1* <

|

This attack strategy can be improved in two ways, and these improvements actually
lead to the best known attacks against MODFALCON. The first improvement consists
in modifying Babai’s nearest-plane algorithm so that it calls an exact CVP solver for
the lattice spanned by the first 8 vectors of the BKZ-reduced basis B. The sieve al-
gorithms [BDGL16/Laal5] can be (heuristically) adapted for this, for the same cost as
solving SVP in dimension SB. As a result, this adaptation of Babai’s algorithm is not
more costly than the call to BKZ in block-size 8. On the other hand, it allows to find
a vector t’ satisfying:

B 1 d(n+1) . i
||t’H2 < e (5%)61(71-1—1)—(5—1) + = Z (5g)—2(z—1)+d(n+1) g
i=B+1

Let us explain how we obtain the first summandﬂ First, we assume that the lattice Lg
spanned by the first § vectors of B behaves as a random lattice. Then, the (squared)
expected distance between this lattice and a random vector in its span is the same as
the expected minimum for that lattice. Assuming GSA, we can compute the volume
V of Lg and thus estimate its minimum thanks to the Gaussian heuristic as A\i(Lg) =

B/(2me) - V18 this gives precisely the first summand. For the values of 3 that we
consider, the first term is larger than the second one, and we will just delete the second
one, resulting in the inequality

e < oo gl gt
e

The second improvement relies on the observation that one can consider a subset of
the rows of M(Bnrry) rather than the full matrix M(BnTru). There does not seem to
be an advantage considering another subset then those obtained by erasing the first k
rows, for k < nd (as h is essentially uniform modulo ¢). The volume remains ¢%, but the
dimension decreases to d(n + 1) — k. In the equation above, this allows to decrease the

(n+1) to 5g(n+1)— n+1)—k)

term 5; k, at the expense of increasing the term gL/ (D) g g/ (d(

8 It was incorrectly derived in previous versions of this paper. Interestingly, while the new estimate is
better for the attacker, the improvement is too small to be noticeable on the resulting blocksizes and
security level for our scheme.
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Overall, we obtain the following success condition for a signature forgery:

d

Interestingly, optimizing over k does not help for FALCON but does for MODFALCON.
Combinatorial and hybrid attacks Described in [How(7], these attacks combine

lattice reduction and a meet-in-the-middle approach, and can be used to recover a line
of the trapdoor basis (which we again assume is a win for an attacker). The idea is to

decompose a line as b = (g, f1,...,f,) = s1+s2 (where s1, resp. s, is the vector of first,

resp. last, coordinates). The meet-and-the-middle phase makes a guess for sy and checks
1 1

for collision using that plausible candidates for (s1, s2) should satisfy s;- [ht] ~ S9- [ht} ,

as b is short. For our parameters, it will be less efficient than a direct attack without
improvements.

To further improve the efficiency, the attacker can perform lattice reduction on a
suitably chosen sublattice of LxyTry. The efficiency of the approach is then obtained by
assessing the trade-off between the dimension of the lattice and the size of the remaining
“guess-space” (see, e.g.,[BCLvIOHPS™17]). However, even with such trade-offs, these
types of attacks do not affect our scheme, as we now explain.

Hybrid attacks are mostly considered for secret keys with entries in {—1,0,1}, be-
cause their efficiency decreases drastically when the size of the entries increases: indeed,
the space of possible guesses grows exponentially with the size of the entries. Also, in
some NTRU-based encryption schemes, it can happen that the keys are really “sparse”
(with a lot of coefficients equal to 0), to increase the scheme efficiency. The efficiency of
hybrid attacks also relies crucially on the sparseness of the vector to be recovered, as it
also conditions the size of the guess space.

One could argue that the speed-up due to rotations and the number of lines could
play a role. However it can be seen (borrowing for example the analysis in [BCLv19])
that the speed-up is overall negligible due to the lack of sparseness of the keys, which
means we can focus on discussing sparseness. In particular, it can be observed in our
scheme that the vector which completes [gt‘—F] into a basis is sparser than the others,
since d(n — 2) entries are 0’s while the others rows are Gaussians. Yet the remaining 2d
entries are not small, nor are the corresponding fields elements sparse in general.

Other attacks As observed in [ABDI6/KF17], when the modulus ¢ is sufficiently large
compared to the magnitudes of the NTRU secret key coefficients, the attack on the key
based on lattice reduction recovers the secret key better than described in Section[4.2] In
the case of the NTRU signatures, the magnitudes of the secret key coefficients are of the
order of /g, which is far too large compared to ¢ for the attack to be applicable. More
generally, this attack was considered irrelevant by all the NTRU-based submissions to
the NIST standardization process. The same applies to our concrete proposal, which
relies on a fairly small modulus q.

Finally, as the signing algorithm of Falcon is admittedly rather complex, an imple-
mentation thereof could potentially be vulnerable to timing attacks. Nevertheless, an
efficient constant-time implementation was recently proposed [PRR19]. In our case, this
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existing code can be reused inside the MODFALCON signature algorithm. This would
allow to obtain a constant time implementation of the latter.

Conclusion After a detailed analysis of known attacks, the best attacks we found
are based on lattice reduction (Section . The success condition of the best known
attacks for key recovery and signature forgery are given by and @, respectively.
The security levels implied by these best known attacks are given in Table [3| These are
computed by light python scripts, available at https://gofile.io/7c=ANXatH.

Table 3. Bit security estimates. 8 is the BKZ blocksize, k is the optimal sublattice dimension in @
and A is the quantum bit security level.

Scheme Key recovery Signature forgery @
B Ao Ac Bk Ao Ac

FALCON-512 504 134 147 411 1024109 120

FaLcon-1024 998 264 291 952 2048252 277

MODFALCON-2-512|717 190 209|658 1203174 192

4.3 Implementation and performance

Table 4. Performance comparison between FALCON and MODFALCON. |vk| and |sig| denote the size in
bytes of the public key (exactly) and signature (on average), respectively. All the schemes use the same
modulus ¢ = 12289.

The first table is for the signature-recovery mode.

Scheme n d |vk| [sig] Ag Ac
FALCON-512 1 512 897 658 109 120
FaLcon-1024 11024 1793 1274 252 277

MODFALCON-2-512 2 512 1792 972 174 192

The second table is for the key-recovery mode.

Scheme n d |vk| [sig] Ao Ac
FALCON-512 1 512 281276 109 120
FALCON-1024 11024 63 2508 252 277

MODFALCON-2-512 2 512 940 1438 174 192

We implemented a complete proof-of-concept implementation of MODFALCON in
Python: it can be found at https://gofile.io/7c=YnCEPM. The sizes given in the ta-
bles above are directly obtained from this implementation, which is provided as supple-
mentary material. As it is an un-optimized Python implementation, the running times
are not meaningful. In practice, an optimized implementation would obtain timings close
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to those of FALCON: the running times of the signature and verification procedures grow
with n, but n remains small in our case.

We observe that MODFALCON-2-512 achieves quantum bit security above 128, but
has signature size significantly smaller than that of FALCON-1024.

5 Public Key Encryption and Encapsulation

In this section we describe an extension of the well-known NTRU encryption schemes to
NTRU lattices of larger ranks. There are several approaches regarding the management
of the noise involved in the scheme. However, as ultimately this design did not allow us
to improve upon other NTRU-type schemes [ZCHT19/BCTLv19]), we merely stay at a
high-level description. The following subsections deal with security matters and discuss
parameters choices.

5.1 A public key encryption scheme

Let n > m be integers, and ¢ > p be coprime odd integers. Let Dr and Dg be distri-
butions over R™*™ and R™*™, respectively. We assume that the infinity norms of the
samples are bounded by some constants, i.e., for any F=(f;;)<=Dr and G=(g;;)<Dg,
we have || fij|lco<Br and ||gij||co<Bg for some integers Br and Bg.

Key-Generation
1: repeat

2 Sample F + Dp

3: until F is invertible mod ¢ and mod p

4: Sample G < D¢
5
6

: H+ pF~'G mod ¢ in R}*™
: return (pk =H,sk=F)

Encryption: (pk = H, (r,e) € R™ x R")) — c € Ry

1: return c'+ Hr' + e’ mod ¢

Decryption: ((pk = H,sk =F),c) — (r,e) € R]" x R}

d’ « Fc' mod g

z' « d* mod p

et — F !zt modp

s vl (H'H) 'H(c' — e') mod ¢
: return (r,e)

g W

Key generation is defined similarly to MODFALCON key generation, except that there
is no need for a trapdoor basis. Encryption and decryption are matrix generalizations
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of NTRU encryption and decryption. Note that decryption can be accelerated by com-
puting HY = (H'H) 'H! mod ¢ and F~! mod p in the key generation algorithm and
storing them along with F.

Arguments for security The security relies on adaptations of two well-known assump-
tions. The first states that it is impossible for an adversary to distinguish the public key
from a uniformly random matrix modulo ¢. This is sometimes referred to as “the NTRU
assumption” or “the DSPR (decisional short polynomial ratio) assumption” and can ac-
tually be shown to hold for certain ranges of parameters [SS11] when n = m = 1. Outside
these parameter ranges, it is assumed to hold (see for example [LTVI12JSHRS17]). The
second assumption is known as Module-LWE, which (informally) states that an attacker
is unable to distinguish between (H, Hr! + e’ mod ¢) € Ry*™ x Ry and a pair of ran-
dom elements [BGV12]LS15]. Under these assumptions, the presented scheme provides
pseudorandom ciphertexts, for random plaintexts (it is OW-CPA).

5.2 Toward a practical key encapsulation mechanism

By [SXY18|, a pseudorandom PKE can be generically converted into an adaptively
secure KEM in the QROM, if the PKE decryption never fails and the valid ciphertexts
are few in the ciphertext space. Moreover, this conversion is tight. Our scheme enjoys
these two properties for suitably chosen parameters. Informally, perfect correctness is
obtained by requiring that ||r|| and ||e|« are no larger than (p — 1)/2 and that p is
small compared to g. Sparseness also follows from the largeness of ¢ compared to ||r||oo
and /€| co-

Lemma 5.1 (Correctness). If ||e]|c, [|t]|cc < (p—1)/2 and (nBp+pmBg)d(p—1) <
q, then the scheme is perfectly correct.

Proof. The decryption algorithm first computes d* = F-c! mod ¢ € Ry . For c generated
using the encryption algorithm, we have, modulo g¢:

d' = F(e' + Hr!) = Fe! + pGr'.

Now, thanks to the assumption, we obtain that the equality above also holds over R
since:

[Fe’ + pGr'|loc < [|Fe’[loo + pl|Gr'|loo
<n-dBr(p—1)/2+p -m-dBg(p—1)/2
= (nBg + pmBg)d(p —1)/2 < q/2.

Therefore, modulo p, we have that z'! = d* = Fe! + pGr! = Fe!. From this, we obtain
that e’ := F~! .z’ mod p in fact holds over R. The vector r can then be recovered by
Gaussian elimination.

Parameter choices There are several ways to instantiate the final KEM. The first con-
sideration is the moduli p and ¢q. With the standard choice of p = 3, perfect correctness
can be achieved even for ¢’s that are used by other schemes (such as KYBER [SABT19)
and NEWHOPE [PAAT19]) as long as the entries of F and G are sufficiently small. The
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reason to opt for such ¢’s is that they allow a fast multiplication based on the Number
Theoretic Transform, as already mentioned when presenting MODFALCON.

A second consideration is the distribution of F and G. By taking them sufficiently
large (and taking a prime ¢ satisfying ¢ = 3 mod 8, contrarily to the above), one can
guarantee that the distribution of the public key is within exponentially small statistical
distance from uniform (as showed in appendix). Nevertheless, this forces to take a
much larger ¢, and makes the scheme quite uncompetitive in terms of performance. For
this reason, we would rather recommend taking F and G with very small entries, as
is typically done for practical NTRU encryption. There is no known attack for such
parameter choices, for NTRU-based NIST candidates.

The next concern is the way in which the vectors r and e are sampled for each key
encapsulation. A possibility is to rely on discrete Gaussians of a large enough standard
deviation. However, because of the wide support, using them while guaranteeing perfect
correctness via Lemma [5.1| would require a large modulus q. To avoid this caveat, the
usual choice of NTRU variants is to have r and e take values in a small interval, such as
{-1,0,1}, and possibly require that there are few non-zero entries. Another approach is
to choose e deterministically, by rounding the random vector Hr' to the “closest mul-
tiple” of some other modulus 7, like NTRU PriME [BCLv19] and SABER [DKRV19).
With careful tuning of all parameters, we obtained ciphertexts of bitlengths roughly
equivalent to those of NTRU PrIME, NTRU [ZCH™ 19| and several other lattice-based
round-2 NIST key encapsulation schemes, for similar security levels. As we did not man-
age to make them strictly advantageous from some angle, we considered that this did
not justify a full description.
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A Almost uniformity of ModFalcon’s verification keys

The purpose of this section is to extend the proof of uniformity of NTRU public keys
from [SS11] to larger n. We show that F~lg? mod ¢ is pseudorandom as long as the
entries are of standard deviation essentially ¢/ ("1 which is the case in our scheme.
In fact, we obtain a more general result, as we are able to also handle matrices for the
“g component”. For n > m, F € R™*" invertible modulo ¢ and G € R™*™, our result
essentially states that if the entries in F, G are discrete Gaussians of standard deviation
essentially g™/ tm) then F~1G mod ¢ is pseudorandom. This can be seen as a general
Leftover Hash Lemma over number rings handling also matrices.

More precisely, the statement is proved only for primes ¢ = 3 mod 8. The reason is
that our proof technique relies on an inclusion-exclusion argument to handle sublattices
of some LynTru; these sublattices come in two layers, one corresponding to the ideal
factors of ¢ and one to enumerate all the possible nullspaces of the matrix F~!G in
Ry*™. Such ¢’s have a small splitting pattern in R, which means that the “ideal factor”
layer of the inclusion-exclusion can be managed by a probability overestimate. This
overestimate becomes too loose when the splitting pattern involves more ideals. We
leave it for further work to overcome the increased technicality of the proof technique
to handle all ¢’s.

For s > 0, we let Dpnxm ; denote the distribution over R"*"™ whose entries are
distributed from Dp g, and Dqr,, (R q),s Pe the restriction of Dgnxn  to the set GL, (R, q)
of matrices in R™*™ that are invertible modulo ¢. Lastly, we define the distribution &£, as
the distribution of F~'G mod ¢ when F is sampled from Dqr, (r,),s and G is sampled
from Dpnxm 5. The following theorem is the main result of this section.

Theorem A.1. Let K be a cyclotomic number field of degree d and maximal order R.
Let n > m > 1. Let q be a prime integer which factors as qR = p1p2, where the p;’s
have algebraic norm q¥/2. For s > 2dg™/ (ntm)+2/(d(ntm)) e haye:

A (&, U(RP™)) < 2792,

A.1 Additional notations and lemmas

The expectation of a (function of a) random vector X is denoted by E[f(X)]. If two
distributions D1 and Dy are over the same countable support (2, their statistical distance
is

A(D1, D7) = % > D1 (w) — Da(w)] = > [Di(w) = Da(w)].

wes? w:D1(w)>Da(w)
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For any countable set S and function f defined over S, we let f(S) = . f(s). For
any lattice £, the Poisson summation formula gives

po(L) = (VoL L) ™" - s py (7).

We will need the next lemma, which essentially motivates the definition of the smoothing
parameter.

Lemma A.2. Let £ be a rank d lattice, and ¢ € (0,1). For any s > n(A), we have
ps(L) € [1+¢]-s4(Vol L)L,

The proof will use results and tools from algebraic number theory that are now
considered as standard. We refer to e.g. [LPR10] and [RSWI§| for further details on
ideals in number rings, and provide below only some notation and lemmas that will be
used. The discriminant of a number field K is written Ag. The algebraic norm of an
ideal I is denoted by N(I).

Lemma A.3 ([LPR13, Th. 7.2]). For any ideal I C R and s > 0, we have:
p1a(I) < max(1,N(1) 15~ (1 + 272)

The proof also uses some results on (finitely generated) modules over number rings
(see also [LS15]). The dual of a R-module M C K" is MY := {y € K" : Vx €
M, Tr((x,y)Kk) € Z}, where Tr denotes the field trace (equivalently, the trace of the
multiplication matrix). By linearity of the trace, we see that Tr({x,y)x) = d(x,y*),
where we implicitely consider coefficient vectors in the right inner product. This shows
that L(M)* = L((dMV)*).

For any v € R"™, any ideal I of R and any k£ > 1, we will consider modules lattices
of the form

AF(v) ={X e R®" . X .v! =0 mod I},

The next result is known for other types of module lattices ([SS13JRSW18]). Its proof
is standard and given for the sake of completeness.

Lemma A.4. Let K be a number field with mazimal order R, and I be an ideal in R.
Let k,n > 1. Then, for any v € (R/I)"\ {0}, we have

AFF)Y = ((IY/RY) -v + (RV)")".

Proof. Tt suffices to prove the result for k = 1, as A7¥(v) is the direct sum of k copies
of Af1(v). Let L = (IV/RY) - v + (RY)1*". We proceed by double inclusion, starting
with L C AF1(v)Y. Let x € A7!(v) and y € L. There are A € IV/RY and r € (RV)'*"
such that y = A -v + r. Therefore, we have (x,y) = A(x,v) + (x,r). By definition
of AF1(v)Y, we have (x,v) € I so that the trace of the first term is an integer. The
second term is in RY so it also has an integer trace, and the first inclusion is proven.

By duality, the second inclusion is equivalent to LY C A+*(v). Let x € LY. A vector
y in its dual is of the form y = A - v +r with A € IY/RY and r € (RY)'*". Consider
A = 0 and let r vary across vectors with all but one entries being 0: the fact that the
trace of (x,y) is an integer implies that x € R™. Now, consider r = 0 and let A vary in
IV/RY: the integrality of the trace implies that (x,v) is in I.
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A.2 Gaussian mass of matrices invertible modulo ¢q

We now show that the Gaussian mass of GL,,(R, q) is essentially the full Gaussian mass
of R™ ™ for q prime such that the prime factor ideals of ¢R have large algebraic norms.
This will prove useful as the trapdoor matrix F is sampled in R™*™ conditioned on
being invertible modulo ¢, More precisely, we obtain the following result.

Theorem A.5. Let K be a cyclotomic number field of degree d and maximal order R.
Let n > 1 and let ¢ an unramified prime integer such that each prime factor p of qR

has algebraic norm 29 Assume that s > 2(Ag N(p)%)l/d. Then

snid < 4d ol
A N(p) ~ N(p)"™”

ps(R™"\ GLp(R,q)) < 2d R™™).

Observe that being non-invertible modulo ¢ is equivalent to being non-invertible
modulo at least one prime factor of qR. Let p be such a prime ideal. By the union
bound and the fact that for our choice of R the prime factors of gR are isometric, we
have

ps(R* "\ GLn(R, q)) < d- ps(R"*" \ GLn(R, p)).

At this stage, it is worth recalling that R/p is a finite field of characteristic ¢q. Being
non-invertible in (R/p)™*™ is hence equivalent to having a non-zero vector in the kernel.
Since any two non-zero colinear vectors generate the same line, we can write

nXn 1 n
ps(R"™\ GLn(R,q)) < d- m Z Ps(/l#_ (v))
vE(R/p)™\O
Np)" -1 n
<d- N((p))—l By u((rpmo) [os(A5"(V))].

We are hence reduced to studying E[ps(A;"(v))] for v uniformly distributed in
(R/p)™\ 0. For this, we will use the Poisson summation formula, which will involve the
dual of Aé‘”(v). The following technical lemma holds for an arbitrary number field K
and an arbitrary prime ideal p. Note that it implies Theorem

Lemma A.6. Let K be a number field of degree d and mazximal order R. Let n,k > 1
and ¢ > 2 be an unramified prime integer. Let p C R be a prime factor of qR. For any

s> 2(Ak N(p)nﬁil)l/d, we have:

’EVHU«R/W\(}) T N0 N —

(snd/N(p))*

Proof. Let v € (R/p)™\ 0. The lattice /lplk(v) is the direct sum of k copies of A!(v).
The latter has index N(p) in R" (using the fact that p is prime and v is non-zero).
Hence det(A;*(v)) = N(p)*. By the Poisson summation formula and Lemma , we
have:

Snd k
Ps(/lﬁ'k(V)) _ (W) X pl/s((p\//R\/)kxl . Vt + (R\/)kxn)
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We focus on the expectation of the latter Gaussian sum, and aim at showing that it is
very close to py/5(RY)™ ~ 1. We have:

By [0V /R (RYY)] = g (R

= > EJ[]] puslaiv; + RY)

x€(pV/RV)*\0 1€[k]
J€E[n]
nk
< E | | v; + RY).
< N(p)” 1 pl/S(‘rlvj +R )

x€(pY/RY)F i€[K]
ve(R/p)™ J€[n]
21,0170

For the inequality, we used the facts that that (p¥/RY)*\ 0 = Uiem ix € (pV/RV)F
zi # 0}, (R/p)"\ 0 = Ujep{v € (R/p)" : v; # 0}, and that each set in these unions
has the same Gaussian mass.

We now provide some intuition on how the sum above will be handled. We aim at
separating the variables andswapping the order of the sum and the product. However,
the function being summed is not a product of functions of independent variables.
Indeed, in the sum over x and v, there are n + k independent variable (over p¥/RY
and R/p, which are two representations of the same finite field Fy(,)). On the other
hand, the product consists of nk terms involving the non-independent variables z;v;. In
what follows, we restrict the product to i =1 or j = 1, to have n + k — 1 independent
quadratic terms. Concretely, we write:

II piys@ivi + By =TI pijst@iv; + BY) - T p1js(aiv; + RY)
1€[k] i=1 or j=1 i,5>1
J€E[n]

< Pl/s(Rv)(n_l)(k_l)' H p1/s(zivj + RY).

=1 or j=1

The inequality holds because the Gaussian sum of a lattice coset is maximized for the
zero coset.Next, we apply a change of variable over the summand (x, v). Concretely, we
(bijectively) map (x,v) € (p¥/RY)* x (R/p)"™ with z1,v1 # 0 to (x/,v') with 2| = 21,
x; =z;v; € pY/RY for i > 1 and v} = v;2; € p” /R for j > 1. Overall, we have

> I piystaiv; + RY)
]

x€(pY/RY)F i€n
ve(R/p)™ JeElK]

1,170
< pl/s(Rv)(n D=1 2 H pl/s(gjg + Rv) H pl/s(U;' + Rv)
x'e(pV/RY)" 1<i<k 1<j<n
v/e(p\//RV)k
x},0]#0
- pl/s(Rv)(n D=1 ( Z pl/s(x + Rv>)”+k 2. Z pl/s(x + Rv)
zepY/RY zepV /RV\0

< p1ya(R)PTIE oy (0Y) 2 (prya(pY) = 1),
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From Lemma we have
p1/s(p") < max(1, Ag N(p)s~)(1+27%).

Similarly, since s > 75-24(R), we have py/4(RY) <1+ 2724 We hence obtain:

Z H pl/S(inj + RV) < 2-max (2_2d7 (AK N(p)s—d)n-‘rk—l)‘

x€(pY /RY)* i€[k]
ve(R/p)" j€[n]
21,0170

This leads to the following bound:

By [p1s (07 /RT3t + (RY)m)] — 1]
< dnk
~ N(p)»
<dnk- (2744 (AgsH)"TEFIN(p)R).

-max (2724, (Ag N(p)s~®)"TH=1) + 2nk2~¢

The assumption on s gives the result.

A.3 Proof of Theorem [A.]]

For H € Ry*™, the g-ary orthogonal lattice associated to H is

Aj(H) = {XE R™™ : x. [I}"f] = 0,, mod q},

and NTRU lattices corresponds to m = 1. We have Vol AqL(H) = ¢ In terms of
lattices, taking the direct sum of n copies of this module amounts to considering

A7 (H) = {X e grx(nim) . X [II?I‘} = 0y,xm mod q}

for which we have Vol AqL’"(H) = g™, The next result holds for any finite number of
copies.

Lemma A.7 ([LPR13, Th. 7.4]). Let K be a cyclotomic number field of degree d
and maximal order R. Let m,n > 1 and q > 2.

Then 1y o) (AqL(H)) < 2dgm/ (ntm)+2/(d(nt+m)) = oxcept with probability at most 2~2(4)
over the choice of H « U(Ry*™).
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We now show that for a fraction 1 — 27924 of H € Ry*™, the quantity &s[H] —
|[R2>*™|~! is smaller than g~ 2= 2(d) We haveﬂ

I,
SS[H] = ]P)(FvG)eDGLn(R,q),sXDRnxm,s |:|:GF:| : |:H:| = 0 mod q:|

L
- ]P)(FvG)“DRnx(n-&-m),s |:[GF] ’ [H:| = 0[F € GL,(R, Q):|

< ]P)(FvG)%DRnX(n-&-m),S [[G‘F] = Ajn(H)]
- PFeD e, [F € GLn(R,q)]
ps (45" (H))
ps(GLn(R, q)) - ps(R)™™

We first consider the term ps(/lj "™(H)). To handle it, we use Lemma and
Lemma, We obtain that for a fraction 1 — 2724 of H € Ry™™, we have:

gd(m+n) ‘ - gd(m+n) 2—Q(d).

"05 (Aan(H)) B qmnd

qmnd

Similarly, we have with Lemma again:
|ps(R) o Sd‘ S Sd279(d)
Finally, by Theorem we have:

2 4d
ps(GLn(Rv Q)) > d(l - W)

This provides the result.

9 Note that not much is lost in the inequality only if most matrices in R"*™ are invertible modulo q.
This is the case for example when the rational integer g does not split too much in R.
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