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Abstract. In the Wyner wiretap channel a sender is connected to a
receiver and an eavesdropper through two noisy channels. It has been
shown that if the noise in the eavesdropper channel is higher than the
receiver’s channel, information theoretically secure communication from
Alice to Bob, without requiring a shared key, is possible. The approach
is particularly attractive noting the rise of quantum computers and pos-
sibility of the complete collapse of todays’ cryptographic infrastructure.

If the eavesdropper’s channel is noise free however, no secrecy can be
obtained. The iJam protocol, proposed by Gollakota and Katabi, is an
interactive protocol over noise free channels that uses friendly jamming
by the receiver to establish an information theoretically secure shared
key between the sender and the receiver. The protocol relies on the Ba-
sic iJam Transmission protocol (BiT protocol) that uses properties of
OFDM (Orthogonal Frequency-Division Multiplexing) to create uncer-
tainty for Eve (hence noisy view) in receiving the sent information, and
use this uncertainty to construct a secure key agreement protocol. The
protocol has been implemented and evaluated using extensive experi-
ments that examines the best eavesdropper’s reception strategy. In this
paper we develop an abstract model for BiT protocol as a wiretap chan-
nel and refer to it as a virtual wiretap channel. We estimate parameters of
this virtual wiretap channel, derive the secrecy capacity of this channel,
and design a secure message transmission protocol with provable seman-
tic security using the channel. Our analysis and protocol gives a physical
layer security protocol, with provable security, that is implementable in
practice (BiT protocol has already been implemented).

1 Introduction

Wireless communication provides flexible communication for mobile users, and
with the increasing number of sensors and growth of the Internet of Things
(IoT), will soon become the dominant form of communication. Wireless com-
munication is vulnerable to passive eavesdropping. Wired Equivalent Privacy
(WEP) is a security algorithm that was introduced in mid nineties to provide
security for wireless access points, and was later replaced by Wi-Fi Protected
Access (WPA) protocol [1]. Other communication security protocols such as Se-
cure Socket Layer (SSL) [2] and Secure Shell (SSH) [3] are used for providing



secure services over network. All these protocols rely on public key infrastruc-
ture to establish secure shared key between the sender and the receiver. Shor [23]
proposed a quantum algorithm that efficiently solves the discrete logarithm and
integer factorization problems, rendering today’s public key infrastructure com-
pletely insecure if a quantum computer is invented. With advances in quantum
technologies and projection of 10 years [9] to the development of such comput-
ers, the need and interest in the development of quantum-resistant cryptographic
systems is rapidly growing.
In this paper we consider information theoretically secure communication sys-
tems that is secure against an adversary with unlimited computational power.
Information theoretic security against a passive eavesdropper can be achieved
using one-time-pad. This assumes sender and receiver share a secret key that
is uniformly random and is of the same length as the message. The key must
be chosen afresh for every message. These requirements severely limit the ap-
plication of one-time-pad in practice. Wyner [33] proposed an ingenious model
for information theoretically secure communication that is particularly suited
for securing wireless communication. In Wyner wiretap model, a sender Alice
is connected to a receiver Bob over a main channel. The eavesdropper, called
Eve, receives the communication from the sender through a second channel re-
ferred to as the wiretapper channel. Wyner proved that as long as the wiretapper
channel a degraded version of the main channel (or more generally noisier than
the main channel), there exists an encoding method that provides information
theoretic security for the receiver against Eve. A wiretap code is a randomized
code that is used by the sender to encode the message. Wiretap channel allows
quantum-resistant security using physical layer properties of the communication
channels, complementing security that is provided at the higher layers of proto-
col stack layers using traditional cryptographic protocols. Security definition of
wiretap channels has been strengthened over time with the latest security notion
being semantic security: the strongest security notion for message confidential-
ity. Wiretap channels, however, rely on noise in the channel and need a correct
estimate of noise in the wiretapper channel.
In [13], an innovative interactive physical layer protocol for key establishment
over noiseless channel with security against a passive eavesdropper was intro-
duced. The protocol was implemented and shown to provide security in practice,
by measuring the received signal at Eve, and using the best decoding strategies
to recover the sent information at Eve. The protocol uses cooperative jamming
where the receiver sends a jamming signal that is combined with the sender’s
signal at Eve and creates an uncertain view of the communication for Eve, and
uses that for providing security. One can see the approach as the sender and the
receiver cooperatively creating a virtual wiretap channel and use that to estab-
lish a shared key.
In this paper we follow this intuition and model the main building block of
iJam, referred to as Basic iJam Transmission protocol (BiT protocol), as a vir-
tual wiretap channel, and use it to provide efficient quantum-resistant secure
message transmission with provable security.



1.1 Our Work

BiT protocol uses a coordinated jamming signal of the receiver to construct a
noisy view of transmission for Eve. This is achieved by the sender repeating its
transmitted information block in two consecutive subintervals, and the receiver
randomly jamming one of the time samples of the two subintervals. Coordinated
jamming ensures that the receiver is able to perfectly receive time samples that
allow them to reconstruct a complete copy of the sent information block, while
Eve will have a combination of jammed and unjammed samples which results in
an uncertain view. This is shown to be achievable using appropriate choices of
modulation and transmission technique (OFDM and 2q-QAM modulation - See
Section 2 for description).

We analyze BiT and show how it can be modelled as a virtual wiretap chan-
nel. Since the receiver is able to perfectly recover the transmitted information
block, the virtual wiretap channel has a noiseless main channel. We estimate
parameters of this channel and use them to compute the secrecy capacity of the
virtual wiretap channel, that gives the best asymptotic efficiency for message
transmission over this channel.

The modelling also allows us to adapt existing constructions of wiretap codes
for providing message secrecy. We show how to use the wiretap encoding (seeded
encryption) scheme of [6] to encode messages and then transmit the codeword
using information block coding of the BiT protocol. The BiT protocol creation
of a virtual wiretap channel ensures the seeded encryption will result in message
transmission with information theoretic semantic security. The protocol achieves
optimal efficiency asymptotically. The system thus provides provable quantum-
resistant security, and is implementable in practice (thanks to starting from an
already implemented protocol).

In Section 6 we show how this interpretation of BiT (a mechanism to add
uncertainty in Eve’s view) can be used to extend application of physical layer
security protocols that use wiretap model. In particular we consider a setting
where transmission in the physical channel from the sender to the receiver, is
corrupted by Additive White Gaussian Noise (AWGN), but Eve has a noise free
channel to Eve. Using known results for wiretap channels, secure communica-
tion using wiretap codes in this setting, is impossible. Using BiT protocol in this
setting however, introduces uncertainty in Eve’s view and so can enable secure
communication. Fig. 3 shows how to effectively use the BiT protocol to cre-
ate a virtual wiretap channel when both the main channel and the wiretapper
channel are noisy. The noise in the main channel is the physical noise, while the
noise in the wiretapper channel is the result of the BiT protocol. Alice can send
secret messages to Bob as long as the virtual wiretap channel is a stochastically
degraded broadcast channel.

1.2 Related Work

Wiretap channel model was proposed by Wyner [33]. The model has attracted
the attention of theoreticians and practitioners, resulting in a large body of work



on the topic. A number of generalization of the mode has been proposed [8, 18,
19], and the notion of security has been strengthened [21, 6] over years, bring-
ing it on par with the the strongest notion of security in cryptography. It has
been proved that secure communication is possible if the eavesdropper’s channel
(signal reception ability) is worse than the receiver’s [8]. There are efficient con-
structions of wiretap codes [31, 20, 6], with the more recent ones using a modular
approach that can be used with any error correcting code.

Physical layer security protocols constructed by injecting jamming signal in
the eavesdropper’s view [17, 27, 11]. showed that cooperative jamming can in-
crease secrecy capacity [28, 30, 29]. In a general cooperative jamming setting,
a trusted helper jams the transmitted signal. The legitimate receiver has some
information about the jamming signal which is their advantage over the eaves-
dropper who is entirely oblivious to the jamming signal. This results in an inferior
channel for the eavesdropper and so allows secure communication in presence of
the eavesdropper. This type of jamming has also been referred to as, “help-
ing” [26], or “friendly” [15] jamming. BiT protocol uses a variation of friendly
jamming in which the receiver plays the role of the trusted helper.

BiT protocol [13] was used to construct a secret key agreement protocol
(called iJam). The iJam key agreement uses multiple invocations of BiT proto-
col to establish a secret key that is generated as the XOR of multiple random
strings, each transmitted in one invocation of BiT. The security of iJam has been
experimentally evaluated.
Organization. Section 2 gives background and an outline of the BiT protocol.
Section 3 is an example that motivates our approach, to modeling BiT as a vir-
tual wiretap channel. In Section 4, we give our model of BiT as a virtual wiretap
channel when the transmission from the sender to the receiver is noise free. Sec-
tion 5 is a physical layer protocol for message transmission using a known seeded
encryption algorithm and the BiT protocol. In Section 6, we study the case when
the transmission from sender to receiver is corrupted by AWGN. Conclusion and
future works are given in Section 7. In Appendix A, we provide approximation
data and graphs of the information rate for the message transmission protocol
in Section 5. In Appendix B, we provide an example of the noisy virtual main
channel and virtual wiretapper channel of Section 6.

2 Preliminaries and Notations

We use uppercase lettersX to denote random variables and bold lowercase letters
to denote their corresponding realization. By Pr[X = x] we mean the probability
that X takes the value x. This is also shown as PX(x). Calligraphic letters
X denote sets, and |X | denotes the cardinality (number of elements) of a set.
For two random variables X and Y , PXY denotes their joint distribution, PX|Y
denotes their conditional distribution, and PX denotesX’s marginal distribution.
All logs are in base 2 and ‖ is used to denote concatenation of two binary
strings. For a random variable X ∈ X , Shannon entropy is given by H(X) =
−
∑

x∈X PX(x) logPX(x). For two random variables X ∈ X and Y ∈ Y with



joint probability distribution PXY (x,y) and conditional probability distribution
PX|Y (x|y), the conditional entropy H(X|Y ) is defined as

H(X|Y ) = −
∑

x∈X
∑

y∈Y PXY (x,y) logPX|Y (x|y),

and the mutual information between the two is given by I(X;Y ) = H(X) −
H(X|Y ). The min-entropy of a random variable X ∈ X , denoted by H∞(X),
is given by H∞(X) = − log(max

x
(PX(x))). The statistical distance between two

random variables X,Y ∈ X is defined by,

SD(X,Y ) ,
1

2

∑
x∈X
|Pr(X = x)− Pr(Y = x)|.

A communication channel is modelled as a probabilistic function that maps
an input alphabet X to an output alphabet Y. The channel W(X) = Y takes
input X ∈ X , and outputs Y ∈ Y. The probability distribution of Y depends
on the distributions of X and the probabilistic function W (·). In many com-
munication systems input and/or output of the channel take values from real
numbers. These are called continuous channels. An AWGN channel is a continu-
ous channel in which the random variables X and Y corresponding to the input
and output of the channel respectively, are related as Y = X + N , where N is
the noise and is a random variable that is drawn from a zero-mean Gaussian
distribution with variance N0

2 ; that is, N (0, N0

2 ). If the noise variance is zero
or the input is unconstrained, there exist an infinite subset of inputs that are
distinguishable at the output with arbitrarily small error probability. However,
in practice the variance is always non-zero and the input is always power lim-
ited. The input signal energy for each bit of the transmitted information block
is denoted by Eb. This constrains the input signal energy and power. In a dis-
crete channel W the input and output alphabets are discrete sets. The channel
is specified by a transition probability matrix PW, where rows and columns are
labelled by the input and output alphabets, respectively, and entries are condi-
tional probabilities, PW[x,y] = pxy = Pr(Y = y|X = x). A channel is called
strongly symmetric if the rows of the transition matrix are permutations of one
another, and so is the case for the columns. The channel W(·) is symmetric if
there exists a partition of the output set Y = Y1 ∪ · · · ∪ Yn, such that for all i,
the sub-matrix PWi

= PW[X ,Yi] is strongly symmetric.

Wiretap Channel Model. In the general wiretap model, also called broad-
cast model [8], a sender is connected to the receiver through the main channel
W1 : X → Y, and to the eavesdropper through a second channel W2 : X → Z,
called the wiretapper channel. Thus, WT : X → Y × Z. In the Wyner’s original
model, the wiretapper channel is a degraded version of the main channel, and
the Markov chain X → Y → Z holds. We consider the original Wyner wiretap
model. The goal of wiretap channel coding is to provide communication secrecy
and reliability. Efficiency of wiretap codes is measured by the information rate,
which is the number of information bits that can be transmitted reliably and
secretly, per usage of the wiretap channel (One can also use a normalized form



R/ log |Σ| of the communication rate (cf [14]), where Σ is the code alphabet. For
example, the information rate of linear codes is usually defined as the ratio of
the code dimension to the block length.) The information rate of wiretap codes
is upper bounded by the secrecy capacity Cs of the wiretap channel.

Theorem 1. [18] The secrecy capacity of Wyner wiretap channel when W1 and
W2 are symmetric is given by,

Cs = CW1
− CW2

,

where CW1 and CW2 are (reliability) channel capacities of W1 and W2.

Since the capacity of a broadcast channel depends on the conditional marginal
distributions only [7], the above capacity result also holds for a stochastically
degraded broadcast channel, which is defined below.

Definition 1. A broadcast channel X → Y×Z with conditional marginals W1 :
X → Y and W2 : X → Z is said to be stochastically degraded if there exists a
third channel W3 : Y → Z such that,

PW2
[x, z] =

∑
y∈Y

PW3
[y, z]PW1

[x,y], (1)

or equivalently

PW2 = PW3 ×PW1 .

2.1 QAM and OFDM

OFDM is a multicarrier modulation scheme which is widely used in modern wire-
less technologies and standards such as 4G mobile communications, WiMax, LTE
and 802.11 a/g/n [22]. In OFDM many narrowband signals at different frequen-
cies , each carry a small amount of information (number of bits). The narrow-
band signals may use modulations such as Quadrature Amplitude Modulation
(QAM) which can be expressed as,

s(t) = AIcos2πfct−AJsin2πfct, 0 < t < T,

where AI and AJ are the amplitude for in-phase and quadrature phase compo-
nents, fc is the carrier frequency, and T is the symbol time duration. The OFDM
signal is constructed at the transmitter by, (i) taking N (for example N = 64 in
802.11) QAM modulated signals, and (ii) applying Inverse Fast Fourier Trans-
form (IFFT) to obtain OFDM time samples that will be sent over the channel.
For N carrier frequencies, let ak denote the OFDM time sample in the k-th time
interval and obtained using IFFT:

ak =

N−1∑
n=0

Ane
i2πkn/N k = 0, 1, ..., N − 1, (2)



where An is a complex number. Each OFDM symbol consists of N time samples
(a0,a1, ...,aN−1). The transmitted signal is a sequence of OFDM time samples,
each with Gaussian distribution. This is because each OFDM sample is a linear
combination of N modulated signals, which because of central limit theorem
results in a Gaussian distribution.

2.2 iJam and Basic iJam Transmission Protocol

iJam [13] is a protocol for key agreement between two parties, and uses Basic
iJam Transmission (BiT) protocol as a subprotocol. Our focus is on BiT protocol.
BiT protocol is a protocol between a sender and a receiver who also takes the
role of a jammer, resulting in outputs for the receiver and the eavesdropper.
The sender sends each OFDM symbol twice (the symbol and its identical copy)
in two consecutive subintervals. Thus the time interval for sending an OFDM
symbol twice of a subinterval (effectively doubling the sending time). An OFDM
symbol is received as a sequence of time samples. The receiver randomly jams
a time sample in the original symbol in the first subinterval, or its copy in
the second subinterval. Jamming is by sending a Gaussian distributed jamming
signal with the same distribution as the sent time samples, over the channel. The
receiver will receive unjammed (clean) time samples of the two subintervals, and
reconstructs the OFDM symbol with perfect fidelity.

2.3 Eavesdropper Strategies

In BiT, the sent time sample and the jamming signal will be combined at Eve’s
receiver. Thus for each OFDM symbol, Eve will receive two copies, each con-
sisting of some jammed and some clean time samples. The eavesdropper can use
different decoding strategies. They may treat the jamming signal as noise and
try to decode in presence of jamming; or they can implement interference can-
cellation or joint decoding in an attempt to simultaneously decode the jamming
signal and the original transmission. In [13] authors discuss strategies that can
be used for the receiver’s jamming signal to reduce detectability of the jammed
samples. For example the jammer can transmit at an excessively high rate in an
attempt to remove the possibility of joint decoding. This is because according to
multiuser information theory, decoding multiple signals is impossible if the total
information rate is outside the capacity region [32].

3 BiT as A Virtual Wiretap Channel – An Example

BiT is an interactive physical layer protocol between Alice and Bob, that takes
input from Alice and Bob, and generates outputs for Bob and Eve. Alice’s input
is an information signal consisting of two copies of an input block of information
bits; Bob’s input is a coordinated jamming signal. The output of Bob is a block
of information bits sent by Alice, and Eve’s output is an element of Alice’s space
of block of information bits. We use a small example to provide intuition for our



approach. In Example 1, we consider a scenario where Alice wants to send a 2-bit
information block x. Let xs denote a 4-QAM modulated signal that carries the
information block x. For this small example, the OFDM symbol consists of only
one signal (N = 1) and there is only a single time sample. Alice’s input to the
BiT protocol is two copies of the OFDM symbol (in this case xs), i.e. (xs,xs),
that are sent in two consecutive time subintervals. Bob’s coordinated jamming
signal is sent coordinated with Alice’s transmission: Bob randomly chooses one
of the two subintervals, corresponding to the two copies, and send their jamming
signal in that time slot. For example, when Bob jams the second time slot, their
jamming signal is (-, J′s).

Bob will receive the signal corresponding to the unjammed time slot and will
obtain the information block x. Continuing with the above example, if Bob’s
input to the BiT protocol is (-, J′s), he receives (xs, -).

Eve will receive a combination of the signals sent by Alice and Bob, Vs =
(xs,xs+Js) where Js is the jamming signal that is received by the Eve’s antenna.
If Eve cannot sufficiently distinguish the jammed signal from the unjammed one,
the result will likely to cause an error in decoding. We denote Eve’s decoder
output by z.

The above protocol can be seen as creating a wiretap (broadcast) channel
from Alice to Bob and Eve, that can be described by the probability distribution
Pr(y, z|x) where x, y, and z are the input of Alice, and outputs of Bob and Eve,
respectively, as information blocks. Since y = x, the channel is characterized
by Pr(z|x) which represents the cumulative effect of detection of jamming, and
decoding error caused by the received signal Js.

Example 1. Let x be a 2-bit information block that is sent using BiT protocol
and 4-QAM modulation with frequency f1. Fig. 1 shows the transmission of
information block x = 00 using BiT protocol. The process of Eve constructing
their view of the channel is represented using a graph. In the graph, the physical
output of the BiT protocol at Eve’s side is a pair of signals denoted by Vs. One
of the two signals is jammed and Eve tries to figure out which one. If Eve fails to
distinguish the jammed signal from the clean one, Vs is decoded across one of the
two edges labelled by V = (x⊕J)‖x and V = x‖(x⊕J), respectively. The list of
4-tuples following these edges, represent Eve’s decoder’s outputs after receiving
the signal pairs and assuming the jammed subinterval is not detected. The next
set of edges represent Eve’s decision of information block based on the decoder’s
output. Note that when the decoder output is (0000), Eve decides correctly.
In all other cases, Eve might make an error. For simplicity we assumed if the
decoder’s output of the two subintervals are different, Eve randomly chooses one
of the two (they know one of the two are correct). The receiver, who is also
the jammer, can always perfectly locate the unjammed subinterval and hence
have perfect reception y = x = 00 . In the following we provide more details on
how the probability of Eve’s outputting a particular information block can be
obtained.

Eve receives two copies of the OFDM (here a 4-QAM) symbol denoted by
Vs. Eve may use various decoding approaches to distinguish the jammed signal
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Fig. 1: BiT when a single 4-QAM (OFDM with N = 1) is used.

from the unjammed one. If Eve can detect the jammed subinterval (e.g. high
reception power), she can distinguish the jammed subinterval and can correctly
receive the sent information block: they will simply discard the jammed subin-
terval and decode the unjammed one. Suppose Eve detects the correct jammed
signal with probability 0 < δ < 1 (the dashed arrow in Fig. 1). This will create
output Z = x = 00 for Eve. If Eve’s decoder cannot detect the jammed signal,
the best thing she can do is to decode each OFDM symbol and then use the
information about BiT protocol (repeated symbol) to find the sent information
block. Eve’s OFDM symbol decoder takes Vs and outputs either V = x‖(x⊕ J)
or V = (x⊕J)‖x, depending on the receiver’s choice of the jammed subinterval.
Here J is a 2-bit random variable capturing the effect of the jamming on Eve’s
OFDM symbol decoding. The random variable J depends on the jamming signal
power, the location of the adversary, and Eve’s decoding capabilities, and does
not depend on the sent OFDM symbol. Let P [J = α] denote the probability that
jamming creates an offset α to the original information block. In our example,
we set P [J = 01] = p1, P [J = 10] = p2, P [J = 11] = p3 and P [J = 00] = p4. To
find the original transmitted information block, the adversary maps V ∈ {0, 1}4
to Z ∈ {0, 1}2. When J = 00, V consists of two identical information blocks and
so is correctly mapped to the transmitted information block, x (dotted arrows
in Fig. 1). When J 6= 00, Eve randomly chooses the decoded OFDM symbol
of one of the two subintervals for Z = z. One can use other distributions to



choose the output OFDM symbol that better models the adversary’s receiver.
To summarise, the probability that Eve correctly outputs the correct sent infor-
mation block x = 00 consists of, (i) the probability of Eve correctly detecting
the jammed subinterval with probability δ,(ii) the probability that Eve cannot
successfully detect the jammed interval, but J = 00 with probability (1 − δ)p4
and, (iii) the probability of jamming is not detected, J 6= 00 but Eve’s guess of
the sent information block is correct with probability (1− δ) 1−p4

2 ). Therefore:

P [Z = 00|X = 00] = δ + (1− δ)p4 + (1− δ)1− p4
2

= δ + (1− δ)1 + p4
2

.

Next we study the probability of Eve having an incorrect output. To simplify

the discussion, let p1 = p2 = p3 = (1−p4)
3 . Then for any x′ ∈ {0, 1}2 such that

x′ 6= x , we have P [Z = x′|X = 00] = (1− δ) 1−p4
6 .

For any x ∈ {0, 1}2, the probability that the adversary obtains the correct
information block is calculated similar to x = 00. Let η = δ + (1− δ) 1+p4

2 . The
result of the above process specifies the probabilities of the wiretapper channel
as follows:

P [Z = x|X = x] = η,

P [Z = x|X 6= x] =
1− η

3
.

Thus the transition matrix of the virtual wiretapper channel W is as follows.

PW =


η 1−η

3
1−η
3

1−η
3

1−η
3 η 1−η

3
1−η
3

1−η
3

1−η
3 η 1−η

3
1−η
3

1−η
3

1−η
3 η

 ,
In summary, using BiT results in Eve receiving the information block x through a
probabilistic channel with output Z ∈ {0, 1}2, resulting in a wiretapper channel
that is noisier than the main channel (which is noiseless), hence enabling secure
communication.

Remark 1. According to [13], when the three conditions described in Section
2.1, 2.2 and 2.3 are met, we can have η < 1 (the above example does not satisfy
Section 2.1, so η = 1). We use the above example for the purpose of illustrating
ideas.

4 Virtual Wiretap Channel Model

In the following we extend the above ideas to the general case where a complex
OFDM signal is used.

Eavesdropper’s View. Consider an OFDM signal with N frequencies where
each signal uses 2q-QAM modulation. Let X ∈ {0, 1}Nq denote the information



block that is transmitted using an OFDM symbol (a0,a1, · · · ,aN−1). By invok-
ing BiT protocol, for each information block, 2N time samples are generated
and sent over 2N consecutuve time intervals. Eve receives 2N time samples. For
two corresponding samples, one is a clean sample and the other is the jammed
one. Let Vs ∈ C2N be the random variable representing the 2N time samples.
The received signal is mapped into an Nq-bit information block using the fol-
lowing eavesdropper decision unit (the includes their jamming detection, OFDM
decoder and information block decision).

E : C2N → {0, 1}Nq.

There are two cases.

1. Recovery of the information block is successful. The adversary can correctly
detect all N jammed samples, for example by examining the received sig-
nal power [24]. Using all the correct time samples, the adversary correctly
recovers the OFDM symbol and the information block respectively. There
are two other cases in which information block recovery is successful. One
is when the jamming signal does not change any of the time samples and
the other case is when the adversary’s random guess for the clean sample is
correct for all the clean samples. Let η, 0 < η < 1 denote the probability
that the adversary recovers the information block correctly.

2. Recovery of the information block fails. If the adversary cannot correctly
detect even one of the jammed time samples, because of the use of FFT on
the time samples, all the recovered frequency samples will be affected and the
recovered information block will be incorrect. We simplicity of calculations,
we assume Eve outputs any of the incorrect information blocks from the
set {0, 1}Nq\{X}, with the same probability. That is each possible incorrect
2Nq − 1 string occurs with probability 1−η

2Nq−1 . As noted earlier this can be
replaced by other distributions that better estimates Eve’s reception.

Let the random variable Z ∈ {0, 1}Nq denote the information block that is
output by Eve’s decision unit E; that is, Z = E(V ). We refer to Z as Eve’s view.
The conditional distribution of the Eve’s view of the sent information block X
is denoted by Z|X and is given as follows.

P [Z = x|X = x] ' η,

P [Z = x|X 6= x] ' 1− η
2Nq − 1

.

Thus we have a virtual noisy channel W : {0, 1}Nq → {0, 1}Nq with transition
matrix,

PW =


η 1−η

2Nq−1 . . .
1−η

2Nq−1
1−η

2Nq−1 η . . . 1−η
2Nq−1

...
...

. . .
...

1−η
2Nq−1

1−η
2Nq−1 . . . η

 . (3)



We call this channel a virtual wiretapper channel from the sender to Eve, repre-
sented by Z = W(X).

Receiver’s View. The receiver always knows the unjammed time sample and
so is effectively connected to the sender via a noiseless main channel.

Definition 2. Let η denote the probability that Eve correctly recovers an in-
formation block that is sent using a Basic iJam Transmission (BiT) that uses
OFDM with N -frequencies, each using 2q-QAM. We define a virtual wiretap
channel and denote it by BiTNη,q. This wiretap channel has noiseless main chan-
nel and the transition probability matrix of the wiretapper channel given in (3).

Theorem 2. The secrecy capacity of BiTNη,q wiretap channel is given by:

Cs(BiTNη,q) = −{η log η + (1− η) log
1− η

(2Nq − 1)
}.

Proof. According to Definition 5, channel W(·) is symmetric and degraded with
respect to the noiseless main channel.

The secrecy capacity of the wiretap channel is given by Theorem 1.

Cs = H(X|Z)−H(X|Y ) = H(X|Z),

where X is uniform, and Y and Z are the output of the main channel and the
wiretapper channel, respectively. Note that in the above equation H(X|Y ) = 0
because the main channel is noiseless. Using the transition probability matrix in
Definition 5, we have,

H(X|Z) =
∑

z∈{0,1}Nq
P [Z = z]H(X|Z = z)

= −{η log η + (1− η) log
1− η

(2Nq − 1)
}.

(4)

5 Secure Message Transmission Using BiT

BiT had been introduced [13] to construct a key agreement protocol. Using the
above model we construct a secure message transmission protocol with provable
security. We will use capacity-achieving wiretap coding construction in [4] that
provides semantic security, and has efficient encryption and decryption functions.
The wiretap construction in [6] is for binary input symmetric channels. The q-ary
channel alphabet is from [4, Section 5.5] and its extension [5].

5.1 A Semantically Secure Wiretap Code

The construction is a seeded encryption and uses an invertible extractor.



Definition 3. [10] A function EXT : Sds× {0, 1}n → {0, 1}` is a (d, ε)-strong,
average-case extractor if, SD((EXT(S,X), Z, S); (U,Z, S)) ≤ ε for all pairs of
correlated random variables (X,Z) over {0, 1}n×{0, 1}∗, assuming H̃∞(X|Z) ≥
d.

Seeded Encryption. For a public uniformly distributed random variable S ∈
Sds and an arbitrarily distributed message M ∈ {0, 1}b, the seeded encryption
function SE : Sds × {0, 1}b → {0, 1}nNq, outputs a ciphertext SE(S,M). The
corresponding seeded decryption function is SDE : Sds × {0, 1}nNq → {0, 1}b
such that for all S ∈ Sds and M ∈ {0, 1}b we have SDE(S, SE(S,M)) = M .

Inverting Extractors. The function INV : {0, 1}r×Sds×{0, 1}b → {0, 1}nNq is
an inverter for the extractor EXT(·, ·) in Definition 3, if for a uniform R ∈ {0, 1}r
and for all S ∈ Sds and Y ∈ {0, 1}b, the random variable INV : (S,R, Y ) is
uniformly distributed over all preimages of Y under EXT(S, ·)

Let Sds = {0, 1}nNq\0nNq. For inputs S ∈ Sds and X ∈ {0, 1}nNq and
nNq > b, the function EXT : Sds× {0, 1}nNq → {0, 1}b is defined as follows.

EXT(S,X) = (S �X)|b,

where � denotes multiplication over FnNq2 = {0, 1}nNq, and X|b denotes the first
n bits of X. An efficient inverter for EXT(S,X) is given by INV(S,R,M) = S−1�
(M‖R), where S−1 denotes the multiplicative inverse of S in FnNq2 and R is a
uniformly distributed variable over {0, 1}n−b. For the message block M ∈ {0, 1}b,
S ∈ Sds, and R

$← {0, 1}r, the seeded encryption function SE(S,M) is defined
as follows.

X = SE(S,M) = INV(S,R,M) = S−1 � (M‖R).

5.2 Using the Wiretap Construction with BiTNη,q

Let ENC denote the construction that uses wiretap coding for BiTNη,q.

M ∈ {0, 1}b
SE(S,M)

X ∈ {0, 1}nNq
BiTNη,q

ENC

Fig. 2: Secure message transmission based on BiT protocol

As illustrated in Fig. 2, the encryption block ENC consists of two sub-blocks:



1. A seeded wiretap encryption code SE : Sds × {0, 1}b → {0, 1}nNq that
encrypts each information block of size b bits into a codeword of size nNq
bits.

2. The BiTNη,q block that breaks the codeword into Nq-bit units, and sends it
using BiT protocol.

To capture efficiency of the proposed message transmission protocol, we define
the communication rate R of the system as the number of transmitted bits that
are sent with security and reliability, in each application of BiTNη,q. This is similar
to the definition of rate in wiretap channel literature (cf [8]).

Definition 4. The rate of the message transmission protocol over BiTNη,q in Fig.

2 is R = b
n .

The rate of the ENC block in Fig. 2 asymptotically approaches the secrecy
capacity of the virtual wiretap channel BiTNη,q. The construction provides seman-
tic security and reliability. The codeword length from SE(S,M) is nNq = b+ r,
where b is the total length of the message and r is the length of the concate-
nated random string. For σ bit semantic security, the length of r is given in [25]
as recalled below.

r =
⌈
2(σ + 1) +

√
n log(2Nq + 3)

√
2(σ + 3) + (n)ψ(W)

⌉
,

where ψ(W) = | logZ| −H(W) = Nq −H(X|Z) in the above equation. Secrecy
capacity of BiTNη,q for N = 64 and various values of η and q, are given in the
Appendix A.

6 BiT over Noisy Receiver Channel

In Wyner wiretap model the secrecy capacity is zero when the main channel is
noisy while the eavesdropper’s channel is noise free. That is one cannot expect
any secure communication from Alice to Bob. BiT creates a virtual wiretap
channel for Eve when the physical channel between Alice and Bob is noise free.
In the following we will show that when receiver’s physical channel is corrupted
by Additive White Gaussian Noise (AWGN) (while the eavesdropper’s physical
channel remains noise free), BiT can be used to introduce noise in the Eve’s
channel and so make secure communication possible. Figure 3 shows application
of BiT when the main channel is corrupted by AWGN.

Eavesdropper’s View. The eavesdropper’s channel is the same as in Section 4,
created by the BiT protocol. This is because the noise only affects transmission
in the main channel. Eve receives Vs = (xs ⊕ Js)‖xs or Vs = xs‖(xs ⊕ Js), and
the eavesdropper channel transition probability is given by (3).

Receiver’s View. The receiver channel, however, is corrupted by AWGN. We
first consider the effect of AWGN on a single 2q-QAM signal (i.e., OFDM with
a single frequency) and then generalize it to an OFDM with N frequencies.



Fig. 3: BiT protocol when Bob’s physical channel is noisy

Let AWGN(·) denote the AWGN channel where a noise is added to the input.
Bob knows which subinterval is jammed. Therefore, his reception is one OFDM
symbol corrupted by the AWGN noise, that is

AWGN(xs) = xs +Ns,

where Ns denotes the random signal corresponding to the white Gaussian noise.
Let B(·) be the function that maps Bob’s received signal to an Nq-bit string.
The virtual main channel from Alice to Bob is defined as,

Y = M(X) = B(AWGN(xs)).

Let the transition probability matrix of a 2q-QAM signal that is corrupted
by AWGN be denoted by PM,q. Using the error probability calculation of BPSK
in [12] Chapter 6.1.2, the 4-QAM transition probability matrix will be given as:

PM,2 =


(1− Pb)(1− Pb) Pb(1− Pb) Pb(1− Pb) P 2

b

Pb(1− Pb) (1− Pb)(1− Pb) P 2
b Pb(1− Pb)

Pb(1− Pb) P 2
b (1− Pb)(1− Pb) Pb(1− Pb)

P 2
b Pb(1− Pb) Pb(1− Pb) (1− Pb)(1− Pb)

 ,
where the probability Pb is computed as follows.

Pb = Q(

√
Eb
N0

),

where Eb is the energy-per-bit of the input signal, N0

2 is the variance of the
AWGN, and Q(z) is the probability that a Gaussian random variable x with
mean 0 and variance 1 takes a value larger than z, namely,

Q(z) = P[x > z] =

∫ ∞
z

1

2π
e−x

2/2dx.

The function Q(·) can be efficiently computed using approximations such as the
one in [16].



For OFDM signal with N frequencies, assuming noise independently corrupts
each frequency the transition probability matrix, PM will be given as,

PM = P⊗NM,q . (5)

We thus have a virtual wiretap channel for BiT protocol in the setting where
the receiver’s physical channel is an AWGN (and the eavesdropper has noise free
physical channel).

Definition 5. Let η denote the probability that Eve correctly recovers an in-
formation block that is sent using a Basic iJam Transmission (BiT) that uses
OFDM with N -frequencies, each using 2q-QAM. We define a virtual wiretap
channel for the setting where the receiver’s physical channel is an AWGN and
denote it by AWGN-BiTNη,q. This wiretap channel has a noisy main channel with
transition probability matrix given by (5) and a wiretapper channel with transi-
tion probability matrix given by (3).

Theorem 3. The secrecy capacity of AWGN-BiTNη,q is given by,

Cs = CM − CW,

if the matrix R = PW × P−1M is the transition probability matrix of a channel,
namely, R satisfies the following two conditions,

1. R does not have any negative component,
2. The sum of the components in each row of R is equal to 1.

Remark 2. Condition 1 in Theorem 3 can be satisfied by imposing a relation
between η (the parameter characterizing the virtual wiretapper channel W ) and
Pb (the parameter characterizing the virtual main channel M). Condition 2
can be verified directly by computation. We provide more details by giving an
example for N=1 case in Appendix B.

Proof. From R = PW ×P−1M , we have

R×PM = PW.

Conditions 1 and 2 are sufficient to ensure that R is a transition probability
matrix for a channel and so using Definition 1, PW is a stochastically degraded
channel with respect to PM. The rest of the proof follows from Theorem 1.

7 Conclusion and Future Works

BiT uses an innovative way of coordinated jamming to construct a virtual wire-
tap channel and enable information theoretically secure communication without
a shared key. We showed how to model BiT as a virtual wiretap channel, es-
timate its parameters, and use the model to design a provably secure message
transmission protocol.



BiT is a subprotocol of iJam protocol that had been implemented and ex-
perimentally analyzed. By formal modelling of BiT protocol and developing a
provably secure message transmission scheme based on that, we have effectively
constructed a keyless information theoretically secure message transmission sys-
tem that can be used in practice.

Our scheme asymptotically achieves the secrecy capacity of the virtual wire-
tap channel. The primary assumption underlying our modelling is that the de-
coding error probability of Eve can be estimated. This probability depends on
factors such as sender and receiver (jamming) signal power, the location and re-
ceiving equipments of the eavesdropper. An interesting direction for future work
would be to design protocols that are more robust to correct estimation of the
error probability. Extending our analysis and approach to other physical layer
security protocols is also an interesting direction for future work.
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Appendix A: Achievable Transmission Rate using BiTNq,η

For a noise free main channel, the secrecy capacity of BiTNq,η is given by:

Cs(BiTNη,q) = −{η log η + (1− η) log
1− η

(2Nq − 1)
}.

Fig. 4 shows the rate of communication when, the information block length
is Nq bits, q = 2, 3 and 4, and N = 64. The graphs show the achievable rates for
σ = 128 semantic security, and η = 0.2 (upper graph) and η = 0.4 (lower graph).
The figures show that the achievable secrecy rate and secrecy capacity decreases
as η grows. This is expected because higher η means that the adversary has a
better chance of correctly decoding the jammed signal.
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Fig. 4: The secrecy rate and capacity (bits per channel use) for N = 64 and
different values of q for η = 0.2 (upper graph) and η = 0.4 (lower graph).



Appendix B: BiT over Noisy Receiver Channel — An
Example

In this section we derive a sufficient relation between Pb and η so that the virtual
wiretap channel is a stochastically degraded broadcast channel. Following Section
3, the transition matrix of the virtual wiretapper channel W for q = 2 is given
by:

PW =


η 1−η

3
1−η
3

1−η
3

1−η
3 η 1−η

3
1−η
3

1−η
3

1−η
3 η 1−η

3
1−η
3

1−η
3

1−η
3 η

 ,
where u = 1−η

3 , and v = η − 1−η
3 = 4η−1

3 . Note that the sum of each row is
4u+ v = 1. On the other hand, we can compute:

P−1M = 1
(1−2Pb)2 ·
(1− Pb)(1− Pb) −Pb(1− Pb) −Pb(1− Pb) P 2

b

−Pb(1− Pb) (1− Pb)(1− Pb) P 2
b −Pb(1− Pb)

−Pb(1− Pb) P 2
b (1− Pb)(1− Pb) −Pb(1− Pb)

P 2
b −Pb(1− Pb) −Pb(1− Pb) (1− Pb)(1− Pb)

 .

Let a = 1− Pb and b = Pb. The above matrix can be written as:

P−1M =
1

(a− b)2
·


a2 −ab −ab b2

−ab a2 b2 −ab
−ab b2 a2 −ab
b2 −ab −ab a2

 .

The sum of entries of each row is given by, 1
(a−b)2 (a2 − 2ab + b2) = 1. The

following is used to prove the required relation.

Lemma 1. Let there be two matrices

A =


a11 a12 . . . a1n
a21 a22 . . . a2n

...
...

...
an1 an2 . . . ann

 , B =


b11 b12 . . . b1n
b21 b22 . . . b2n
...

...
...

bn1 bn2 . . . bnn

 .
If
∑n
j=1 aij = 1 and

∑n
j=1 bij = 1 for any i ∈ [n], then

∑n
j=1(AB)ij = 1, for

any i ∈ [n].

Proof. For any i ∈ [n],∑n
j=1(AB)ij =

∑n
j=1 (

∑n
k=1 aikbkj)

=
∑n
k=1 aik ·

(∑n
j=1 bkj

)
=
∑n
k=1 aik

= 1.



Lemma 2. The virtual wiretap channel is a stochastically degraded broadcast

channel if Pb ≤
1−
√

4η−1
3

2 and η > 1
4 .

Proof. The virtual wiretap channel is a stochastically degraded broadcast chan-
nel if there exists a matrix R such that PW = PM × R, and R is a channel
transition matrix; that is, has non-negative entries and each row sums to 1.
Using the matrices PM and PW above, we have:

R = PW ×P−1M

= 1
(a−b)2


u(a− b)2 + va2 u(a− b)2 − vab u(a− b)2 − vab u(a− b)2 + vb2

u(a− b)2 − vab u(a− b)2 + va2 u(a− b)2 + vb2 u(a− b)2 − vab
u(a− b)2 − vab u(a− b)2 + vb2 u(a− b)2 + va2 u(a− b)2 − vab
u(a− b)2 + vb2 u(a− b)2 − vab u(a− b)2 − vab u(a− b)2 + va2

 .
Using Lemma 1, entries in each row of R sum to 1.

To ensure entries of R are all non-negative, we first note that u(a−b)2+va2 >
0 and u(a − b)2 + vb2 > 0. So the virtual wiretap channel is a stochastically
degraded broadcast channel if u(a− b)2 − vab ≥ 0 and so:

u(a− b)2 − vab ≥ 0⇔ ua2 + ub2 − (2u+ v)ab ≥ 0
⇔ ua2 + ub2 − (2u+ 1− 4u)ab ≥ 0
⇔ ua2 + ub2 − (1− 2u)ab ≥ 0
⇔ u(a+ b)2 − ab ≥ 0
⇔ u− ab ≥ 0
⇔ P 2

b − Pb + u ≥ 0,

where 4u+v = 1 and a+b = 1 are repeatedly invoked to simplify the expressions.
The solution to the above inequality depends on the determinant 1− 4u. When
1− 4u > 0, we have

P 2
b − Pb + u ≥ 0⇔

(
Pb − 1−

√
1−4u
2

)(
Pb − 1+

√
1−4u
2

)
≥ 0

⇔
(
Pb − 1−

√
v

2

)(
Pb − 1+

√
v

2

)
≥ 0

⇔
(
Pb −

1−
√

4η−1
3

2

)(
Pb −

1+
√

4η−1
3

2

)
≥ 0

⇔ Pb ≤
1−
√

4η−1
3

2 or Pb ≥
1+
√

4η−1
3

2 .

By assumption, Pb ∈ [0, 12 ] and so Pb ≤
1−
√

4η−1
3

2 = 1
2 −

√
4η−1
12 .

Example 2. Let Pb = 0.1 and Let η = 0.55. Therefore,

PM =


0.81 0.09 0.09 0.01
0.09 0.81 0.01 0.09
0.09 0.01 0.81 0.09
0.01 0.09 0.09 0.81





and

PW =


0.55 0.15 0.15 0.15
0.15 0.55 0.15 0.15
0.15 0.15 0.55 0.15
0.15 0.15 0.15 0.55

 .
Therefore

R = PW ×P−1M =


0.66 0.094 0.094 0.156
0.094 0.66 0.156 0.094
0.094 0.156 0.66 0.094
0.156 0.094 0.094 0.66

 .
R is the transition probability matrix of a virtual channel that confirms PW

is degraded with respect to PM. The secrecy capacity in this example is

Cs = CM − CW = (2− 0.7624)− (2− 1.1515) = 0.3891.


