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Abstract

Blum integers (BL), which has extensively been used in the domain
of cryptography, are integers with form p*1¢*2, where p and ¢ are
different primes both = 3 mod 4 and k1 and ks are odd integers. These
integers can be divided two types: 1) M = pq, 2) M = p*1¢*2, where
at least one of ky and ko is greater than 1.

In [3], Bruce Schneier has already proposed an open problem: it
is unknown whether there exists a truly practical zero-knowledge proof
for M(= pq) € BL. In this paper, we construct two statistical zero-
knowledge proofs based on discrete logarithm, which satisfies the two
following properties: 1) the prover can convince the verifier M € BL ;
2) the prover can convince the verifier M = pg or M = p*1¢*2, where
at least one of k1 and ks is more than 1.

In addition, we propose a statistical zero-knowledge proof in which
the prover proves that a committed integer a is not equal to 0.
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1 Introduction

Informally, an integer M is a Blum integer, in symbols M € BL, if and
only if M = p*1¢*2, where p and ¢ are different primes both = 3 mod 4 and
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ki1 and ko are odd integers. These integers have some special properties[1,
2, 4], and were first used for cryptographic purposes by Blum in [5].

Usually, it is easy to construct a Blum integer(for example, we select ran-
domly two different prime numbers p and ¢, which satisfy both = 3 mod 4,
then get a Blum integer M by M = p*1¢*2, where k; and ko are odd.); how-
ever, it is very difficult to prove directly an integer M € BL, because the
composite integer M must be first factored in order to prove this case. It is
well known that the problem of factoring composite integers is probabilis-
tic polynomial time reducible to the problem of extracting square modulo
composite integers, however, up to now, no efficient algorithm is known for
deciding quadratic residuosity modulo composite numbers whose factoriza-
tion is not givenl[4].

As a result, some interesting ways were proposed in order to avoid fac-
toring composite integers, for example, A.D.Santis, G.D.Crescenzo, and
G.Persiano[1] and J.V.D Graaf and R. Peralta[2] proved independently an
integer M € BL from properties of Blum integers and not from their forms,
that is , if an integer M satisfies some properties( seen in section 2), it is a
Blum integer. In particular, they used the notion of zero-knowledge proof.

The notion of zero-knowledge proofs was introduced by Goldwasser, Mi-
cali and Rackoff[6]. A remarkable property of such proofs is that a prover
can convince a polynomial bounded verifier of a fact while not releasing
anything else. Zero-knowledge proof has received a lot of attention in the
literature because of its several cryptographic applications and its relations
to computational complexity and program checking questions.

Although [1] and [2] introduced these ways how to prove an integer
M € BL by zero-knowledge proofs, they have a common faulty: all integers
M with the form p*1¢*? were proven to be Blum integer, however, it was
not clear M = pq or M = p*1¢*2, where at least one of ki and ks is greater
than one. In [3], B.Schneier said that it is unknown whether there
exists a true and practical zero-knowledge proof for M (= pq) € BL.
Because Blum integers M with form pq are very important and extensively
applied in domain of cryptography, it is urgent to find a feasible way to
prove M (= pq) € BL.

In this paper, we propose a method to prove M (= pq) € BL in statistical
zero-knowledge proofs, at the same time, we also present the method for
M(= pF1¢*2) € BL with statistical zero-knowledge proofs, where at least
one of k1 and ko is greater than one. In particular, both of them are based
on discrete logarithms, which are different from the previous ways based
quadratic residues modulo composite numbers whose factorization is not
given.



In [8], a number being the product of two safe primes is proven, however,
this type number only are some special Blum integers, i.e., it requires that
both of (p —1)/2 and (¢ — 1)/2 are primes. For arbitrary Blum integers, its
proof is infeasible, because (p —1)/2 and (¢ — 1)/2 may not be prime, more-
over, if M = p*1¢*2, its proof will not be completely infeasible. However,
Our method is feasible for arbitrary Blum integers. Blum integers are vastly
applied in cryptography, and it must not only be this type Blum integers,
i.e., the product of two safe primes, for example, K-P-W group signature
scheme uses a usual Blum integers[17], hence, we think that our works are
significant.

The structure of this paper is following, in section 2 we introduce some
definitions and facts used in this paper. We review the methods in [1] and
in[2] in section 3. In section 4 and section 5 we introduce our main results
and prove these results. Finally, concluding remarks will be given in section
6.

2 Definitions and Facts

2.1 Number theory

Quadratic Residues. For each integer x > 0, the set of integers less than
x and relatively prime to x form a group under multiplication modulo z
denoted Z;. We say that y € Z7 is a quadratic residue modulo z iff there
is a w € ZF such that w? = y mod z. If this is not the case we call y a
quadratic nonresidue modulo . For compactness, we define the quadratic
residue predicate as follows

0 if y is a quadratic residue modulo x and
1 otherwise

Qu(y) = {

Moreover, we let J' and J_ ! denote, respectively, the sets of elements
of Z# with Jacobi symbol +1 and —1 and QR, = {y € J;'|Q.(y) = 0},
NQR,; ={y € J;;H|Qa:(y) =1}

Blum integers. We denote by N the set of natural numbers and Pjne
the set of prime numbers. For n € N, we define the set of Blum integers of
size n, BL(n), as follows: M € BL(n) if and only if M = p*1¢*2, where p
and q are different primes both = 3 mod 4 and k1 and ko are odd integers.

Regular integers. A Blum integer enjoys an elegant structural property,
namely, |JF!| = |J1|. More generally, we define an integer to be regular if
it enjoys the above property. We define Regular(s) to be the set of regular
integers with s distinct prime divisors.



We get two facts by the above these definitions:

Fact 1 [1/An integer M is a Blum integer if and only if M € regular(2),
—1mod M € NQRy;, and for each w € QR there exists an v such that
r* = w mod M.

Fact 2 [2]If An integer M is a Blum integer, x is a quadratic residue modulo
M, and b is 1 or —1, then x has a square root modulo M with Jacobi symbol

b.
Lehmann’s primality test. An odd integer n > 1 is prime if and only if

Vae Z:: ™ V2 =41 (mod n) and 3a € Z* : a"V/? = —1 (mod n).

2.2 Zero-knowledge

In this section we review the formal definitions for the two types of zero-
knowledge protocols that will be of interest in this paper: interactive zero-
knowledge proof and non-interactive zero-knowledge proof.

Definition 1 Let P be a probabilistic Turing machine and V a probabilistic
polynomial-time Turing machine that share the same input and can commu-
nicate with each other. Let L be a language. We say that a pair (P, V') is a
perfect(statistical, computational) zero-knowledge proof system for L if

1. (Completeness) For all x € L,

Prob[t — (P,V)(x);V(z,t) = ACCEPT] = 1.

2. (Soundness) For all X ¢ L, and any Turing machine P’, it holds that

Problt « (P',V)(z);V(z,t) = ACCEPT] < 1/2.

3. (Perfect(statistical, computational zero-knowledge)) For any probabil-
ity polynomial time algorithm V', there exists a polynomial time al-
gorithm S, called the simulator, such that for all x € L the following
holds:

o Sy/(x) =L with probability at most 1/2;

o Conditioned on Sy+(x) #.L, the two distributions Sy+(x) and Viewy: (z) =
{(r,t)|t — (P,V(r))(x)} are perfect(statistical, computational) indis-
tinguishable.



Definition 2 We say that (P,V) is a non-interactive perfect(statistical,
computational) zero-knowledge proof system for the language L if there exists
a positive constant ¢ such that:

1. (Completeness) Vx € L, |x| = n and for all sufficiently large n,
Pr(o « 0,1"; Proof «— P(o,z): V(o,x, Proof) =1) >1—2"".

2. (Soundness) For all probabilistic algorithms Adversary outputting pairs
(z, Proof), where x ¢ L, |x| = n, and all sufficiently large n,

Pr(o < 0,1"°; (z, Proof) «— Adversary(c) : V(o,z, Proof) = 1) < 27,

3. (Perfect(Statistical, Computational) zero-knowledge) There exists an
efficient simulator algorithm S such that Yx € L, the two probabil-
ity spaces S(x) and Viewy (x) are perfect(statistical, computational)
indistinguishable, where by Viewy (x) we denote the probability space

Viewy(z) = {o — 0,1°°; Proof — P(0,z) : (5, Proof)}.

2.3 Commitment schemes

Pederson|7] proposed a computationally binding and unconditionally hiding
scheme based on the discrete logarithm problem. Given a group G of prime
order ¢ and two random generators g and h such that log, h is unknown and
computing discrete logarithms is infeasible. A value o € Z; is committed
to as Cy := g*h", where r is randomly chosen from Z,. We will use this
commitment scheme for our construction and hence they will be statistical
zero-knowledge proof of knowledge.

2.4 Zero-knowledge proofs of knowledge about some modu-
lar relations

In this section, we mainly review some results from in [8, 11, 12]. Other
zero-knowledge proofs of knowledge based on discrete logarithm are referred
in [9, 10, 13, 14, 15, 16, 18],

2.4.1 proving that a discrete logarithm lies in a given range

A statistical zero-knowledge protocol proving that a discrete logarithm lies
in a given range in [11, 12] was proposed and is denoted by

PK{(a):y=g"A 2 <ac< 2[}.



2.4.2 Proving in statistical zero-knowledge that a+b = d(mod n),
ab = d(mod n) and a® = d(mod n) hold

Let | be an integer such that —2' < a,b,d,n < 2! holds and ¢ > 1 be
security parameters. Furthermore, we assume that a group G of order ¢ >
22el+5(= 22141 and two generators g and h are available such that loggh is
not known. This group could for instance be chosen by the prover in which
case she would have to prove that she has chosen it correctly. Finally, let the
prover’s commitments to a, b, d and n be ¢, := g*h"™, ¢y := g°h"?, cq 1= goh'3,
and ¢, := ¢"h"™, where r{,7s,r3, and r4 are randomly chosen elements of
Zy.

Camenisch and Michels([8]) assume that the verifier has already obtained
the commitments c,, ¢, ¢4, and ¢,,. Then the prover can convince the verifier
that a + b = d(mod n) holds by running the protocol denoted:

Sy = PK{(a,8,7,6,¢,(,n,9,0,A) :

ca = g*hP A 2l<a<21/\cb—97h5/\ 2l<’y<2l
cq = g hS A 2l<5<2l/\c —g”hﬂ/\ -2l <p<2n
=g A -2 < o < 21}

Alternatively, she can convince the verifier that ab = d(mod n) holds by
running the protocol:

S*_PK{( 57%5547771957107 )

Ca = g*hP A 2l<a<21/\cb—97h5/\ 21<7<21
cqa = g hS A 2l<€<2l/\c —g”hﬁ/\ -2l << 2A
Cq = cbcﬁh“ A ol <p< 2l}.

At the same time, they presented a protocol in which the prover can
convince the verifier that a® = d(mod m) holds for the committed integers
without revealing any further information. The protocol is denoted by Seup
and is referred in Appendix A. In the following, when denoting a proto-
col, we will abbreviate the protocol S.., by a clause like to the statement
that is proven and assume that the prover send the verifier all necessary
commitments; e.g.,

PK{(a, 3,7,0,6,(,0,K) : ¢qg = go‘hﬁ Acpy = g”h‘s ANeg = gEhCA
= g°h" A (@Y = g(mod 0))}.

Theorem 1 Let a,b,d, and m be integers that are committed to by the
prover as described above, Then All three Potocols Sy, Si, and Seyp are
statistical zero-knowledge proofs that a + b = d(mod n), ab = d(mod n) and
a® = d(mod n) hold, respectively.



2.4.3 proving the pseudo-primality of a committed number

In [8], J.Camenish and M.Michels show how the prover and the verifier can
do Lehmann’s primality test for a number committed by prover such that
the verifier is convinced that the test was correctly done but does not learn
any other information. The general idea is that the prover commits to s
random bases a; and then prove that for these bases agm_l)/ 2= +1(mod m)
holds. Furthermore, the prover must commit to a base, say a, such that
am=1/2 = _1(mod m) holds to satisfy the second condition in Lehmann’s
primality test. We call this protocol Sy, ime which is described in Appendix
B. In the following section, PK{(«, ) : ca = g*h® A a € {prime}) denotes
proving that an integer a is a prime by Sprime.

Theorem 2 Given a commitment c,, to an integer, the protocol Sprime s
a statistical zero-knowledge proof that the committed integer is a prime with
error-probability at most 27° for the primality-test.

All described protocols can be combined in natural ways. First of all,
one can use multiple bases instead of a single one in any of the above proofs.
Then, executing any number of instances of these protocols in parallel and
choosing the same challenges for all of them in each round corresponding to
the A-composition of the statements the single protocols prove.

3 Known Protocols Proving M € BL

In this section, we review mainly the results in [1] and [2] and make some
remarks. Protocol 1 and Protocol 2 comes from [2] and [1], respectively.

Protocol 1

1. P and V use the mutually trusted source of randomness to obtain 100
random numbers {z; : i = 1,...,100} in J;' and 100 random signs
{b;j :i=1,...,100} with b; € {-1,1}.

2. for i =1 to 100, P displays a square root r; of z; or of x_; modulo M
with Jacobi symbol equal to b;.

Remark 1: According to Fact 2, P can convince V that M € BL holds, if
P knows factorization of M. But, at the end V can not know that M has
the form pg or the form p*1¢*2, and he only know M € BL. Protocol 1 is
interactive computational zero-knowledge proof.

Protocol 2



1. It is sufficient for the prover to first prove that M is a Regular(2)
integer and that —1 is a quadratic non-residue modulo M using the
proof system given in [4].

2. all it is left to prove is that every quadratic residue has a fourth root
modulo z. This is done by giving, for each element y € JA'ZI taken from
the random string, a fourth root modulo M of y or —y, depending on
the quadratic residuosity of y.

Remarks 2: According to Fact 1, P can also convince V that M € BL holds;
However, V does not know that A has the form pq or the form p*1¢*? in this
protocol too. Protocol 2 is non-interactive perfect zero-knowledge proof.

In Protocol 1 and Protocol 2, V believes M € BL according Fact 2
and Fact 1, respectively. But there exists a common problem: V can not
know form of M, because all Blum integers, not only M = pg but also
M = pF1¢*2, have same properties which satisfy Fact 1 and Fact 2. Hence
it is proposed as an open problem whether there exists a truly
practical zero-knowledge proof for M(= pq) € BL[3]. We will deal
with it in the following sections.

4 The statistical zero-knowledge proof for a+b = d,
ab=d, and d = a°

In [8], Camenisch and Michels obtained the statistical zero-knowledge proofs
for a + b = d(mod n), ab = d(mod n), and a® = d(mod n), however, the ver-
ifier gets only commitments to some integers without obtaining any further
information in these protocols. Now, we will generalize their results and
construct the statistical zero-knowledge proof for a + b = d, ab = d, and
d = aP, furthermore, the verifier also obtains nothing information except
commitments to some integers.

Assume [, ¢ and commitment scheme be uniform in 2.4.2, and the verifier
gets commitments c,, ¢p, ¢q to a, b, d, respectively. Then, in the following two
protocols S, and S, the prover can convince the verifier that a +b = d and
ab = d hold.

= PE{(0,8,7,0,5,60)
ca =g RPN =2t < a < 2lA
cp =g "hO A =2 <y < 2IA
ca =g hS N =2l < e < 2IA
fd — h)‘}

CaCh

Si = PK{(O(,ﬁ,’Y,d,E,{,(T) :



ca = g*hP A 2’<a<2l/\
o =g"hd A2l < v < 20A
ca=g°hS A =2t < e < 2IA
cqg = ch?}
The following protocol S,,, will guarantee that the prover convinces the
verifier that a® = d holds.
Séxp = PK{( ﬁv ga X575 5 7, ( iy Mis E’La 04, Ti, 1927 wl)l 1 ) (w’w pl)ib 12? ) :
Ca=g°hP A =2 < o < 2A
ca =g ho A =2l < ~ < 2ip
(I’ i)/ es = A
Co, = gAML A Copy 1 = g A

Coy = CORET A cyy = c{}llhg? ARERAC c,,llb thlb A
—j<A1<jAmA—j<Am4<2A
Cup = gAY N ANy, = g 2hPh—2 N\
o <y < 2N A =2 <y, < 2N
((cbg =R Acpy/g = h7) V (cy/g = h” A cyg/ca = h¥0))A

((co, =h7t A C#l/cﬂo =hT)V

(o, /g =h" Ay, = cﬁéhwl)) A A
((cby, o =h7072 New, o/cuy 5 =h )V

A
(cbyyo/9 = "2 Ay, = cup 2HP02))A
((Cbzb L= ho1 A Cd/CM = hT-1)V

(Cbzb /g =hb /\Cd—culb 1))}

Theorem 3 Let a,b, and d be integers that are committed to by the prover
as described above, Then All three Protocols S, , Si, and S, are statistical

zero-knowledge proofs that a+b = d, ab = d = and a® = d hold, respectively.

Proof: We explain mainly this reason that a + b = d holds, however, the
proofs of ab = d and a® = d are omitted.

The statistical zero-knowledge claims follows from the statistical zero-
knowledgeness of the building blocks.

Running the prover with this protocol and using standard techniques,
the knowledge extractor can compute integers a, b d 71,72, 73 such that Ca =

g R, ¢y = gbhr2 and cg = gdh”” hold. Moreover, 2l << 2l 2l <p<

2l, and 2l <d< 2l, hold for these integers.

When running the prover with S’,, the knowledge extractor can further
compute integers 74 € Z, such that cq/(cq,cp) = A" holds.



Therefore we have g‘fi—d_i’h’%_7"A1_”A2 = k' and hence, provided that the
discrete log of h to the base g is not known, we must have

d=a+ b(mod q).

Thus we have d = a + b+ wq for some integer w. Since 227! < ¢ and due to
the constraints on a, l;, d we can conclude that the integer w must be 0 and
hence
d=a+b
must hold. |

In the following, when denoting a protocol, we will abbreviate the pro-
tocol S, by a clause like to the statement that is proven and assume that
the prover send the verifier all necessary commitments; e.g.,

PK{(O‘7577767574) 1 Cq = gahﬁ Ncep = g'yh‘; NcCcqg = gEhC A (oﬂ = 5)}

Remarks: By using protocol S’,, S, we can construct a statistical zero-
knowledge proof proving that a committed integer a is either odd or even.

5 A protocol proving that a committed integer a #
0 holds with statistical zero-knowledge

In this section, we will construct a protocol by which the prover can convince
the verifier that an integer a is not 0, furthermore, it is statistical zero-
knowledge. '

For an arbitrary integer a, it can be written []_] pfi, where py, ..., p, are
primes and ki, ..., k, are integers. Now, if the prover can prove that a has
form []_, pfi and all py, ..., p, are primes, then a # 0 holds.

Assume [, ¢ and commitment scheme be uniform in 2.4.2, and let prover’s
commitments to a, s = plfl, - pff*,pl, eeus Dry k1, ..., Ky, and suppose the
verifier has already obtained all commitments before the protocol begins.
The following protocol will prove that the integer a is not 0.

Sa;éO = PK{(OQﬁa P (5175174-277717‘927”1)12{) :

10



1
2

ca = g*h° A ol < q < 2ln (1)

Co, = §OREVA A es, = gOThETA (2)
(=2l <& < 2) A (=20 <6, < 2D)A (3)
Ca/Csy...Cs, = RPN (4)

Cpy = G R A A ey = g RN (5)
(—2[ <@ < 2[) Ao A (—2l <G < 2[)/\ (6)
ek, = g RN A ey, = g RETA (7)
(=2l <0y < 2) A A (=2 <8, < 2)A (8)
(61 =T A A (B =GN (9)
¢ € {prime} A ... N € {prime}} (10)

Theorem 4 Let a be an integer that 1s committed by c,. Then S,z is a
statistical zero-knowledge proof that a # 0 holds.

Proof: Completeness: If a # 0, the prover can prove that a = [[;_,; pfi
holds in (1)-(9); in (10), the prover proves that all of py,...,p, are prime
numbers. As a result, the verifier believes that a % 0 holds .

Soundness: If a = 0, the prover may prove that a is a composite integer
in (1)-(9); however, she can not prove that each of py, ..., p, is prime; so, the
verifier rejects.

Zero-knowledgeness: Sqzo is statistical zero-knowledge from Theorem 1,
2, and 3. |

Remark: From the above protocol, we can prove that an integer b is
not equal to another integer d. We first commit to b, d, and a = d — b; then
prove that d = a + b holds from S’ ; finally, we prove that Sj.o from the
above protocol.

6 The Protocol Proving M € BL

According to S,+¢ and this protocols in 2.4.2, we propose our protocol which
can prove either that Blum integer M has the form pg or that Blum integer
M has the form p*¢*2 in this section, where at least one of k; and ks is
greater than one.

11



6.1 Initialization

Let [, M be two integers such that —2! < M < 2!, ¢ > 1 be security param-
eters. Furthermore, we assume that a group G of prime order s > 22¢/+5(=
221+1) and two generates g and h are available such that loggh is not known.
Finally, we select the following commitment: in which integer a is commit-
ted ¢, := g®h", where r is randomly chosen elements of Z;. According to
this commitment, let commitments to M be cjy;.

6.2 The protocol proving M € BL and M = pq

If M € BL and M = pq, prover commits to M,p,q,a = p — q¢,p1 =
(p—3)/4,¢1 = (¢ — 3)/4 and sends all commitments cyz, ¢p, ¢q, Ca, Cpy» Cq
to verifier. In the following protocol Sys1, the prover can convince the veri-
fier M € BL and M = pq.

SMl = PK{(C%@75757%’77)\77%77':%(7777#:/1Va’7) :

e = g*he A —ol < o < 2IA (11)
cp = g°hP A —2l < g < 2IA (12)
cqg=g"hT A2 <y < 2IA (13)
/(€)= W (14)

B € {prime} A~y € {prime}A (15)
ca=g"h" A —ol <« 1 < 2lp (16)
Cp/CaCq = h"A (17)

S0/ (18)

epy = gMhP A =21 < < 2N (19)
o =g"h" N =2l < v < 2A (20)
Cp/Cpg® = B Negfey g® = BT} (21)

Remark: in this protocol, (11)-(14) proves M = pgq; (15) tests that p and
q are primes; (16)-(18) proves p # ¢, (19)-(21) proves p = 3(mod 4) and
q = 3(mod 4).

6.3 The protocol proving M € BL and M = pFi ¢

If M € BL and M = p*1¢*2, where at least one of k; and ks is not equal
to one, prover commits to M, P = pF'.Q = ¢*2,p,q,a = p — q, k1, k2, p1 =

12



(p—3)/4,q1 = (¢ —3)/4,m1 = (k1 — 1)/2,ma = (k2 — 1)/2, and sends all
commitments cys, cp, €Q, Cp, Cq; Cas Chy > Chigs Cpy > Cpas Cmy » Cmy, tO verifier. In the
following protocol Sjre, the prover can convince the verifier M € BL and

M = phig.

SMZ = PK{(aua)aladl)ﬁ767ﬁ1761>77:yvA7w7&)w7a)7§7§’7—77ﬁ55755

T, T, U, [y [y Uy Uy P, 0)
ey = g*h* A 9l < q <2
cp = gﬂhg A -2l < 6 < 2iA
co =g h" A ol <y < 2lA
enm/(ch) = AN
cp = nghlZ A—2l < Y < 2l A
cqg = g*h% A ol < < 2ln
Ck, = g°h* A —2l < ¢ < 2A
Chy =g hT A ol <7 <2
B=9v"ANy=w"A
Y € {prime} Aw € {prime}A
Ca =g "h™ A ol < < 2IA
cp/CaCq = hN
Srz0/N
cpy = glRF A ol <y < 2ln
cq = g"h" A ol <y <2lp
cp/(c;‘;lg?’) = h’ A cq/(cglg?’) = heA
Cmy = gUthM A _ol <oy < 21./\
Cmy = gﬁlhg1 A—2l < B < 2lA
Ci/ (€, 9) = B0 A iy [ (c,9) = HEA
(Sai0 V Sp120)}

22
23

24
25

26
27
28

29
30

(22)
(23)
(24)
(25)
(26)
(27)
(28)
(29)
(30)
(31)
(32)
(33)
(34)
(35)
(36)
(37)
(38)
(39)
(40)
(41)

w

2
3
34

35
36
37
38
39

40
41

w

Remark: in this protocol, (22)-(25) proves M = PQ; (26)-(30) proves P =
Pkt and Q = ¢*2; (31) tests that p and ¢ are primes; (32)-(34) proves p # ¢;
(35)-(37) proves p = 3(mod 4) and g = 3(mod 4); (38)-(41) proves that k;

and ko are odd numbers and at least one of them is greater than 1.
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6.4 Two theorems

Theorem 5 If M is a Blum integer with form pq, and M, p, q are com-
mitted to by the prover as described in Spyr1. Then the protocol Sy is a
statistical zero-knowledge proof that M € BL and M = pq hold.

Proof:

1) completeness: If M € BL and M = pq, then, the verifier can believe
that M is product of two integers p and ¢ in (11)-(14); in (15), the protocol
can convince the verifier that both of two integers are prime; the prover
proves that primes p is not equal to ¢ (16)-(18)in; and it is proven that ¢
and p have form 4r + 3, where r is an integer, in (19)-(21). Hence, if M is a
Blum integer and it has form pq, the verifier can believe that M € BL and
M = pq hold.

2) soundness: If M € BL, but M = pF1¢*2, where p and ¢ are different
primes both = 3 mod 4, k1 and ks are odd integers, and at least one of ky
and ko is more than 1. Obviously, in (11)-(14), the verifier can believe that
M is product of two integers p’ and ¢/, however, (15) must not hold because

at least one of p’ and ¢ is not prime.
It M ¢ BL:

1. if M is a prime, it is rejected in (11)-(14).

2. if M is a composite integer, and consists of two same prime factors, it
is rejected in (16)-(18).

3. if M is a composite integer, and consists of two different prime factors
p and q. If at least one of p = 3 mod 4 and ¢ = 3 mod 4 does not hold,
it is rejected in (19)-(20).

4. if M is a composite integer, and consists of two factors p and ¢, how-
ever, at least one of p and ¢ is not prime, it is rejected in (5).

Hence, if M ¢ BL or M € BL with form p*'¢*2, the prover can not convince
the verifier that M € BL and M = pq hold.

3) zero-knowledge: because Syeprime 1S a statistical zero-knowledge with
error-probability at most 27%, S M=pq is a statistical zero-knowledge with
error-probability at most 27% from theorem 2, and 3, where parameter k is
the number of random number selected by prover in primality tests. ||

Theorem 6 If M is a Blum integer with form p*1¢*2, and commitment
scheme is used by the prover as described in Spso. Then the protocol Syro is
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a statistical zero-knowledge proof that M € BL and M = p*1¢*? hold. where
p and q are different primes both = 3 mod 4, ki1 and ko are odd integers,
and at least one of them is greater than 1.

Proof:

1) completeness: If M € BL and M = p*1¢*2, then, the verifier believes
that M is product of two integers P and @ in (22)-(25); in (26)-(30), the
prover proves that P = p® and Q = ¢** hold; the prover convinces the
verifier that p and ¢ are prime numbers in (31), and p and ¢ are different
primes both = 3 mod 4 in (32)-(37); in (38)-(41), the prover proves that k;
and ks are odd numbers and at least one of them is greater than 1. As a
result, the verifier accepts that M € BL and M = pFigk2.

2) soundness: If M € BL, but M = pq, where p and ¢ are different
primes both = 3 mod 4. Obviously, in (38)-(41), the verifier can reject that
M has form M = p*1¢*2 because both of k; and ko are equal to 1.

If M ¢ BL:

1. if M is a prime, it is rejected in (22)-(25).
2. if M is a power k of a prime p, i.e., M = pF, it is rejected in (32)-(34).
3. if M is a composite integer, and has the form p’fqlg, where p and ¢ are

two different primes, but, at least one of p = 3 mod 4 and ¢ = 3 mod 4
does not hold, it is rejected in (35)-(37).

4. if M is a composite integer, and consists of two prime factors p and g,
where p and ¢ are different primes both = 3 mod 4, however, at least
one of k1 and kg is even, it is rejected in (38)-(40).

5. if M is a composite integer, and consists of at least three prime factors,
then, M € BL will be rejected in (22)-(31).

Hence, if M ¢ BL or M € BL with form pq, the prover can not convince
the verifier that M € BL and M = p*1¢*2 hold.

3) zero-knowledge: Our protocol only uses basic protocols Sy, S, Sexp,
Speprime and Sq0, however, they all are statistical zero-knowledge proofs,
hence, our protocol is a statistical zero-knowledge proof. |

7 Conclusion

In this paper, we mainly propose three statistical zero-knowledge protocols,
the first is to prove that an integer a does not equal to 0, the second is to
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prove M € BL with form pg, and the third is to prove M € BL with form
pF1¢*2, where at least one of k; and ky is greater than one.
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Appendix A

This Protocol will prove that a® = d(mod n) holds.
Sea:p = PK{(C% B,€,X:7:9,6,¢,m ( is Wiy Vis iy Oy Ti, 7917 Pis ¢z>z 117 (wis pz)ibila) :

ca = g*h° A 2l<a<21

ca=g"h A =2l < 4 < 20A

cn =g hS A =2 < e < 2IA

(T2 &) /e = hIA

v = gORMA LA Copy 1 = gt I

Aly—2 V-1
Cop = XS A ey, = )‘ c2hs2 A L. Ny, =c b2 T RS-t

-1 vy, —2 En
—21<)\1<2l/\ A 2l<)\lb L < 2in
—21<u1<2l/\ A 2l<ulb L < 2iA
= gthPE A LA Cupy—g = g2 P2 \
—2f <w <2 A n=2 <wy 5 <2A
((eby = RO N cpy/g = h") V (cpy /9 = hYo A Cuo/Ca = h¥0))A
((Cbl =h7 A Cﬂl/c,uo = .hﬁ)\/ .
(cby /9 =h"" Ny, = eple B A =20 < oy < 2D) A LA
((cblbf =h7=2 A Cﬂz /culb 3= thb*2)\/
(b 0/ = W62 Ny = e Sen 2 h002 p 2] < g,y < 2D))A
((Cblb L= h"’b LA Cd/c”lr2 = K1)V

A n ..
(b1 /g =h"v"r Aca = cutTpen® RV A =20 < gy, g < 20))}
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Appendix B

The following protocol will prove that n is a prime.

1. The prover picks random &; €r Z, for ¢ = 1, ...,t and commits to them

as ¢, = g% h"a with 14 €p Zg for ¢ = 1,...,t. She sends cg,, ..., ¢z, to

the verifier.

t

. The verifier picks random integers —2! < d; < 2! for i = 1,...,t and
sends them to the prover.

. The prover computes a; := a; + a;(mod n), cq;, = g*h" with r,, €g
Zq, di = al(-n_l)/Z(mod n), and cq, := g%h™4 with ry, €g Zgq for
all i = 1,...,t. Moreover, the prover commits to (n — 1)/2 by ¢, :=
g D/2pm with ry, €p Zg. Then the prover searches a base a such
that a™1/2 = —1(mod n) holds and commits to @ by ¢z := g*h’a
with rz €r Zg.

. The prover sends ¢y, ¢z, Cay, ---s Cays Cdy s -, Cd, tO the verifier and then
they carry out the following protocol.

Sprime 1= PE{(ev, B,7,1,&, p, ks, (01 €35 Gis My Vi, Wiy Pis K by i)y
cp=g°hP A -2l <a < 2A
cn=g"hé N =2l < v < 2IA
c2g/cn = A
ca = g°h" A (p® = —1(mod v))A
Cay = ORI N o A cg, = gOREEN
Cay /9™ = GO R A LA Cay /g%t = GOt SR
2t < <2 nn =2t <5 < 20
<2 A L AN=2 <G < 2N
Cay = gPTRT N LN cq, = gPtRTEN
(ca, /g9 =h"" Veqg=h") Ao A(ca, /g = h" V cq,g = RV
ca, = gAY A L Aeg, = gPMtRYEA
(pY =p1 (mod v)) A ... A (pf = e (modv))}
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