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Abstract

Graphene exhibits a unique combination of properties making it particularly promising
for sensing applications. This thesis builds new graphene chemical and biological
sensing technologies from the ground up by developing device models, systems, and
applications. On the modeling side, this thesis develops a DC model for graphene
electrolyte-gated field-effect transistors (EGFETs). It also presents a novel frequency-
dependent (AC) small-signal model for graphene EGFETs and demonstrates the ability of
these devices to operate as functional amplifiers for the first time.

Graphene sensors are transitioned to the system level by developing a new sensor array
architecture in conjunction with a compact and easy-to-use custom data acquisition
system. The system allows for simultaneous characterization of hundreds of sensors and
provides insight into graphene EGFET performance variations. The system is adapted to
develop solution-phase ionized calcium sensors using a graphene EGFET array that has
been functionalized using a polyvinyl chloride (PVC) membrane containing a neutral
calcium ionophore. Sensors are shown to accurately quantify ionized calcium over
several orders of magnitude while exhibiting excellent selectivity, reversibility, response
time, and a virtually ideal Nernstian response of 30.1 mV/decade. A new variation-
insensitive distribution matching technique is also developed to enable faster readout.

Finally, the sensor system is employed to develop gas-phase chemiresistive ammonia
sensors that have been functionalized using cobalt porphyrin. Sensors provide enhanced
sensitivity over pristine graphene while providing selectivity over interfering compounds
such as water and common organic solvents. Sensor responses exhibit high correlation
coefficients indicating consistent sensor response and reproducibility of the cobalt
porphyrin functionalization. Variations in sensitivity follow a Gaussian distribution and
are shown to stem from variations in the underlying sensor source-drain currents. A
detailed kinetic model is developed describing sensor response profiles that incorporates
two ammonia adsorption mechanisms-one reversible and one irreversible.

Thesis Supervisor: Tomds Palacios
Title: Professor
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Chapter 1: Introduction

1.1 Graphene Introduction

Graphene consists of an atomically-thin planar sheet of sp2-hybridized carbon

atoms arranged in a hexagonal lattice [1]-[5]. It represents the two-dimensional building

block for graphite and possesses strong in-plane carbon bonds and weak van der Waals

forces between layers. Graphene has been studied theoretically since the 1940s, but was

presumed unstable and not to exist in its free-standing form [6], [7]. It was isolated and

studied experimentally for the first time in 2004 [8]. Graphene is the last member to be

isolated in the family of low-dimensional carbon allotropes depicted in Figure 1.1. The

other two forms are zero-dimensional buckminsterfullerene and one-dimensional carbon

nanotubes.

A B C

Figure 1.1: Low-dimensional carbon allotropes A) spherical Buckminster fullerene B) ID carbon nanotube

C) 2D graphene [9].

Graphene has an atomic density of 3.82x 101s atoms/cm-2 with a carbon-carbon bond

length of 1.42 A [10], [11]. Each carbon atom in graphene possesses four valence

electrons. Three electrons undergo sp2 hybridization to form in-plane covalent bonds
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with the three nearest neighbors. These are termed sigma bonds (c-bond). The

remaining valence electron is oriented perpendicular to the plane in a pz orbital and forms

a pi-bond (i-bond). Electrons in the n-bonds are delocalized enabling charge transport in

graphene. Figure 1.2 illustrates sp 2 hybridization and the formation of a-bonds and t-

bonds in graphene.

n-bond

pz-orbital C

a-bond

Figure 1.2: Graphene sp 2 hybridization, a-bonds,

and ,t-bonds [12].

The low-energy band structure of graphene is unique in that the conduction band

and valence band meet at a single point, called the Dirac point. For this reason, graphene

is termed a semimetal or a zero bandgap semiconductor. The linear dispersion of

graphene's cone-shaped band structure is reminiscent of photons and gives rise to

massless relativistic particles called Dirac fermions [13]-[16]. This allows carriers in

graphene to move at an effective speed of light called the Fermi velocity, VF, which is

defined by the slope of the energy-momentum dispersion [17]-[19]. The Fermi velocity
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in graphene is c/300, where c is the speed of light. The band structure for graphene is

depicted in Figure 1.3.
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Figure 1.3: Graphene band structure as reproduced from [3].

Graphene's band structure in combination with its density of states gives rise to

its unique ambipolar transport properties and V-shaped I-V characteristic. Depending on

the location of the Fermi level, graphene is intrinsic, n-doped, or p-doped. When the

Fermi level is located precisely at the Dirac point, charged carrier concentration is

minimized and the graphene is said to be intrinsic. It is important to note that carrier

concentration does not vanish at the Dirac point because of imperfections such as charged

impurities and electron-hole "puddles" [20]-[22]. When the Fermi level is located above

the Dirac point, graphene is n-doped and electrons represent the primary means of

conduction. Alternatively, when the Fermi level is below the Dirac point, the graphene is

p-doped and "holes" (i.e. the absence of electrons) represent the primary means for

conduction. Figure 1.4 depicts the different Fermi level locations in graphene along with

the resulting I-V characteristic.
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Figure 1.4: A) Fermi level location in intrinsic, n-doped, and p-doped graphene [23]. B) Graphene I-V

characteristic.

Graphene may be synthesized using a number of methods. Monolayer and few

layer graphene may be isolated by repeated mechanical exfoliation of highly oriented

pyrolytic graphite (HOPG) [24]-[26]. Graphene may also be grown epitaxially by

thermal decomposition of silicon carbide [27]-[29]. In this process, silicon carbide is

annealed at high temperature-typically above 1000C-in an inert gas. This causes

desorption of silicon and subsequent bonding of carbon to form epitaxial graphene.

Lower quality and multilayered graphene films are also commonly synthesized through

the reduction of graphene oxide [30]-[33]. Finally, graphene may be synthesized using

chemical vapor deposition (CVD). In this process, methane is flowed over a metal foil-

usually nickel or copper-at high temperature resulting in graphene formation atop the

metal surface. CVD is the most practical synthesis method as it is capable of producing

large sheets with uniform material properties at relatively low cost [34].

CVD graphene synthesis may be achieved by flowing methane over a number of

transition metals including cobalt, ruthenium, nickel, and copper [35]-[38]. In this
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process, the metal substrate serves as a catalyst for methane decomposition as given by

the chemical reaction (1. 1).

CH 4 -* C + 2H 2  (1.1)

The transition metal substrate provides nucleation sites for graphene growth [39].

Copper is the most common substrate because graphene synthesis self-terminates after

the formation of a monolayer. This is attributed to low carbon solubility in copper, which

prevents additional layers of graphene from forming via the out diffusion of carbon from

the copper substrate. Figure 1.5 illustrates the CVD synthesis process for graphene

along with the resulting relatively large-are and uniform graphene film. Graphene may

be transferred onto arbitrary substrates using polymethyl methacrylate (PMMA) or some

other polymer to provide mechanical support [40]-[43].
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2 CH4  Bulk
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Figure 1.5: A) CVD graphene synthesis depicting formation from methane decomposition and carbon

nucleation at the copper substrate-reproduced from [39]. B) Optical microscope image of a large-area

intact and clean CVD graphene (after transfer onto a Si/SiO 2 wafer substrate).

18

-I



Commercial-grade graphene is now available from a number of suppliers. ACS

Material and Graphenea Inc., for instance, both provide "easy transfer" graphene in

which the graphene-PMMA film comes with the copper foil already removed. Some

suppliers now also provide large-area graphene synthesis and transfer services. This

enables wafer-scale manufacturing using graphene, eliminates inconsistencies associated

with manual transfer, and provides enhanced quality. A unique and convenient feature of

graphene transfer is that failed transfers are easily removed using oxygen plasma. This

allows graphene to be re-transferred repeatedly until certain quality and yield

requirements arc met.

1.2 Graphene Sensing

To fully motivate graphene's use as a sensor material, it is useful to provide context

around graphene's discovery and the evolution of graphene research in other domains.

The timing of graphene's discovery coincided with a time in which silicon-based digital

electronics were reaching their physical limits. Graphene's exceptional electric

properties led many to believe it could potentially revolutionize modern electronics and

usher a next phase in Moore's Law. Moore's Law, named after Gordon Moore, a co-

founder of Fairchild Semiconductor and Intel Corporation, is the observation that the

number of transistors per unit area doubles approximately every 18 months [44]. This

has been a guiding principle in the semiconductor industry since the 1970s and represents

an exponential rate of technological advancement that, in many ways, society has grown

accustomed to. With a plateau in sight, it was-and is-natural to look for alternatives

such as graphene as a means to continue this trend.

19



Although graphene possesses exceptional electrical properties, early pioneering

researchers-many of them physicists-did not recognize the important role of a

bandgap in modern silicon-based digital electronics [17], [33], [45]-[47]. A bandgap

enables switching between conducting and non-conducting in digital electronics (i.e. on

and off states). This, coupled with their complementary nature, allows digital electronics

to dissipate power only during active switching or active computation. This enables very

low static power consumption and low heat dissipation (neglecting gate leakage). These

features allow digital electronics to be miniaturized and packed more densely producing

exponential increases in compute power per unit area over the last 50 ycars. Because

graphene lacks a bandgap, however, a great deal of research focused on bandgap

engineering through chemical and geometric modifications. This includes band gap

engineering through doping and functionalization, nanoribbon patterning, and voltage

biasing in bilayer graphene [48]-[53]. To date, however, no solutions exist enabling

graphene's application to digital electronics.

The chief motivation for this thesis is to pivot from forcing graphene into the

domain of digital electronics. The objective is to take graphene's properties, as is, and

attempt to identify alternative devices and applications for which it may be more innately

suited. Graphene's unique combination of electrical, chemical, mechanical, and optical

properties, make it particularly promising for chemical and biological sensing

applications. Like digital electronics, sensing applications represent a large markets and

areas of high impact. In addition, as one of the main interfaces between digital

electronics and the world, much of the data being processed in fact originates from

sensors. This is becoming even more true in an increasingly connected and data-driven
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world and with the advent of technologies such as the internet of things (IoT). This is the

context and motivation for the exploration of graphene as a sensing material.

The nature of charge carrier transport in graphene makes it a promising sensing

material. While much of graphene's mechanical stability results from in-plane a-bonds,

carrier transport in graphene arises from the it-bonds that exist above and below the

lattice of carbon nuclei. These 2-bonds, which given rise to graphene's electrical

properties, are readily influenced by environmental changes. This makes graphene a

promising material for transduction, the process by which chemical signals may be

transformed to electrical ones. The exposed 2-bonds provide graphenc with innate

sensitivity to environmental changes [54]. As an all-surface material, graphene has also

been shown capable of extreme sensitivity capable of single molecule detection [55].

Graphene's other electrical, chemical, mechanical, and optical properties also add

to its promise as a material for chemical and biological sensing applications. From an

electrical standpoint, graphene has bee shown to possess room temperature mobilities in

excess of 50,000 cm 2/Vs, which translates into high speed and high transconductance

sensors [56]-[58]. Graphene field-effect transistors (FETs) have also been shown

capable of voltage gains making them suitable for signal amplification in biological

applications such as electrophysiology [59]. Graphene's chemical stability enables it to

directly interface with the electrolytic environments found in many chemical and

biological sensing applications and to take advantage of the ultrahigh capacitance due to

the electric double layer phenomenon [60]-[65]. Graphene also exhibits a wide

electrochemical potential window of approximately 2.5 V in in many electrolytes

including solutions mimicking physiological conditions such as phosphate buffered saline
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[66]. Mechanically, graphene possesses a high Young's modulus of I TPa, a breaking

strength of 42 N/m, and mechanical flexibility making it potentially useful for flexible

and smart skin sensing applications [67]-[70]. Extreme thinness also allows minimal

light absorption in the visible spectrum making graphene suitable for transparent sensing

applications [71]-[73]. Graphene's atomically thin carbon composition also makes it

potentially very low cost with chemical vapor deposition synthesis enabling large-area

and uniform synthesis [37], [38]. Graphene is unique with regards to many other sensing

materials in that it can be transferred to arbitrary substrates such as transparent substrates,

flexible polymers, and silicon wafers for traditional semiconductor manufacturing [74].

A number of graphene-based chemical and biological sensing devices have been

developed in recent years. The vast majority of these sensors fall into one of three

categories: optical, electrochemical (electrode-based), or FET-based. Optical graphene

sensors typically offer the benefit of detection without adversely affecting the chemical

environment [75]. Optical sensing approaches, however, often require an arrangement of

light sources, mirrors, and filters making miniaturization and low-cost solutions difficult.

Electrode-based graphene sensors offer simple construction and have been show to detect

a range of analytes [76]-[83]. They are extremely limited, however, in terms of

scalability and the ability to sense multiple analytes simultaneously [84]-[86]. Graphene

FET-based sensing approaches offer a number of advantages. They provide the ability to

detect a range of analytes similar to their electrode-based counterparts [34]. They also

offer the benefits of miniaturization and scalability into large arrays [87]. Lastly,

graphene FET-based sensing approaches allow for tuning of graphene's electrical

properties for optimized sensitivity and signal amplification [88]-[90].
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1.3 Graphene Electrolyte-Gated Field-Effect Transistor and Chemiresistive Sensors

This thesis focuses on two types of graphene sensors that are closely related:

chemiresistive and electrolyte-gated field-effect transistors (EGFET). Graphene EGFETs

are a particular type of graphene FET that can be gated through an electrolytic medium

making it useful for many chemical and biological applications. Graphene EGFETs

consist of a graphene channel between two conductive source-drain contacts. Some

portion of the graphene channel is exposed to the sensing environment either directly or

via some form of functionalization. This allows environmental changes to alter the

doping in the graphene channel, and hence conductivity of the graphene EGFET. These

devices are used in conjunction with some form of readout circuitry to measure the

electrical signals and quantify environmental changes. No material constraints are

imposed on the graphene EGFET substrate, which can range from glass and silicon to

flexible polymers. Figure 1.6A depicts a typical layout for a graphene EGFET.

Chemiresistive graphene sensors are virtually identical as shown in Figure 1.6B, but do

not allow for gating of the graphene channel. Chemiresistive sensors can be applied to

solution and gas-phase sensing.
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Figure 1.6: A) Graphene EGFET sensor with recessed passivation. B) Chemiresistive graphene sensor

with recessed passivation. VS, VDS, and VGS represent voltages applied to the source, drain, and gate,

respectively.

Graphene chemiresistive and EGFET sensors can be thought of as relying on one

of two operating mechanisms: shift in I-V characteristic or VGS modulation. In I- V

characteristic shifts, a change in the environment alters the graphene Fermi level making

it either more n-type or p-type. This results in a lateral shift of the graphene I-V

characteristic. In applications such as electrogenic cell sensing, graphene EGFETs can be

thought of as operating based on VGS modulation. For instance, when a neuron produces

an action potential at the graphene surface, it alters the composition of ions found at the

graphene surface. This can be thought of as an effective modulation in the gate-source

voltage VGS. The change in the effective VGS then results in a detectable change in source-

drain IDS current. Figure 1.7 depicts idealized versions of the I-V characteristic shift and

VGS modulation sensing mechanisms.
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Figure 1.7: A) Change in electrolyte composition alters graphene doping and laterally shifts the I-V

characteristic. B) Change in ionic composition near the graphene surface due modulates the effective

source-gate voltage VGS.

1.4 Relevant Principles in Electrochemistry

Use of graphene in chemical and biological sensors requires some basic

familiarity with select concepts in electrochemistry. More specifically, graphene

EGFETs take advantage of two principles in electrochemistry: electric double layer

formation and electrochemical potential windows. Electric double layer formation occurs

whenever a material is interfaced with an electrolyte of a different electrochemical

potential. This causes either cations or anions within the electrolyte to preferentially

migrate toward the surface. This charge separation typically occurs over a very short

distance of a few nanometers with the bulk electrolyte remaining electroneutral. As a

result, electric double layer capacitances can be quite large and range from a few pF/cm2

to tens of iF/cm2. Several models have been developed describing the electric double

layer phenomenon. The most common models are the Helmholtz model, Gouy-Chapman

model, and the Gouy-Chapman-Stern model.
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Helmholtz is credited with discovery the electric double layers and assumed all

ions were specifically adsorbed onto the material surface [91]. This led Helmholtz to

model electric double layers as simple parallel plate capacitors. In some very limited

scenarios, this may serve as an adequate approximation. The Helmholtz model, however,

fails to capture the ability ions to form a concentration gradient near the surface due to

thermodynamic diffusion. The Gouy-Chapman model captures this diffuse electric

double layer behavior by balancing the fact that ions are subject to diffusive and

electrostatic forces within the electrolyte [92], [93]. This model is also known as the

Poisson-Boltzmann model, which can only be solved analytically for a handful of cases

and also typically requires Debye-Hickel linearization to make progress [94]. The Gouy-

Chapman-Stem model combines Helmholtz and Guoy-Chapman models to allow for

specifically adsorbed ions as well as a diffuse region [95]. Figure 1.8 depicts the three

different models for electric double layers.
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Figure 1.8: The three most common models used to describe electric double layers A) Helmholtz model B)

Gouy-Chapman model C) Gouy-Chapman-Stern model [96].
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One of the key drawbacks associated with these models is that they treat ions as

point charges. This results unrealistically high ionic concentrations even for dilute

electrolytes at low applied voltages (a few tenths of a volt). In actuality, ions occupy

some volume and have limited packing density. Ions also carry hydration shells, which

further increase their effective size. This led to the development of more sophisticated

models such as the modified Poisson-Boltzmann (MPB), which accounts for steric effects

and is described by (1.1). As the name suggests, the model combines the Poisson and

Boltzmann equations and has been modified to take steric effects into consideration.

z q N co 2 sinh( k(T

1 + 2 vsinh qzk )

Here ip is the potential, co represents the ion species bulk concentration, z is the ion

valency, NA is Avogadro's number, kB is the Boltzmann constant, e is the permittivity, q

is the elementary charge, and T is temperature [97]. Steric effects are included via the

denominator term and are governed by the packing parameter v, which represents the

maximum density to which ions may accumulate and is given by (1.2)

v = 2a3c (1.2)

where a is the effective diameter of the ion species and co represents the bulk ion

concentration.
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It is important to note that the electric double layer capacitance is an interface

effect that typically occurs within nanometers of the surface. The bulk of the electrolyte

remains electroneutral and is typically referenced as ip = 0. Because of this, the

thickness or volume of the electrolyte has no effect on the capacitance. This is

counterintuitive and in stark contrast to conventional dielectric capacitors whose

capacitance exhibits inverse dependence on dielectric thickness. Unlike dielectric

capacitors, electric double layer capacitance is not constant and exhibits some form

voltage dependence.

Modeling electric double layers is further complicated by the fact that high ionic

concentrations affect the relative permittivity of the electrolyte. Because of this,

electrolyte permittivity is not constant but exhibits some form of spatial dependence.

Secondary effects such as these make accurate modeling of electric double layers

difficult. Physics-based models, however, are useful tools nonetheless in building

intuition and understanding general trends within electric double layers.

Solutions to the modified Poisson-Boltzmann are presented in Figures 1.9 and

1.10 to show how electrolyte composition, permittivity, and effective ion size influence

the capacitance of the electric double layer. Solutions to the modified Poisson-

Boltzmann model are difficult or impossible to solve analytically in many scenarios. As

a result, solution results are obtained through a custom numerical simulation.

Simulations are for a symmetric aqueous electrolyte and include steric effects. The

relative permittivity of water is 78.3.
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Figure 1.9: A) Cation and anion concentrations as a function of distance from the electrode surface for

varying electrolyte permittivity. B) Electric double layer charge density as a function of electrode potential

for various electrolyte concentrations. Solid lines represent are MPB solutions that include steric effects.

Dashed lines are Poisson-Boltzmann solutions that neglect steric effects.
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Figure 1.10: A) Electric double layer capacitance versus potential in 100 mM symmetric aqueous

electrolyte for various effective ion sizes. B) Electric double layer capacitance versus applied potential with

1 nm effective ion size for various ion concentrations.

Another important concept in graphene EGFET operation is the electrochemical

potential window. Although both graphene and electrolytes are conductive, application

of a voltage across the graphene-electrolyte interface does not necessarily result in a
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sustained (DC) current. This counterintuitive result stems from the fact that graphene

possesses a wide electrochemical potential window in many electrolytic environments.

This is not a new discovery as carbon-based electrodes have been commonplace in

electrochemistry for years because of this feature, which enables the study of reactions

that might otherwise be difficult to observe [98].

To sustain a DC current at the graphene-electrolyte interface, there must exist an

accompanying reduction or oxidation (i.e. redox reaction) at the graphene surface

involving one or more chemical species. For example, in the case of aqueous NaCl

electrolyte, Na+ must be reduced, Cl- must be oxidized, or water must be split in order to

create oxygen and hydrogen gases. Each of these reactions requires overcoming an

activation barrier. These activation barriers are relatively high for many graphene-

electrolyte interactions including aqueous NaCl and more complex electrolytes that

mimic physiological conditions such as phosphate buffered saline (PBS). Figure 1.11

depicts graphene's electrochemical potential window in 1 M aqueous NaCl as a

reference.
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Figure 1.11: Graphene electrode current versus potential in 1 M

aqueous NaCl using an Ag/AgCI reference electrode and 1 mm

diameter platinum button counter electrode. The dimension of the

graphene-electrolyte interface is 40 pm by 20 pm.

Currents due to redox reactions at the graphene-electrolyte interface can be

described by the Butler-Volmer equation, which is given by (1.3)

j = jo[etanFq/RT - e-acnFil/RT] (1.3)

where j is the current density, jo is the exchange current density, aa is the anodic charge

transfer coefficient, ac is the cathodic charge transfer coefficient, n is the number of

electrons involved in the reaction, R is the universal gas constant, T is the absolute

temperature, and il is the overpotential. The graphene-electrolyte interface possesses a

low exchange current density. This results in a large potential range with negligible

current flow at the graphene-electrolyte interface. Lack of DC current coupled with ion

migration due to the imposed electric field means the interface is acting as a capacitor. A
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wide potential window can potentially allow very high charge accumulation, which has

spurred research into graphene-based supercapacitors [32], [99]-[101 ].

For graphene EGFET operation, a wide potential window enables gating over a

wide range in various electrolytes without inducing redox currents. Absence of redox

reactions limits potential damage to the graphene and its electrical properties. It also

allows graphene EGFETs to operate without need for any protective coating or dielectric.

This direct interface with the electrolyte enables graphene EGFETs to take full advantage

of the high interface capacitances due to electric double layer formation.
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Chapter 2: DC Modeling of Graphene EGFETs

2.1 Introduction

This chapter develops an accurate physics-based DC model for graphene EGFETs

as a means to gain a comprehensive understanding of the underlying physics and

operating mechanisms in this new class of device. Device models are critical in the

development of any new technology. They accelerate exploration of the design space by

freeing the user from needing to physically fabricate devices to explore every scenario of

interest. In doing so, device models can be a particularly useful in identifying the

strengths of a new technology and guiding its development into specific applications.

Device models are also critical in the design of readout circuitry for any new technology

that will inevitably be integrated within some larger system. Device models also enable

application-specific performance optimization.

A number of DC models have been developed to study and predict the behavior of

dielectric-gated graphene field-effect transistors (FETs) [102]-[107]. Little work,

however, has been reported for graphene electrolyte-gated field-effect transistor (EGFET)

models [108]. Graphene EGFET models represent an increase in complexity over

graphene dielectric-gated FETs because the top-gate capacitance cannot be considered

constant. The top-gate capacitance of graphene EGFETs, which is comprised of the

electrical double layer capacitance and graphene quantum capacitance, varies as a

function of ionic species, ionic concentration, and also spatially along the graphene

channel [97], [109].

This work presents a model for graphene electrolyte-gated field-effect transistors

(EGFETs) that incorporates the effects of the graphene-electrolyte interface and the
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quantum capacitance of graphene [110]. The model is validated using experimental data

collected from fabricated graphene EGFETs and is employed to extract device

parameters such as mobility, minimum carrier concentration, interface capacitance,

contact resistance, and effective charged impurity concentration. The proposed graphene

EGFET model accurately determines a number of properties necessary for circuit design

such as current-voltage characteristics, transconductance, output resistance, and intrinsic

gain. The model can also be used to optimize the design of EGFETs. For example,

simulated and experimental results show that avoiding the practice of partial channel

passivation enhances the transconductance of graphene EGFETs.

2.2 Fabrication Process

Graphene EGFETs were fabricated and measured to evaluate the model's ability

to fit experimental data. A clean 4-inch silicon wafer coated with 5 pim of spin-on

polyimide (HD-8820) and annealed at 375 'C in 700 sccm argon to prevent outgassing in

subsequent high-temperature steps. Source and drain Ti/Au/Pt (10/100/20 nm) contacts

were patterned using liftoff photolithography. Monolayer graphene was then grown on

copper foils using CVD and transferred over the entire substrate using polymethyl

methacrylate (PMMA) [39]. The PMMA was removed using an acetone and isopropanol.

The PMMA residue was further reduced by annealing at 350 'C in 400 seem argon and

700 sccm hydrogen for 3 hours. The graphene channel regions were defined using

MMA/OCG825 photoresist stacks and helium and oxygen plasma at 16 and 8 seem,

respectively. The MMA/OCG825 photoresist stacks were removed using acetone and

isopropanol. The samples were annealed at 350 'C in 400 seem argon and 700 sccm
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hydrogen for 3 hours to further remove MMA residue. The entire wafer was passivated

with 2.4 tm of SU-8 2002 and windows were photodefined to provide electrolyte access

to the graphene EGFET channel regions. The SU-8 was then hard-baked at 150 'C for 5

minutes. An aqueous electrolyte droplet of 1 00-mM NaCi was pipetted over the graphene

EGFET channel regions and a reference electrode was inserted into the droplet to gate the

devices. Aqueous 100-mM NaCl was chosen because of its symmetry and similarity to

physiological osmolarity. Similar devices were fabricated on 300-nm SiO2 to facilitate

better wire bonding, which was required for interface capacitance measurements.

A B

Figure 2.1: A) Optical microscope image of a graphene EGFET on a polyimide substrate with SU-8

passivation extending into the graphene channel region. B) Optical microscope image of a graphene

EGFET with recessed SU-8 passivation leaving portions of the source drain contact metal exposed to the

electrolyte.

2.3 Graphene Electrical Double Layer Capacitance

Immersion of graphene in an electrolyte results in the accumulation of ions at the

graphene surface due to differences in electrochemical potentials. This phenomenon is

termed an electric double layer. The capacitance of the electric double layer is large
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enough that accurately modeling the graphene-electrolyte interface capacitance requires

inclusion of the graphene quantum capacitance. Quantum capacitance is proportional to

the density of states and is typically the limiting capacitive component for two-

dimensional materials such as graphene. The graphene quantum capacitance is given by

(2.1) and (2.2)

2q2  (2.1)
Cq= VF(InG + In* 1)1/2

nG qVch 2 (2.2)

where h is the reduce Planck constant, VF is the Fermi velocity, nG is the carrier

concentration induced by the gate voltage, n* is the effective charged impurity

concentration, and Vh is the electric potential of the graphene channel [109].

Experimental data shows that the graphene-electrolyte interface capacitance,

CTOPEXP, may be modeled using a parallel plate capacitor, CEDL,EFF, in series with the

graphene quantum capacitance, CQ. As a hydrophobic material, graphene repels aqueous

electrolytes resulting in what may be modeled as an angstrom-scale gap between the

electrolyte and graphene surface. This forms a parallel plate capacitor, which reduces the

complex voltage-dependence capacitance typical of electric double layers. This effect

was previously measured and modeled and is reproduced for this work [57], [111], [112].

Experimental data also includes a parallel capacitive component due to device

leads, Co. The interface capacitance is measured at 100 Hz with an Ag/AgC1 reference
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electrode using a Gamry Reference 600 potentiostat. The measurement was taken in IM

aqueous NaCl. The measured data is fit to the capacitive model using the Levenberg-

Marquardt algorithm from the MATLAB optimization toolbox (Figure 2.2). The data

confirms the applicability of the interface capacitance model in the current-voltage

graphene EGFET model.
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Figure 2.2: A) Capacitive components comprising the overall graphene-electrolyte interface capacitance.

B) Simulated versus experimental top-gate capacitance for a graphene EGFET on SiO 2. The device has

W/L = 40jim/40prm where the center 20pim is unpassivated. CEDL,EFF= 8.8 IiF/cm
2 , n* = I.Ox 10" /cm2, Co

= 11.3gF/cm2 .

2.4 DC Graphene EGFET Model

The current at any given position along the channel is determined by the product

of the carrier concentration and the carrier drift velocity, which is scaled appropriately by

the elementary charge and channel width. This principle combined with current

continuity enables calculation of the graphene EGFET current and the corresponding

channel potential profile. Figure 2.3 depicts a typical layout for a graphene EGFET.
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Figure 2.3: Graphene EGFET structure with mostly passivated

source and drain regions.

The channel current is given by the equation (2.3)

IDS = q W n Vdrift (2.3)

where q is the elementary charge, W is the channel width, n is the carrier concentration,

and Vdrift is the carrier drift velocity. The drift velocity may be rewritten as (2.4)

Vdrift - dV (2.4)
dx

where y is the carrier mobility, and V is the channel potential which is a function of

position. This model assumes carrier mobility is equal for holes and electrons and

independent of the carrier concentration. The carrier concentration is a function of

potential and is given by (2.5)

n(V) ~ n2 + [CTop(V)[VGS,ToP - V - Vo]/q 2 (2.5)
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where n, is the minimum carrier concentration [20], [22], CTOP is the top-gate

capacitance, VGS,TOP is the applied top gate voltage, and V is the potential along the

channel. Vo represents the potential at the Dirac point given by (2.6)

CBACK
VO = VGS,TO + CTOP(V) (VGS,BACK - VGS,BACK) (2.6)

where V S,TOP andV VS,BACK are the locations of the Dirac point as experimentally

determined from top gating and back gating, respectively. CBACK is the back-gate

capacitance. The majority of graphene EGFETs - including the ones examined in this

work - are fabricated on thick insulating substrates to provide structural support and

ensure the measured source-drain current stems solely from the graphene channel. As a

result, the back gate capacitance is far less the than top gate capacitance, which is

typically several pF/cm 2 . The equation for threshold voltage can then be simplified to

(2.7).

VO = VGS,TOP (2.7)

Including the effects of saturation velocity and contact resistance produces (2.8)

describing the channel current. Contact resistances are assumed symmetric. It is also

important to note that chemical and biological sensors employing graphene EGFETs are

typically biased at low voltages to avoid the undesirable reduction of chemical species in
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the solution. Because of this, carrier drift velocity is typically well below the saturation

velocity. Saturation velocity is included nonetheless for completeness.

S fVDS-IDSRC + (V)[vGS,Top - V - Vo]/q]2 dV
IDS - ~ SC n CO()VSTP(2.8)

S+ 1(DS - 21DSRC)
Lvsat

Because the top-gate capacitance is a function of potential, this equation cannot

readily be integrated. As a result, a numerical equation (2.9) describing the channel

potential profile is employed where h represents the step width.

h ' IDS I DS 1DsRc)
V(x + h) = V(x)+ Lvsat 0 x L (2.9)

2 ]2
qIpw no + [cToP(VGSTOP - V(X) - VO)[VGS,TOP - V(X) - VO]/q]

The graphene EGFET channel current problem may be reformulated as a root

finding problem and solved using the bisection method [113]-[118]. This is a robust

method with guaranteed convergence provided that the initial bounds span the solution

and that the solution is unique. The pseudocode in Figure 2.4 describes the bisection

method and its adaptation to the EGFET current and channel potential problem.
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Bisection Method Pseudocode

XLOW < XROOT < XHIGH

XMID = 0-5 (XLOW + XHIGH)

while(f(XMID) > Error Tolerance)

if(f (XLOW) * f(XMID) < 0)

XHIGH = XMID

if(f (XMID) 'f (XHIGH) <0

XLOW = XMID

XMID = 0-5 (XLOW + XHIGH)

Graphene EGFET Problem Pseudocode

'DS,LOW < IDS < 'DS,HIGH

'DS,MID = 0.5 (IDS,LOW IDS,HIGH)

while(VDS,ERROR(DS,MID) > Error Tolerance)

if(VDS,ERROR(DS,LOW) VDS,ERROR(IDSMID) <0)

'DS,HIGH = 'DS,MID

i(DS,ERROR(DS,MID) *DS,ERROR(DS,HIGH) < 0)

'DS,LOW = 'DSMID

'DS,MID = 0-5 (IDS,LOW + 'DS,HIGH)
....... a . _

Figure 2.4: Illustration of the bisection method pseudocode along with adaptation to the graphene EGFET

channel current problem.

IDS,LOW is initialized to zero. IDS,HIGH is initialized to the maximum possible

channel current value. IDS,MID is then calculated and employed as the initial guess for IDS.

Based on the IDS guess, the channel potential profile may be calculated. The first and last

points of the profile are used to calculate VDS. If the calculated VDs is greater than the VDS

input parameter, the IDS guess was too large and must be revised to a smaller value.

Similarly, if the VDS value is smaller than the VDS input parameter, then the IDS guess was

too small and must be revised to a larger value.

Application of the bisection method algorithm causes the simulation to converge

towards the unique solution where channel current IDS and channel potential profile V(x)

are in agreement. The solution obtained possesses some VDS and IDS error less than the

user-specified maximum tolerable errors. The IDS error tolerance exit condition is omitted

from the pseudocode for simplicity and ease of illustration.
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2.5 DC Graphene EGFET Model for Heterogeneous Top-Gate Capacitance

The ability to model heterogeneous top-gate capacitances is important for cases

where source/drain region passivation extends into the channel region. This common

practice is used to ensure complete passivation of the source/drain regions and minimize

leakage current (Figure. 2.5).

The importance of modeling heterogeneous top-gate capacitances is not limited to

the study of passivation schemes. This model also applies to the study of electrogenic

cells, which due to their uncontrolled positioning may cover only a portion of the

graphene channel. These cells act to modulate the top-gate capacitance over a limited

region of the channel. From a modeling standpoint, this is equivalent to applying a thick

layer of passivation in the regions unmodulated by the electrogenic cell.

VGs

Vs

IIDS

RC R RG(X) R, R

0 x2 L

Si 1 SiO2  Polyimide = Ti/Au/Pt EM Graphene SU-8 = Electrolyte

Figure 2.5: Graphene EGFET with heterogeneous top-gate

capacitance due to non-self-aligned completely passivated source and

drain regions.
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Splitting the channel into regions corresponding to the different top-gate

capacitances yields the piecewise numerical channel potential equation given by (2.10)

h - IDS [ p -~OZxDsRc)l

V(x) + Lvsat,p 0 < x < x,

qppWjnV p + [CTOPPASS (V[VGS,TOP - V(X) - Vj/q

h ' IDS 1+[(Ds - 21DsRc)

V(x + h) = V(x) + sat ]x 1 < x x 2  (2.10)
qpWjno + [CTOP(V)[VGSTOP - V(x) - VO)/q

h IDS 1+ lp(VDs; 
2 DSRc)

V(x) + xsatp X2 < x < L

qtpWjnV0p + [CTOP,PASS( M[VGS,TOP - V(X) - Vj/q] 2

where [tp is the graphene mobility in the passivated regions, nop is the minimum carrier

concentration in the passivated regions, and CTop,pAss(V) is the top-gate capacitance in

the passivated regions.

Alternatively, one can realize that the passivated graphene regions may be

modeled as an additional series resistance described by (2.11).

1 L
Rp= 2 W (2.11)

qlip jnp + [CTOP,PASS(V)[VGS,ToP - V(X) - VO]/q]

For the typical case where the passivation regions possess a very small

capacitance of nF/cm 2 , the equation for the passivation series resistance can be simplified

to a constant as shown by (2.12).
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1 L
R p ~(2.12)q [tp no,p W

This produces the revised form of the graphene EGFET channel current equation

(2.13). It now becomes evident that introducing passivation into the graphene channel

regions acts to increase the overall series resistance.

h -IDS 1+p(VDs - 2IDS(Rc + Rp))

V(x + h) = V(x) + x LVsat X1 < x < x2  (2.13)

qWjno + [CToP(V)[VGS,TOP - V(x) - Vo]/qf

2.6 Minimum Conduction Point

The location of the minimum conduction point, also known as the Dirac point, is a

key parameter in the current-voltage characteristic. It marks the transition from negative

to positive transconductance and approximates VGS,TOP, which provides a measure of

graphene doping. With this in mind, it is important to develop an understanding of what

value of VGS produces the minimum value of IDS. This particular value of VGS is defined

as VDIRAC. To analytically arrive at an equation for VDIRAC and gain an understanding of

the parameters that determine the location of VDIRAC, a simplified graphene EGFET

equation (2.14) is employed where series resistance and velocity saturation are neglected.

IDS = % LI n2 + [CTOP(V)[VGS,TOP - V - Vo]/q]2 dV (2.14)
L0
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The following derivation of VDIRAC stems from the realization that the integral is

minimized when the minimum of n(V) falls precisely in the center of the integration

bounds. In other words, IDS is minimized when min(n(V)) = n(VDS/2). This is depicted

in Figure 2.6.

n(V)

V

0 VDS/2 VDS

Figure 2.6: IDS integral geometry to illustrate IDS

minimization when the n(V) minimum occurs at the

center of the integration bounds.

The minimum of n(V) occurs when V = VGS,TOP - Vo. For the simplest case

where VDS is very small and Vo = 0, if V = VGS,TOP the graphene potential is equivalent

to the applied potential VGS,TOP- Thus no voltage bias is applied to the graphene and the

total carrier concentration is equal to the minimum graphene carrier concentration.

Alternatively, the location of the n(V) minimum can be obtained by setting the derivative

of n(V) with respect to V equal to zero as shown in (2.15).
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dn CTop(VDIRAC - V - VO)/q - (2.15)
dV n2 + [CToP(VDIRAC - V - VO)/q]2

This leads to (2.16).

VDIRAC - V - V = 0 (2.16)

Recall that Its is minimized when the minimum of n(V) is located in the center of

the integration bounds. Thus V = VDs/ 2 , which leads to the final solution for the Dirac

point given by (2.17).

VDIRAC = VO + (2.17)
2

The slope between the VDIRAC and VDS should be roughly equal to 1/2. In

addition, VO may be extrapolated by tracing the minimum conduction point to VDS = 0 V.

2.7 Model Evaluation

The graphene EGFET model is fit to experimental data obtained from a device

with dimensions W/L = 40pm/30tm and recessed passivation. The device was measured

using Pt wire pseudo-reference electrode. An aqueous electrolyte consisting of 100 mM

NaCl was selected because of its symmetry and similarity to physiological osmolarity.

The data is fit using bounded simulated annealing from MATLAB's optimization toolbox

as shown in Figure 2.7. The extracted device parameters and sensitivity analysis are

provided in Tables 2.1 and 2.2, respectively. The data is acquired by sweeping VGs from
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-0.2 to 1.2 V and VDS from 10 mV to 300 mV. The experimental and simulation step size

is 10 mV for both VGS and VDS. The VGS step rate was 500 ms per 10 mV. In addition, a

ten second hold time was allotted when resetting VGS from 1.2 V to -0.2 V and

incrementing VDS by 10 mV. Further increasing the hold time and decreasing the sweep

rate had little effect on the measured I-V characteristic meaning sufficient time was given

for the ions to redistribute and for the electric double layer to reach steady state. The

mean percent error for the entire data set is 2%. Simulated source-drain current,

transconductance, output impedance, and intrinsic gain may be computed using finite

differences and compared to experimental data as shown in Figures 2.8-2.10.

TABLE 2.1: SIMULATED ANNEALING EXTRACTED PARAMETERS

Parameters Extracted Reported References
VSTOP 560 mV N/A --

no 2.4x102 /cm2  2x10" - 4x1012 /cm2  [22], [102]
p 451 cm2 /Vs 300 cm2/-s [119]

CEDLEFF 9.6 hF/cm 2  > 3 pF/cm2  [57], [64], [109]
n* 2.x101 /cm2  2x10" - 4x102 /cm2  [22], [102]
Rc 11.5kQ pm -- --

TABLE 2.2: SENSITIVITY ANALYSIS
Parameters Extracted Mean Error for Mean Error for Mean Error for

Values 1.0*Parameter 0.9*Parameter 1.1 *Parameter

VGS,ToP 560 mV 1.22pA (2.06%) 10.1piA (12.3%) 9.84ptA (13.6%)
no 2.4x 1012 /cm2  1.22pA (2.06%) 1.48pA (2.23%) 1.53gA (3.00%)
It_____ 451 cm2/Vs 1.22p.A (2.06%) 5.58pA (6.11%) 5.45pA (6.78%)

CEDLEFF 9.6 pF/cm2  1.22pA (2.06%) 2.84pA (3.27%) 2.76pA (3.3 1%)
n* 2.1 x10 2 /cm2  1.22pA (2.06%) 1.26pA (2.12%) 1.21pA (2.07%)
R_ 11.5 kQ ptm 1.22pA (2.06%) 5.03 pA (4.96%) 4.30pA (4.14%)
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Figure 2.7: A) Experimental (solid) and simulated (dashed) current versus VGs data. VDS varies from 50

mV to 300 mV in increments of 50 mV. B) Experimental (solid) and simulated (dashed) current versus

VDS data. VGs varies from 0 mV to 1000 mV in increments of 200 mV.
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Figure 2.8: A) Experimental data for current as a function of VDs and VGs. B) Simulated data for current as

a function of VDs and VGs.
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Figure 2.9: A) Experimental transconductance data as a function of VDs and VGS. B) Simulated

transconductance as a function of VDs and VGs.
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Figure 2.10: A) Experimental output impedance data as a function of VDS and VGs. B) Simulated output

impedance as a function of VDs and VGS-
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Figure 2.11: A) Experimental intrinsic gain data as

as a function of VDs and VGs.
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2.8 Performance Optimization

The graphene EGFET model (2.13) shows that increasing the degree of channel

passivation increases the total series resistance. Large series resistance translates into

diminished transconductance and decreased sensitivity. Optimal graphene EGFET

designs should therefore eliminate the need for passivation in the channel region.

Recessed channel passivation, however, directly exposes source and drain contacts to the

electrolyte, which may result in large leakage currents. Excessive leakage current may be
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avoided by minimizing the exposed area and using a source-drain metal such as platinum,

which possesses wide electrochemical potential window in aqueous NaCl electrolytes as

shown in Figure 2.12. Platinum's high chemical stability and biocompatibility also make

it well suited for chemical and biological sensing applications.

Devices with and without partial channel passivation were fabricated on the same

die and thoroughly compared in Figures 2.13-2.19. The electrolyte is 100 mM aqueous

NaCl and the graphene EGFET channel dimensions are W/L = 40ptm/30pim. Graphene

EGFETs with recessed channel passivation were found to produce roughly four times

higher transconductance as depicted in Figure 2.15. Experimental data shows devices

with recessed passivation also may be biased over a wider range of VGS values while still

producing near-optimal transconductance. Output impedance data is provided in Figure

2.17. Devices with recessed channel passivation also produce higher intrinsic gain as

shown in Figure 2.18. This stems from the reduced series resistance of devices with

recessed passivation. The effect of series resistance on intrinsic gain is examined in

detail in the subsequent section. As expected, gate leakage current increases with

recessed channel passivation, but remains negligible in comparison to the channel

current. Dependence of VDIRAC on VDs as described by (2.17) is verified in Figure 2.19.
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Figure 2.12: A) Gate leakage current as a function of VGS and VDS for a device with partial channel

passivation. B) Gate leakage current as a function of VGs and VDS for a device with recessed passivation.
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Figure 2.13: A) Current-voltage data for a device with partial channel passivation. B) Current-voltage data

for a device with recessed passivation.
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B) Channel current as a function of VGs and VDS for a device with recessed passivation.
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Figure 2.15: A) Transconductance versus VGS for a device with partial channel passivation. B)

Transconductance versus VGS for a device with recessed passivation.
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Figure 2.16: A) Transconductance as a function of VGs and VDS for a device with partial channel

passivation. B) Transconductance as a function of VGs and VDS for a device with recessed passivation.
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Figure 2.17: A) Output impedance as a function of VGs and VDS for a device with partial channel

passivation. B) Output impedance as a function of VGs and VDS for a device with recessed passivation.
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Figure 2.18: A) Intrinsic gain as a function of VGs and VDS for a device with partial channel passivation. B)

Intrinsic gain as a function of VGS and VDS for a device with recessed passivation.
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Figure 2.19: A) Dirac point as a function of VDS for a device with partial channel passivation. B) Dirac

point as a function of VDS for a device with recessed passivation.

Graphene EGFET performance trends are investigated using the parameters

extracted for our polyimide substrate process. Electrogenic cell sensing and more

specifically neuronal action potential sensing is chosen as a specific application for

device optimization. This sets the maximum channel width to 10 gm, which is roughly

the diameter of a mouse hippocampal neuron. Channel widths greater than the neuron

diameter result in only partial channel modulation and sub-optimal sensitivity. Channel

current is then computed as a function of VGs and VDs while varying the channel length
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by several orders of magnitude. Given a maximum VDs of 1.0 V and VGs range from -0.2

to 1.2 V, graphene EGFETs are shown capable of intrinsic gains of 9 V/V with a

breakdown of transconductance and output impedance described in Figure 2.20.
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Figure 2.20: A) Simulated maximum intrinsic gain and current consumption versus channel length. B)

Simulated transconductance and output impedance versus channel length.

The gain versus channel length plot depicts an important trait: graphene EGFET

intrinsic gain is virtually independent of channel length. This behavior is apparent for

larger channel lengths, where the effect of contact resistance is negligible. Intrinsic gain

only begins to roll off at lower channel lengths because of decreasing transconductance

due to contact resistance. This reduction in transconductance occurs because at short

channel lengths, the contact resistance flattens out the current-voltage characteristic.

With this understanding, the intrinsic gain curve can be shifted left to produce constant

intrinsic gain across an even larger range of channel lengths by reducing contact

resistance.

An alternative to maximizing the intrinsic gain is to focus on optimizing

transconductance performance and matching graphene EGFETs with transresistance
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amplifiers. Figure 2.21 depicts the small-signal model for the two-stage amplifier

circuit. The voltage gain for the circuit is given by (2.18)

V.n___ - - - -

+ in Ro +

Vg5  gmvgS r R Kiin RL Vout

Output Stage

Figure 2.21: Graphene EGFET small-signal model with transresistance output

amplifier stage.

G - Vout __ r (K RL
vin ro + Rin RL + Ro)

where GV is the overall voltage gain, vin is the small signal gate voltage, vout is the small

signal output voltage, gm is the graphene EGFET transconductance, ro is the graphene

EGFET output impedance, Rin is the input impedance of the second stage, K is the gain

of the second stage, R0 is the output impedance of the second stage, and RL is the load

impedance. Given a fixed process technology, the most straightforward way to increase

transconductance in graphene EGFETs is to increase the W/L ratio. For certain

applications such as electrogenic cell sensing, the maximum width is dictated by cell

diameter. The only means to optimize transconductance then becomes channel length

reduction. As seen previously, this works to a limited extent. As the channel length

becomes infinitesimal, the entirety of the drain-source voltage drops across the contact
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resistances leaving no current to be modulated by the graphene region. Figure 2.22

depicts transconductance behavior as a function of channel length along with the

corresponding current consumption.
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Figure 2.22: A) Simulated transconductance as a function of channel length for VDS = 100 mV. B)

Simulated current versus channel length for VDS = 100 mV.

For the flexible polyimide substrate process and a set channel width of 10 pm, the

optimal channel length is around 5 pm. This unintuitive and rather modest W/L ratio

demonstrates the utility of graphene EGFET models in sensor design. Figure 2.22 also

reveals that slightly longer than optimal channel lengths provide transconductance

performance over a broader VGs range. Substantially shorter channel lengths, on the

other hand, only serve to restrict the range of acceptable VGs biases and increase power

consumption.

Sensor designs focusing on high transconductance sensors coupled with

transresistance amplifiers also require the input impedance of the second stage to be

much less than the output impedance of the first stage. Using the developed model, the
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graphene EGFET output impedance can be readily determined as shown in Figure 2.23

enabling appropriate design of the second stage amplifier.
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Figure 2.23: Output impedance as a function of VGS and VDS for a graphene

EGFET with W/L = 10 ptm / 5 pm.

2.9 A Compact Piecewise DC Graphene EGFET Model

The previous DC model for graphene EGFETs developed in has been shown

capable of fitting experimental data with great accuracy. It solves for IDS using a nested

iterative process to compute the potential profile spatially along the graphene channel

until the applied VDS, VGS, and IDS are all in agreement. This iterative approach is highly

accurate but computationally expensive and impractical when fitting to a large sample

size of graphene EGFET I-V characteristics. Thus, developing a compact, yet accurate,

DC model for graphene EGFETs is imperative. The previously developed model is

provided in (2.19) as a reference and may be thought of, in some sense, as the basis for

the derived compact model.
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ISDS DSC (qn 2 + [CTOP (V)LGS ~ V~ V]] 2 dV

DS 1 DS - 2IDSRc) (
Lvsat

W is the channel width, L is the channel length, V is the potential along the channel, and

Vsat is the saturation velocity. Equations detailing the voltage-dependent top-gate

capacitance are not reproduced as our model will approximate CTOP(V) with a constant in

order to reduce computational expense. As in the previous model, the compact model

will also assume constant and equivalent electron and hole mobilities along with

symmetric contact resistances.

Saturation velocity is safely neglected in the development of a compact model

because graphene EGFETs are typically biased at low voltages to avoid undesirable

oxidation-reduction reactions. Graphene quantum capacitance is neglected to produce a

constant top-gate capacitance. The square root form of the integrand in (2.19) does not

have a physical basis but serves to produce a nice rounding near the minimum carrier

concentration in the previous model and to provide symmetry. The development of a

compact model will instead assume an abrupt transition near the minimum carrier

concentration, which has a stronger physical basis. This transforms (2.19) into a simpler

albeit piecewise equation given by (2.20).

VDS-VRC

n' + C(V - Vx) dV Vx VRC

Vx VDS-VRC

IDS k - Vn X - V)dV C < Vx < VDS VRC (2.20)
VRC

VDS-IDSRCJn'a+ C(Vx -V) dV Vx ;>VDSV~-RC
VRC
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A number of variables have been combined and renamed due to space limitations.

The new variables include k = pW/L, C = CTOP, Vx = VGs - V 0, n' = qn0 , andVRC

IDSRc. IDS remains present on both sides of the equation, but with a little manipulation,

can be isolated to the left-hand-side. This results in the final compact piecewise DC

model for graphene EGFETs given by (2.21)

kVDs{IC(V-S -Vx) + '<
2 - when VX < VRC

1+ 2 kRc[C(VDs -Vx)+n'2

IDs1 + kRc(CVDs + 2n') - [1+ kRc(CVDs + 22')]2 - 4M[ kC[(VDS -Vx)2 + VX2 + knVDswhen VRcVxVDs-VRc (2.2
2M

kDS [C(Vx - VDS + n
2 when Vx > VDS - VRC

1+ 2kRc[C(Vx - )+n')

where one new variable, M = kCR~C, is introduced due to space limitations. Although the

model may appear daunting, it is in fact readily coded and computationally inexpensive.

The three segments of the compact piecewise model correspond to scenarios in which the

graphene channel is p-type, n-type, or a mixture of the two. Figure 2.24 shows the

derived compact piecewise model produces smooth and continuous transitions between

each of the segments and ultimately yields graphene EGFET curves with all key features

intact.
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Figure 2.24: A) Plot showing the different segments of the piecewise model and their smooth and

continuous intersections. B) Different domains of the piecewise model stitched together to yield the overall

graphene EGFET IDS Vs- VGS curve. Parameters are VDS = 150 mV, W/L = 30 pm / 30 pm, pt = 450 cm2

/Vs, CTOP = 9.0 [tF/cm 2, Rc = 5 kQ Rm, n0 = 1012 /cm 2 , and Vo = 0.0 V.

2.10 Summary

This work develops a highly accurate DC current-voltage model for graphene

EGFETs. This was accomplished by combining models for dielectric-gated graphene

FETs with models for the graphene electrolyte interface. The developed graphene

EGFET model was shown capable of producing as little 2% error in the DC current-

voltage characteristic. The model can then be used to compute other device

characteristics required for circuit design such as transconductance, output impedance,

and intrinsic gain. The model allows for heterogeneous top-gate capacitances, which

enable the study of different passivation schemes and cases where the graphene channel

is only partially modulated (e.g., partial coverage by an electrogenic cell). The developed

model shows partial channel passivation acts to increase the overall series resistance.

This was experimentally verified and graphene EGFETs with recessed passivation

schemes and minimal leakage current were demonstrated.
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Fitting the model to experimental data represents a convenient method to estimate

device parameters such as minimum carrier concentration, mobility, contact resistance,

effective double layer capacitance, and effective charged impurity concentration. This

method allows graphene EGFET parameters to be estimated using a single measurement.

The alternative requires fabricating specialized devices and a number of different

measurements (e.g., Hall, TLM, Mott-Schottky).

Graphene EGFETs were shown capable of substantial intrinsic gains making them

suitable for use in amplifier circuits. The intrinsic gain of graphene EGFETs is shown to

be virtually independent of channel length provided the effect of contact rcsistance

remains negligible. Alternatively, graphene EGFET sensors may be optimized for

transconductance performance and coupled with transresistance amplifiers. A basis for

determining an optimal channel length given certain design constraints is established. In

addition, for instances in which it is desirable to fit a large sample size of I- V

characteristics, this section develops a compact piecewise DC model for graphene

EGFETs that is much less computationally expensive. Both graphene EGFET models

may now be employed for application-specific sensor optimization and as a tool to

inform the design of graphene sensors systems.
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Chapter 3: AC Modeling of Graphene EGFETs

3.1 Introduction

This chapter advances graphene EGFET technology by developing a physics-

based AC device model. Model development is used to develop an understanding of the

small-signal frequency-dependent amplification characteristics, limitations, and tradeoffs

for this new class of device. This chapter also demonstrates graphene EGFETs operating

as functional amplifiers for the first time.

A number of models have been developed describing the DC behavior of

graphene field-effect transistors (FETs) including two models accurately describing the

DC characteristics of graphene electrolyte-gated field-effect transistors (EGFETs) [102]-

[107]. Nothing to date, however, has been reported regarding the AC capabilities of

graphene EGFETs. Accurate frequency response models are critical for the development

of graphene EGFETs in applications such as electrophysiology. Previous works have

shown graphene capable of providing low-noise signal transduction for neuronal action

potentials [120]-[123]. These studies, however, employ graphene as an electrode or use

graphene EGFETs merely for source-drain current modulation (i.e. as tunable resistors).

As a result, these electrophysiology studies do not develop the ability of graphene to

provide signal amplification at the sensor level.

Frequency response characterization of graphene EGFETs may prove useful for a

number of other reasons. For instance, these devices may find use as high-speed

chemical sensors in high-throughput microfluidics [43]. Frequency response

characterization also potentially enables sensing technologies like electronic tongues-

where changes in the frequency response (i.e. spectral content) may be analyzed to sense
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changes in solution composition. This is closely related to spectroscopic and time

constant techniques currently employed in electronic nose technologies [124]-[126].

Frequency response characterization of graphene EGFETs also plays a critical in

avoiding aliasing when interfacing these sensors with analog-to-digital (ADC) converters

in the development of practical sensor readout systems [127].

Graphene EGFETs are microfabricated to measure their intrinsic voltage gain,

frequency response, and in order to develop the frequency-dependent small-signal model.

The transfer function of the graphene EGFET model is found to contain an additional

pole due to a unique resistive element stemming from electrolyte gating. Intrinsic voltage

gain, cutoff frequency, and transition frequency for the microfabricated graphene

EGFETs are approximately 3.1 V/V, 1.9 kHz, and 6.9 kHz, respectively.

3.2 Frequency-Dependent Small-Signal Model

The graphene EGFETs under study are three terminal devices possessing source,

drain, and gate terminals. All voltages and currents are referenced with respect to the

source terminal making VGS, VDS, IGS and IDS an exhaustive list of the voltages and

currents of interest. Small signal intrinsic voltage gain is defined as Av = gmr =

OVDS/OVGS, where .. is the transconductance, which is defined as oIDS/VGS, and r, is

the output impedance defined as OVDS/1IDS. Development of a frequency-dependent

graphene EGFET small-signal model requires an accurate model for electrode-electrolyte

interfaces. This is accomplished using a simplified Randles circuit as given by Figure

3.1 [128], [129].
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Electrode Electrolyte

CDL

Figure 3.1: Schematic representation of the simplified Randles

circuit commonly used to model electrode-electrolyte interfaces.

RcT represents the charge transfer resistance, Rs is the solution resistance, and CDL

is the double layer capacitance. Electrode-electrolyte interfaces occur in three locations:

the electrolyte-source interface, the electrolyte-drain interface, and at the reference

electrode's interface with the electrolyte. The simplified Randles circuit is substituted

into the small-signal model at each of these locations. Graphene is known to possess a

wide electrochemical window in electrolytic environments [66]. This translates into a

very high charge transfer resistance RcT - roughly on the order of Gn. Because of this,

RCT can be safely neglected at the gate-source and gate-drain terminals. This leads to the

small-signal graphene EGFET model depicted in Figure 3.2.
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Figure 3.2: Graphene EGFET small-signal models depicting gate-

source and drain-source capacitances and resistances using the

simplified Randles circuit model.

Electrochemistry experiments possess two interfaces, only one of which is the

focus of study. The first interface exists between the reference electrode and electrolyte,

while the second interface occurs between the electrolyte and graphene EGFET.

Reference electrodes are specifically designed to provide a stable reference potential and

effectively translate changes in applied voltage entirely to the interface under study. This

means the reference electrode effectively translates the entirety of the small signal

voltage vgs to the graphene EGFET and electrolyte interface. Because no series voltage

drop occurs at the reference electrode, the simplified Randles circuit for the reference

electrode may be neglected. Applying this fact in conjunction with the Miller theorem

leads to the final small-signal model depicted in Figure 3.3.
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Figure 3.3: Final graphene EGFET small-signal

application of the Miller theorem.

The small-signal model leads to a transfer function given by (3.4).

1 +sR 2C2Av(s) = -gmro 1 + sR2 C21 + s(R2 + rO)C2
(3.4)

It becomes evident that the graphene EGFET small-signal model, unlike a Si-

MOSFETs, possesses a resistive component R2 in series with the output parasitic

capacitance. This unique component stems from the fact that graphene EGFETs are

electrolyte-gated. Looking at the transfer function in the limits of low and high

frequency operation produces the (3.5) and (3.6), respectively.

limAv(s) = -gmro

lim Av(s) = -gmro R2s-00 R2+r

(3.5)

(3.6)

R1 and C1 are given by equations (3.7) and (3.8). Because gain Av is a negative
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value, the absolute value of the gain |AvI is used for clarity in showing how the

magnitude of parasitic impedances are amplified at the input.

R1 = RGD(l + IAI) (3.7)

C1 = CGD(l + IAvI) (3.8)

Similarly, equivalent impedances at the output are slightly reduced and given by

(3.9) and (3.10). This wholly details the development of the graphene EGFET small-

signal model from first principles and provides the necessary reference equations

describing individual model components.

R2 = AVI RGD (3.9)
1 + IAVI

C2-(1 + |AV DC) (3.10)
C2 IA CGD

3.3 Fabrication Process

Graphene EGFETs were fabricated on a piranha cleaned 4" thermally oxidized

silicon wafer. Source and drain Ti/Au (10nm/150nm) contacts were patterned using lift-

off photolithography. Monolayer graphene was then grown on copper foils using

chemical vapor deposition (CVD) and transferred over the entire substrate [42]. The

graphene channel regions were defined using MMA/SPR700 bilayer resist stacks and
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helium and oxygen plasma at 16 sccm and 8 secm, respectively. Bilayer photoresist

stacks were removed using acetone and isopropanol. The entire wafer was passivated

with approximately 0.6 pm of SU-8 2000.5 and windows were photo defined to provide

electrolyte access to the graphene EGFET channel regions. The SU-8 was hard-baked at

150'C for five minutes to help remove cracks and pinholes. Figure 3.4 depicts a

graphene EGFET at various stages in the fabrication process. An aqueous electrolyte

droplet of 100 mM NaCl was pipetted over the graphene EGFET channel regions and a

reference electrode was inserted into the droplet to gate the devices. Aqueous 100 mM

NaCl was chosen because of its charge symmetry and similarity to physiological

osmolarity.

A B

I E.0~i I I .E 'il I

Au Au

30 prm 30 urm

Figure 3.4: A) Mesa etched graphene after removal of the bilayer MMA/SPR700 resist stack and B)

completely fabricated graphene EGFET with lead passivation using recessed SU-8 layer.

3.4 Experimental Setup

Two experimental setups were employed for graphene EGFET characterization:

one for DC characterization and one for AC characterization. DC characterization was

performed to measure the graphene EGFET drain-source current IDs and a function of
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VDs and VGS. This enables the calculation of transconductance, output impedance as well

as intrinsic voltage gain. DC characterization also provides an independent means for

measuring intrinsic voltage gain. In that way, DC and AC voltage gains can be compared

and verified as consistent. AC characterization was performed by applying a small-signal

voltage VGS to a common-source graphene EGFET amplifier and measuring the resulting

output voltage VDs as a function of frequency.

The graphene EGFET experimental data is obtained from a device with

dimensions W/L = 30 tm / 30 ptm and recessed passivation such that approximately 10

pm of the drain and source contacts were exposed to electrolyte. The device was

measured in 100 mM aqueous NaCl electrolyte. DC measurements employed a platinum

wire pseudo reference electrode for convenience. AC measurements require the use of a

Ag/AgCl reference electrode. All measurements are taken at room temperature under

ambient conditions with normal ventilation. The volume of the electrolyte droplet was

monitored throughout the experiment and did not decrease appreciably indicating

constant electrolyte concentration over the course of measurements. Figure 3.5 depicts

graphene EGFET measurement setup.
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Figure 3.5: Graphene EGFET with recessed top-gate capacitance

due to non-self-aligned source/drain passivation. The gate voltage is

applied using a reference electrode.

3.5 DC Characterization

DC data was acquired by sweeping VGS from -0.2 to 0.8 V and VDs from 10 mV to

150 mV. The step size was 10 mV for both VGS and VDs. The VGs step rate was 500 ms

per 10 mV. A ten second hold time was allotted when resetting VGs from 0.8 V to -0.2 V

and incrementing VDs by 10 mV. Further increasing the hold time and decreasing the

sweep rate has little effect on the DC curves meaning sufficient time was given for the

ions to redistribute at the graphene-electrolyte interface and for the electric double layer

to reach steady state. Full DC characterization consists of over 1500 data points. A

conventional representation of the graphene EGFET DC characteristic is presented in

Figure 3.6.
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Figure 3.6: Graphene EGFET IDS VS. VGS for different applied

VDS values.

Intrinsic gain for the graphene EGFET was calculated by taking partial

derivatives with respect to VGS and VGS . Recall that intrinsic gain Av = gmre =

dVDs/OVGs, where 9m is aIDS/aVGS and r is aVDS/aIDS. Partial derivatives of the

graphene DC characteristic are calculated numerically using finite differences to produce

Figure 3.7.

71



3
0.14

2.5
0.12

2

0.1

0.08 1>a

0.06 0.5

0
0.04

-0.5
0.02 0 0.2 0.4 0.6 0.8

VGS(V)

Figure 3.7: Intrinsic voltage gain as a function of VDs and VGs as

calculated from DC characterization.

3.6 AC Characterization

The frequency response of graphene EGFETs was investigated using the

common-source (CS) amplifier configuration. In this way graphene EGFET frequency

response is investigated while simultaneously demonstrating a graphene EGFET as

functional amplifiers for the first time. A 98.99 kM resistor was employed as the drain

resistor RD. The operating voltage Vcc was approximately 3.3 V and the drain of the

graphene EGFET was biased at approximately 150 mV. Graphene EGFETs are not

biased at high VDS voltages to avoid undesirable redox reactions at the graphene-

electrolyte interface and potential damage to the graphene channel. A small-signal 20

mVp-p sinusoid v, was superimposed on a DC VGS bias. The DC bias was then

manually adjusted to maximize the output v, and small-signal gain of the amplifier. The

optimal VGS bias was found to be to the right of the Dirac point on the graphene I-V

curve, which is consistent with Figure 3.7. This indicates that the graphene EGFET
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channel is n-type and that the transconductance is positive with respect to the orientation

depicted in Figure 3.3. The frequency of the small-signal input voltage vi was then

swept from 10 Hz to 50 kHz in order to characterize the CS amplifier's frequency-

dependent magnitude response. The CS amplifier transfer function closely resembles the

transfer function of the intrinsic graphene EGFET derived in (3.4). The key exception is

that the CS amplifier contains an additional drain resistor RD at the output, which leads to

the CS amplifier transfer function given by (3.11).

1 +sR 2C2
G, (s) = -gm(ro//RD) RC (3.111 + s[R 2 + (r0 //RD)]C 2

The measured CS amplifier magnitude response was fit to the newly developed

small-signal model for graphene EGFETs as shown by Figure 3.8. The CS amplifier

reference schematic is provided as an inset for convenience. Fitting was achieved using

bounded simulating annealing in conjunction with a least squares error function.

Transconductance was estimated at 250 tS from the DC characterization data previously

obtained for a VDS operating bias of 150 mV. Small-signal model parameters r, R2 , and

C2 were extracted as 12.2 kQ, 3.4 kQ, and 5.7 nF, respectively. Experimental data

verifies the presence of parasitic capacitance C2, which is responsible for the roll-off in

gain. The experimental magnitude response also verifies the presence of resistance R 2 at

the output, a unique feature in graphene EGFETs stemming from electrolyte solution

resistance Rs. Maximum gain, cutoff frequency, and transition frequency were found to

be approximately 2.8 V/V, 2.0 kHz, and 7.8 kHz, respectively.
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Figure 3.8: Fit of experimental graphene EGFET magnitude response

with newly developed small-signal model for graphene EGFETs.

The intrinsic magnitude response of the graphene EGFET is readily computed due

to its similarity to the CS amplifier magnitude response as seen from (3.4) and (3.11).

Corresponding intrinsic phase response was computed using the extracted parameter

values previously listed. A Bode plot for the intrinsic graphene EGFET magnitude and

phase response is shown in Figure 3.9. The maximum intrinsic gain was found to be 3.1

V/V, the cutoff frequency was 1.9 kHz, and the transition frequency occurs at

approximately 6.9 kHz. The corresponding equations for intrinsic graphene EGFET

magnitude response and phase response are provided by (3.12) and (3.13).
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Figure 3.9: Bode plot depicting the intrinsic

magnitude and phase response.
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tan-' [(R 2 + r.)C2j

It is important to note that the CS amplifier small-signal equivalent circuit model

neglects series resistance introduced by contact resistances. Previous work establishes

the contact resistance at 6.3 kM - pm for this graphene EGFET microfabrication process,

which translates to a small additional series resistances of approximately 200 f per

contact [130]. Gated contact resistances are accurately approximated as linear over a

small voltage range, which is precisely the case for the small-signal VGS modulation of 20
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mVp-p. Including contact resistance in the CS amplifier small-signal equivalent circuit

model results in the DC gain described by (3.14).

gmR D
lim G"(s) = - (14)s-40 1 + gmRC2 + R,+ R2+ Rs-*O DRro ro ro

Rc, and Rc 2 represent the series resistances at the drain and source terminals,

respectively. Because gmRc2 < 1 and contact resistances Rc 1 and Rc 2 are much less

than ro, (3.14) reduces to the DC gain previously described in (3.11). Thus contact

resistances may be safely neglected in small-signal circuit models used to calculate of

amplifier gain and frequency response.

3.7 Performance Insights & Tradeoffs

Examination of parasitic capacitance C2 provides further insight into the

performance tradeoffs affecting graphene EGFET frequency response. Parasitic

capacitance C 2 occurs between the drain and source. The extracted value of 5.7 nF for C2

is too large to result from the graphene-electrolyte interface capacitance. Given the

channel dimensions, the graphene-electrolyte interface contributes approximately 13.5 pF

of parasitic gate-drain capacitance.

Figure 3.10A shows that the drain contact lead accounts for the majority of the

parasitic capacitance C 2 . Long contact leads are required to connect source and drain

regions of the graphene EGFET, which are immersed in an electrolyte droplet, to dry

contact pads that must be located further away (i.e. not submerged in electrolyte). A
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capacitance of 5.2 nF was extracted using EIS for the drain contact lead. This value is

roughly equivalent (and consistent) with the 5.7 nF value of C 2 extracted using the newly

developed small-signal model. Thus, contact lead capacitance greatly hampers graphene

EGFET frequency response and motivates the development of smaller area leads.

Experimental
- - Randles Fit

C=5.2 n

10 102 103 104 105 106

Frequency (Hz)

B
Experimental

- - Randles Fit

10

10 2 C =7.6 pF/cm2

10 1 102 103  1010 106

Frequency (Hz)

Figure 3.10: Electrochemical impedance spectroscopy (EIS) of A) the drain contact

lead with the graphene channel removed and B) the Au-electrolyte interface capacitance.

Measurements were taken in aqueous 100 mM NaCl.

Figure 10B shows the Au-electrolyte interface capacitance for the exposed metal

of the drain region is approximately 7.6 pF/cm2. This is roughly 150% larger than the

graphene-electrolyte interface capacitance and contributes approximately 40 nF in

parasitic capacitance given the dimensions of the exposed drain metal. This results in an
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important tradeoff. Recessed channel passivation is known to reduce series resistance

and enhance graphene EGFET transconductance performance. Recessed passivation,

however, also introduces a parasitic capacitance substantially greater than that of the

graphene-electrolyte interface. This motivates tighter misalignment constraints to reduce

the metal exposure of the drain region. This finding also motivates development of self-

aligned fabrication processes.

Lastly, attention should be drawn to the fact that R2 introduces a pole in the

graphene EGFET transfer function and ultimately controls the degree of gain degradation

seen at high frequencies. R2 stems from the solution resistance and therefore may be

manipulated to a limited extent in many chemical and biological sensing applications.

For instance, applications in which graphene EGFETs are employed as ion-selective

chemical sensors (e.g. Na+, K+, C~, Ca2+) must necessarily vary ion concentrations and

therefore solution resistance. Similarly, biological sensing applications provide little

control over the cell medium composition and resulting solution resistance. This further

motivates the reduction of parasitic capacitances, especially C 2 in order to enhance the

frequency response of graphene EGFETs.

3.8 Summary

To the extent of our knowledge, this work develops the first small-signal

frequency-dependent model for graphene electrolyte-gated field-effect transistors

(EGFETs). This was accomplished by incorporating the Randles circuit into the small-

signal field-effect transistor model. The newly developed small-signal model was shown

capable of fitting experimental data exceptionally well. Extracted parameters from the
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small-signal model were in good agreement with the parameters independently derived

from DC characterization. Thus two separate methods were employed to extract

parameters, both of which yielded similar results. The small-signal model shows that

graphene EGFETs contain a unique additional resistive element in series with the

parasitic output capacitance. This added resistive element adds a zero to the transfer

function causing the graphene EGFET magnitude response to level off at high

frequencies. The presence of this additional pole was experimentally verified. All of these

reasons attest to the accuracy of the newly developed small-signal model for graphene

EGFETs.

This work also employs graphene EGFETs as common-source amplifier

configuration. To the extent of our knowledge, this work demonstrates for the first time,

the ability of graphene EGFETs to function effectively as amplifiers providing a gain of 3

V/V. This concretely demonstrates the utility of graphene EGFETs as amplifiers for

chemical and biological applications.

The majority of the parasitic drain-source capacitance C2 was found to stem from

the access lead for the drain. Contributions of the graphene-electrolyte interface and

exposed metal drain contact are measured and compared as well. This reveals an

important tradeoff in graphene EGFET design. Recessed channel passivation reduces

parasitic series resistance and enhances graphene EGFET transconductance. However,

recessed channel passivation also necessarily exposes some portion of the source and

drain contacts. This increases parasitic capacitances and diminishes the operating

frequencies for graphene EGFETs. This motivates the development of self-aligned

microfabrication processes for high-performance graphene EGFETs.
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This work provides a number of insights into the frequency-dependent small-

signal behavior of graphene electrolyte-gated field-effect transistors (EGFETs). As such,

it marks an important step in the development of graphene EGFETs for high-speed

chemical and biological sensing applications.
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Chapter 4: Graphene Sensor Systems

4.1 Introduction

This chapter transitions graphene EGFET technology from devices to the system

level. A number of previous works explore the use of graphene as the channel material in

electrolyte-gated field-effect transistors (EGFETs). These works include applications to

chemical sensing, electrogenic cell sensing, and the development of electronic models

[57], [58], [87], [110], [120], [121]. Sample size and yield, however, are always very

limited - often limited to tens of devices at best. As a result, these works contain very

limited statistical information regarding variation in electrical performance and typically

do not present any information on the variation in underlying device parameters

responsible for these electrical variations. A few previous works provide insight into

graphene variation using Raman spectroscopy, scanning tunnelling microscopy, and THz

time-domain spectroscopy [131]-[133]. For sensing applications involving graphene

EGFETs, however, variation data obtained directly from measurements of actual

graphene EGFETs is clearly the most relevant.

This chapter develops a novel graphene EGFET array architecture along with a

compact, self-contained, and inexpensive measurement system that allows DC

characterization of hundreds of graphene EGFETs as a function of VDS and VGS within a

matter of minutes. This is achieved by developing a sensor array architecture capable of

interrogating M x N devices using M + N wires. This specific implementation produces

a sample size of 256 graphene EGFETs using a 16 x 16 array, which is accessed using 32

wires. This enables statistical analysis of graphene EGFET electrical performance

parameters such as drain-source current, transconductance, output conductance, and
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voltage gain for the first time. A reliable graphene electrolyte-gated field-effect transistor

(EGFET) fabrication process is presented capable of producing 100% yield for a sample

size of 256 devices. A new compact piecewise DC model for graphene EGFETs is

developed and shown capable of fitting 87% of IDS vS. VGS curves with a mean percent

error of 7% or less. The model is used to extract variations in device parameters such as

mobility, contact resistance, minimum carrier concentration, and Dirac point.

Correlations in variations are presented. Lastly, this chapter presents a framework for

application-specific optimization of large-scale sensor designs based on graphene

EGFETs.

4.2 Sensor System Design

The measurement system developed is depicted in Figure 4.1A-B and consists of

a personal computer, microcontroller, custom-designed printed circuit board (PCB), and

insertable graphene EGFET array chip. The personal computer primarily functions to

record and process measured data and to program the microcontroller. The

microcontroller supplies power to the PCB and provides digital control signals to manage

row and column selection in the graphene EGFET array. The microcontroller is equipped

with two 12-bit digital-to-analog (DAC) outputs that control the drain-source voltage VDS

and gate-source voltage VGS.
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Figure 4.1: A) Complete measurement system and sensor array insert, B) system overview, C) graphene

EGFET diagram, D) microscope image of graphene EGFET with channel region outlined in white

(dashed), E) sensor array architecture, F) microscope image of graphene EGFET sensor array, G)

transimpedance amplifier schematic.

The custom-designed PCB forwards the microcontroller-generated VDS and VGS

biases to the appropriate graphene EGFET within the array. The VDS bias is applied to

the appropriate row via a 16-channel low-impedance analog multiplexer. The PCB then

amplifies the resulting graphene EGFET IDS currents across the entire row using a two-

stage low-noise transimpedance amplifier (Figure 4.1G). The gains of the first and

second stages are -1000 V/I and -10 V/V, respectively. Another 16-channel analog

multiplexer performs column selection and forwards the amplified IDS signal to the

microcontroller.

The amplified IDS signals are routed from the PCB to a 12-bit analog-to-digital

converter (ADC) on the microcontroller. All data is transmitted back to the personal

computer via USB. The benchtop system is capable of characterizing IDS as a function of

VDS and VGS for 256 graphene EGFETs within a matter of minutes. The measurement

system also readily incorporates Ag/AgCl and saturated calomel reference electrodes for

chemical and biological sensing applications requiring stable reference potentials.
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4.3 Sensor Array Fabrication

Graphene EGFETs consist of a graphene channel between two conductive source-

drain contacts, typically metals. A diagram of a graphene EGFET diagram and a

microscope image of an actual device are depicted in Figure 4.1C and 4.1D,

respectively. The fabrication process begins with a No. 2 coverslip with dimensions 2.2

cm x 2.2 cm and 0.2 mm thickness. The coverslip is coated with 25 nm of A12 0 3 using

atomic layer deposition (ALD). This ensures excellent photoresist adhesion in the

subsequent metal lift-off process used to form Ti/Au (10 nm / 150 nm) contact leads and

array rows. Another 25 nm of A120 3 is deposited as interlayer dielectric. BCl3 plasma is

used to etch windows into the interlayer dielectric to allow contact between first and

second metal layers where appropriate. Array columns are formed by depositing a second

layer of Ti/Au (10-nm/150-nm) using electron beam evaporation and lift-off

photolithography.

Commercial graphene covered in poly methyl methacrylate (PMMA) from ACS

Material is transferred over the array and nitrogen dried to remove any underlying water.

The transferred graphene/PMMA film is baked for 15 minutes at 80'C and for two hours

at 130'C. This allows the PMMA to reflow, which helps promote adhesion between the

graphene and substrate. The sample is immersed in acetone for several hours to remove

the PMMA. The sample is then annealed for three hours at 350'C in 700 sccm H2 and

400 sccm Ar to reduce PMMA residue and to further promote adhesion between the

graphene and the substrate. The graphene channel regions are defined using

MMA/SPR3012 resist stacks and oxygen plasma etching. The sample is immersed in

acetone for several hours to remove the resists. The sample is then coated with
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approximately 2.4 tm of SU-8 2002. Windows are defined in the SU-8 over the

graphene channel regions to allow electrolyte gating. The sample is baked at 150'C for

five minutes to remove cracks in the SU-8 and enhance its chemical resistance. The

sample is coated with PMMA to protect the graphene from particulates and high-pressure

water during subsequent die sawing, which trims the coverslip to the appropriate size for

the measurement setup. The sample is immersed in acetone for several hours to remove

the protective PMMA layer.

The graphene EGFET array is designed as an insertable chip containing wire

sharing to the extent possible while maintaining the ability to access individual devices.

This allows M x N devices to be accessed using M + N wires. The design shown in

Figure 4.1E is based on the fact the currents sum in parallel, which allows all output

currents from a single column to be tied together as one output. Row multiplexing biases

one device per column such that the entire output current for a given column stems from

one device. Individual columns are replicated row-wise. The implementation of the

arrayed structure is shown in Figure 4.1F.

4.5 Variation in Electrical Performance

Individual graphene EGFETs within the array were characterized using 100 mM

aqueous NaCl as the electrolyte and a Au plated wire as a pseudoreference gate electrode.

VDS was swept from 10 mV to 150 mV in increments of 10 mV. VGS was swept from -0.5

V to 0.7 V in increments of 10 mV with a sweep rate of 10 mV/s. A 30 s hold time was

applied at the beginning of each VGS sweep. This provides sufficient time for ion

migration so the electrical double layer may reach steady state. A traditional
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representation of the measured graphene

Figure 4.2.
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Figure 4.2: A) Individually measured graphene EGFET

blue) plus or minus one standard deviation (shaded blue).

EGFET I-V characteristics is presented in
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Plots of the acquired mean and standard deviation in IDS VS- VGS data are

presented in Figure 4.3. Mean and standard deviation plots are provided for

transconductance g., output conductance g., and intrinsic gain Gv in Figures 4.4-4.6,

respectively. Transconductance g. and output conductance g. are defined as oIDS/0VGS

and OiDS/OVDS, respectively. Partial derivatives are calculated numerically using finite

differences. Intrinsic voltage gain GV, also referred to simply as gain, is obtained by

dividing the transconductance by output conductance.
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Figure 4.3: Experimentally derived A) mean source-drain current IDS and B) standard deviation in source-

drain current IDS-
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Figure 4.4: Experimentally derived A) mean transconductance g, and B) standard deviation in
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Figure 4.5: Experimentally derived A) mean output conductance go and B) standard deviation in output

conductance go.
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4.6 Graphene EGFET Parameter Variations

Variations in process-dependent parameters I, Rc, no, and Vo are extracted using

the compact piecewise DC graphene EGFET model developed in Chapter 2. The top-

gate capacitance CTOP is approximated as a constant 3 pF/cm 2 based on electrochemical

impedance spectroscopy (EIS) measurement of the graphene-electrolyte interface
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capacitance. A number of previous works provide extensive examination of graphene's

electric double layer and quantum capacitance [57], [64], [109], [134]. For VDS = 150

mV, the mean percent error between model and experimental IDS vs. VGS curves was 7%

or less for 87% of devices. Cases failing to meet this accuracy criterion were considered

outliers and discarded. Because the model contains simplifying assumptions and

inevitably fits experimental data with some degree of error, extracted device parameters

and distributions represent approximations. This work, nonetheless, provides insight into

parameter distributions for graphene EGFETs for the first time as shown in Figure 4.7.
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Figure 4.7: Extracted graphene EGFET distributions

carrier concentration, and D) Dirac point.
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Variations do not exhibit strong spatial trends (Appendix A1.2). The 100% yield

is also indicative of excellent graphene transfer and a uniformly processed array. Table

4.1 compares extracted parameter values with those previously reported in literature.

Table 4.1: Extracted
Units Mean S.D.

cm 2/Vs 463 208
kQ pm 6.3 3.3

10 12 /cm 2  1.2 0.4
mV -35 19

Parameters
Reported
300-451

11.5
0.2-4.0

N/A

References
[110], [119]

[110]
[22], [102], [110]

N/A

Correlation coefficients are computed to reveal relationships between parameter

variations as shown in Table 4.2. Mobility and minimum carrier concentration are found

inversely correlated [22]. Minimum carrier concentration was found correlated with the

Dirac point and contact resistance was found correlated with both minimum carrier

concentration and mobility.

Correlation

no
-0.52
-0.55

1
0.14

Coefficients

V0
0.40
0.15
0.14

1

4.7 Performance Optimization & Trade-offs

Before performing optimization, the impact of the input variables on the loss

function should be studied. This is especially important for problems with a physical
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Parameter
[t

Rc
no
Vo

Table 4.2:

I
Rc
no
V.

Process
[1

1
0.53
-0.52
0.40

Parameter
Rc

0.53
1

-0.55
0.15



basis such as graphene EGFET performance optimization. As an example of application-

specific optimization, we have chosen the use of graphene EGFET arrays in a common-

source amplifier configuration for the monitoring of electrogenic cells such as neurons or

cardiac cells. In this application, we primarily wish to optimize the voltage gain. By

investigating how the design parameters (VDS, VGS, W, L) and process-dependent

parameters (p, CTOP, Rc, no, Vo) affect gain, we can develop some intuition regarding

performance.

We investigate trends in gain performance by strategically modifying the design

parameters and process-dependent parameters. At most, we may visualize three-

dimensional data. For this reason, only two input parameters are varied at a time while

all remaining parameters are fixed to some baseline value. Baseline parameter values are

set based on the values extracted from our fabrication process as detailed in Table 4.3.

Note that VGS has no single baseline value. This is because gain is calculated across a VGS

range of 1V. The reported "gain" values depicted in Figures 4.9-4.12 are in fact the

maximum attainable gain given that the designer is free to manipulate VGS to any value

within V in order to maximize the gain. This allows gain to be plotted as a function of

two variables without continually sacrificing one dimension to VGS. A VGS range of ilV

is chosen because it is approximately the range of the graphene's electrochemical

potential window in phosphate buffered saline [66]. Outside of this range, substantial

oxidation-reduction reactions occur which may damage the graphene or alter its electrical

properties.
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Table 4.3: Baseline Input Parameters
Parameter Units Value

VDS mV 200

VGS mV N/A
W pLm 30
L pm 30
p cm 2/Vs 463

CTop pF/cm 2  3.0
Rc kQ pm 6.3
no 10l /cm2  1.2

Vo mV -35

The VDS bias is limited to a maximum value of 200 mV to ensure IDS values

generated by the model for short channel lengths are sustainable in actual graphene

EGFETs. Limiting VDS also avoids model inaccuracies due to velocity saturation.

Figure 4.8A shows the optimal VGS does not vary significantly with changing

channel length. Figure 4.8B shows that the gain is also virtually independent on channel

width provided that all other parameters remain constant. This is because increasing the

channel width increases the transconductance and output conductance equally, leaving

the overall gain unaffected. This suggests we may be able to reduce the optimization

parameter space by eliminating the need to optimize the channel width. Gain also falls

off as channel length is reduced. This is because at shorter channel lengths, contact

resistance has a more pronounced effect on the transconductance while keeping the

output conductance relatively constant because it is dominated by the graphene. Figure

4.9A shows that if an application requires higher gain, one can simply increase the VDs

bias.
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Figure 4.8: Model derived trends for intrinsic voltage gain as a function of A) VGs and L, and B) W and L.
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Figure 4.9: Model derived trends for intrinsic voltage gain as a function of A) VDs and L, and B) mobility

and L.

Now that we have investigated the effects of design parameters on the intrinsic

voltage gain, we turn to analyzing the process-dependent parameters. As the name

indicates, these parameters are largely dependent on fabrication processes and more

difficult for a designer to control. In some cases, however, it may be worthwhile to

modify the fabrication process or perform some post-fabrication treatment of devices in

order to achieve better performance.
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Figure 4.9B shows that increasing mobility reduces gain provided all other

parameters are held constant. This stems from the fact that increasing mobility increases

output conductance to a greater extent than transconductance. This effect becomes more

pronounced at short channel lengths where contact resistance has a greater effect.

Another interpretation is that high mobility increases the importance of having low

contact resistance. It is important to note that it may not be possible to increase mobility

to the extent simulated while keeping all other parameters constant as is assumed. For

instance, higher mobilities are likely accompanied by lower values in minimum carrier

concentration no , which is also supported by our correlation data in Table 4.2.

Decreasing no has its own affect on gain. In any event, increasing mobility by a

reasonable few hundred cm2/Vs does not greatly diminish gain except at very short

channel lengths where contact resistance plays a greater role.

Increasing the top-gate capacitance is found to produce higher gain as shown in

Figure 4.10A. Larger top-gate capacitances more effectively translate VGs signals into

the graphene channel. In practice, however, the top-gate capacitance is limited by

graphene's quantum capacitance and hydrophobicity [57], [110]-[112]. Nonetheless, it

becomes desirable to perform measurements in electrolytes that maximize the top-gate

capacitance to the extent possible.

Lower contact resistances are found to produce higher gain provided all other

parameters are fixed. This is shown in Figure 4.10B. Lower contact resistances produce

higher transconductances while having little effect on the output conductance, which is

mostly determined by the graphene channel. This effect becomes more pronounced at

small channel lengths where contact resistance has a greater effect on performance.
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Because contact resistance is a parasitic provides absolutely no benefit, it should be

minimized.
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Figure 4.10: Model derived trends for intrinsic voltage gain as a function of A) CTO and L, and B) Rc and

L.

Figure 4.11A shows that decreasing no increases gain. Decreasing no likely has

little effect on the transconductance. It does, however, lower the output conductance,

especially in the region around the minimum conduction point on the IDS vs. VGS curve.

This is the region where the maximum gain is typically found. Ultimately, decreasing no

decreases go while keeping gm relatively constant, leading to increased gain. Figure

4.11B shows that the optimal gain is not affected by the location of the Dirac point

because the VGS bias can be tune accordingly.
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Figure 4.11: Model derived trends for intrinsic voltage gain as a function of A) n, and L, and H) Vo and L.

Gain was found to increase with channel length in every case. General trends for

optimizing gain in graphene EGFETs are summarized in Table 4.4.

Table 4.4: Gain Optimizing Parameter Trends
Parameter VDs VGs W L y CTOI Rc n,, VO
Desired I N/A T V * I 1 1 I
*Counterintuitive result

Now that some intuition exists regarding gain performance of graphene EGFETs,

it is possible to move on to a more thorough procedure for optimizing gain performance.

Instead of optimizing purely for gain, it is possible to include penalties for variability in

gain as well as increases in device area, noise, and power consumption. Minimizing

variability in gain performance is especially important for applications where all devices

are gated using a common VGS. Equation (4.1) describes the objective function including

these penalty terms. The fact that gain is a function of design and process parameters is

omitted for readability. Equation (4.1) also assumes the likely scenario in which the
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designer is free to manipulate the design parameters but has no control over the process-

dependent parameters.

H(VDS,VGS,W,L) = pi(Gain) + k1 -(Gain) + k2WL + k3 lDS (4.1)

Here p(Gain) and a(Gain) are the mean and standard deviation of the intrinsic voltage

gain, respectively. Constants k1 , k2, and k3 should be negative values because increases

in variation, area, noise, and power consumption are typically undesirable. Optimization

algorithms are typically designed to minimize a loss function. Equation (4.1) may be

transformed into the appropriate loss function by taking the negative logarithm. The

standard deviation in gain term may be approximated using a multivariate normal

distribution in conjunction with the parameter variation data and covariance data. The

loss function may then be minimized using a standard optimization algorithm capable of

handling non-convex problems. This example provides a framework for optimizing the

performance of graphene EGFET arrays for specific applications under a number of

design constraints and trade-offs. Although this example deals with optimizing voltage

gain, the method may be readily applied to the optimization of other electrical

characteristics, such as transconductance.

4.8 Summary

Large-scale sensor arrays based on graphene EGFETs represent a promising

technology for both chemical and biological sensing applications. This work

demonstrates a reliable fabrication process by producing a large-scale graphene EGFET
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array with 256 devices and 100% yield. The developed array architecture in conjunction

with a compact and self-contained measurement system enables DC characterization of

256 graphene EGFETs as a function of VDS and VGS within minutes. These technological

advancements represent a milestone in the development of graphene EGFET sensors by

enabling the convenient and rapid acquisition of high quality data for a large number of

devices. Large sample size statistical data on the electronic performance of graphene

EGFETs is provided for the first time. This includes mean and standard deviations for

drain-source current, transconductance, output conductance, and intrinsic gain.

This employs the compact piecewise DC graphene EGFET model, which is

shown capable of fitting 87% of graphene EGFET IDS vs. VGS curves with a mean percent

error of 7% or less. The compact model enables the extraction of device parameters for a

large number of graphene EGFETs for the first time. By extension, this enables the

extraction of parameter distributions for mobility, contact resistance, minimum carrier

concentration, and Dirac point. It is now possible to characterize the impact of different

fabrication processes on device parameter distributions. This is an important step in the

development of any sensor technology based on graphene EGFETs.

Lastly, this work provides some intuition regarding the impacts of design

parameters and process-dependent parameters on the intrinsic voltage gain of graphene

EGFETs. Graphene EGFETs exhibit reasonable gain making them suitable for use as

amplifiers or buffers in certain sensing applications. To maximize performance, this

work provides a framework for application-specific optimization of large-scale sensor

arrays under a number of design constraints and trade-offs. The sum of these
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contributions make this work a resource for the development of future chemical and

biological sensor systems based on graphene EGFETs.
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Chapter 5: Graphene Ionized Calcium Sensors

5.1 Introduction

This section adapts the previously developed graphene EGFET technology as a

chemical sensor system for the detection of ionized calcium. The graphene EGFET-based

chemical sensors are similar to silicon-based ion-selective field-effect transistors

(ISFETs) in that they enable miniaturization ion-selective electrodes (ISEs) [135]. Unlike

ISFETs, however, graphene exhibits high chemical stability and does not form a native

oxide [61], [63], [136]-[138]. Using graphene EGFETs enables sensor arrays to scale

much better than electrode-based approaches [139]. The abundance of graphene EGEFT

sensors can also be used to exploit sensor redundancy and enhance measurement

accuracy. Lastly, this work serves as a first step in the development of sensor systems

capable of simultaneous multi-analyte detection in a compact form factor.

Use of graphene provides a number of advantages. In its simplest form, an

unfunctionalized graphene EGFET sensor consists of a graphene channel between two

conductive contacts. As such, graphene EGFET chemical sensors offer the benefit of

simpler construction over silicon-based ISFET counterparts [140]. Unlike silicon-based

ISFETs, graphene EGFET chemical sensors also lend themselves innately to

mechanically flexibility and optical transparency for sensing applications [42], [68], [70],

[71], [122], [141]. This can potentially enable low-profile smart skin type sensors [142].

Because graphene is atomically thin carbon, it is potentially extremely economical.

Chemical vapor deposition growth processes also enables large-area synthesis with

uniformity in material properties [37], [38].
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Chemical sensors using graphene have been developed using a variety of

functionalization chemistries [143]. Graphene functionalizations typically come in two

flavors: covalent and noncovalent. Functionalizations are typically coupled to the

graphene a-bonds, which are responsible for graphene's charge transport properties.

Covalent bonds may provide added sensitivity and stability, but strongly disrupt 7r-bonds

and degrade graphene's electrical properties. Noncovalent chemistries help minimize

these adverse effects. Although both types of functionalization enhance sensitivity, they

often do not effectively block interfering molecules from interacting with graphene's

extremely sensitive surface [54], [55] . As a result, selectivity-an equally important

performance metric-is typically poor or goes unreported altogether. This blocking

function is critical because as an all-surface material, graphene exhibits innate sensitivity

to many environmental changes [119], [144].

This chapter develops a compact sensor system capable of monitoring hundreds

of graphene Ca2+ sensors simultaneously. This enables thorough evaluation of graphene

Ca2+ sensor performance at a statistically significant sample size (N=1 52). The Graphene

Ca2+ sensors are based on graphene electrolyte-gated field-effect transistors (EGFETs)

and are functionalized for ionized calcium using a polyvinyl chloride (PVC) membrane

containing a neutral calcium ionophore (ETH 129) [145], [146]. lonophores provide

sensitivity and a high degree of selectivity for ionized calcium. Ca2+ was chosen as the

target analyte because of its commonplace in diagnostic testing and physiological

importance in blood, urine, and sweat [142], [147], [148].

Graphene Ca2+ sensors are shown capable of accurately quantifying ionized

calcium concentrations over several orders of magnitude. Sensors exhibit excellent
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reversibility and response time. Sensors also exhibit a virtually ideal Nernstian response

of 30.1 mV/decade with little variation (c = 1.9 mV/decade). This work contributes an

alternative calibration and measurement method using a least squares distribution

matching technique that extracts relative shifts in the I-V characteristics to quantify

ionized calcium concentrations. The method is much faster in that it eliminates the need

for full I-V characterization at each measurement. The method provides the added benefit

of requiring only one calibration solution-making it particularly useful for portable and

field-deployable sensor systems. The ability to monitor a large sample size also shows

that redundancy in graphene Ca 2 responses can be exploited to more accurately quantify

ionized calcium concentrations. Sensor redundancy is shown capable of tightening of

95% confidence intervals from 50% to 10% of the ionized calcium concentration.

6.2 Graphene Ionized Calcium Sensor Array Fabrication

Fabrication begins with piranha cleaning a 300 pm thick glass substrate. The

substrate was coated with 25 nm aluminum oxide using atomic layer deposition to aid

adhesion in subsequent photolithography steps. A layer of Ti/Au (5 nm / 300 nm) was

deposited using electron beam deposition to form the rows of the sensor array. A 25 nm

layer of aluminum oxide was then deposited as interlayer dielectric using atomic layer

deposition. Openings were etched into the interlayer dielectric using a BCl 3 plasma to

allow contact between the first and second metal layers in the array where appropriate. A

second metal layer of Ti/Au (5nm / 300 nm) was then deposited using electron beam

deposition. Graphene coated with PMMA from ACS Material was transferred on the

substrate so as to cover the entirety of the array. The chip was baked at 80'C for 15
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minutes and 130'C for 2 hours. This allows PMMA reflow and enhances adhesion

between the graphene and substrate. The sensor array chip was then immersed in acetone

for several hours to remove the PMMA.

The chip was subsequently annealed at 350'C in 400 sccm Ar and 7000 sccm H2

to reduce PMMA residue and further enhance adhesion between the graphene and

substrate. The graphene was mesa etched using MMA/SPR3012 resist stacks and oxygen

plasma. Both resists were then removed by immersion in acetone for several hours. The

chip was spin coated with SU-8 and openings were defined over the graphene channel

regions and contact leads. The ion-selective membrane solution was then made by

mixing 0.656 g of 2-nitrophenyl octyl ether (oNPOE), 0.328 g of high molecular weight

polyvinyl chloride (PVC), 0.01 g of calcium ionophore II (ETH 129), and 0.06 g of

potassium tetrakis(4-chlorophenyl) borate. The mixture was dissolved in 6 mL of

tetrahydrofuran (THF), which is approximately 85% by weight. The solution was then

spin coated over the array at 1500 rpm for 120 seconds and allowed to air dry. The

complete measurement system with chip insert is depicted in Figure 5.1.
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Figure 5.1: A) measurement system with sensor array insert, B) system-level overview, C) graphene Ca+

sensor diagram, D) microscope image of a single graphene Ca2+ sensor with graphene region outlined

(dashed white), E) sensor array architecture, F) microscope image of graphene Ca2+ sensor array, G)

transimpedance amplifier schematic.

6.3 Measurement Setup

A custom measurement system was employed to rapidly acquire high-quality data

from a large number of graphene EGFET Ca 2 sensors in a convenient manner. The

sensor array chip may be dipped into the solution to measure the analyte concentration.

The measurement setup houses a low profile Ag/AgCl reference electrode, which is

dipped into the solution along with the sensor array. This allows for a stable reference

potential and high-quality data acquisition. The measurement system monitors the

source-drain current IDs for each row and column combination in the sensor array. The

measurement system also provides control of the gate-source voltage VGS and drain-

source voltage VDs. The measurement setup for a single sensor within the array is

depicted in Figure 5.2A.
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Figure 5.2: A) Graphene Ca2+ sensor diagram depicting measurement setup and aligned potential at the

membrane-electrolyte interface, B) idealized graphene Ca 2+sensor I-V characteristic response.

6.4 Graphene Ionized Calcium Sensor Theory

Graphene Ca2+ sensor theory is based on a strong understanding of the electrical

characteristics of graphene electrolyte-gated field-effect transistors [110], [130].

Transport of ionized calcium at the interface between the electrolyte and the ion-selective

membrane is governed by the Nernst equation [149]. In equilibrium, diffusion of Ca2+

across the interface is counterbalanced by the electric field induced by the Ca2+ ions.

This interface potential is depicted in Figure 5.2A. As the concentration of Ca2+ ions in

the solution is increased, the electric field required counterbalance diffusion must

increase. Thus, the interface potential increases with increasing Ca+ concentration.

Because the interface polarity is aligned with the polarity of VGS, the same current can be

achieved at a lower applied VGS in the presence of higher Ca2+ concentration. Hence,

increasing Ca2+ concentration induces a leftward shift of the graphene I-V characteristic-

depicted in Figure 5.2B-resulting in a more p-doped channel.

Ion-selective membranes function by keeping the target ion concentration

constant within the membrane phase. This translates into an electrolyte-interface
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potential that is solely a function of the target analyte concentration. Because of this, the

interface potential can be related back to the target analyte concentration in the

electrolyte phase. The ion-selective membrane in this work is based on a charge neutral

ionophore. lonophores are lipophilic molecules that selectively bind to an ion of interest,
in 2+

in this case Ca . Ionophores provide both sensitivity and selectivity. Because

ionophores are lipophilic they possess a high affinity for the membrane phase over the

solution phase and may be assumed confined to the membrane

In order for the analyte, in this case a cation, to move into the membrane in

sufficient quantities, another cation must leave the membrane so as to maintain overall

charge neutrality. This is the role of ion-exchangers in the membrane. The ion exchanger

is a molecule that dissociates within the membrane into a lipophilic anion and a cation

that is free to leave the membrane as the analyte cation enters. The lipophilic ion-

exchanger anion counterbalances the analyte cation in the membrane so as to maintain

overall charge neutrality.

The dominant reaction occurring at the membrane-electrolyte interface is given by

(5.1)

IE + LM # ILM (5.1)

where IE represents the analyte cation (Ca2+) in the electrolyte phase, LM represents the

unbound neutral calcium ionophore, and ILM represents the complexed ionophore in the

membrane phase. The potential at the membrane-electrolyte interface determined by the

dominant reaction and governed by the Nernst equation as given by (5.2)
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zF C!

where VME is the potential difference between the membrane and electrolyte, VM is the

membrane potential, VE is the electrolyte potential, V0 is the built in potential due to

differences in electrochemical potential, R is the gas constant, T is the temperature, z is

the charge number of the analyte, F is the Faraday constant, cf is the concentration of

analyte in the electrolyte phase, and cm is the analyte concentration present in the

membrane phase. When cm remains constant, the potential can be related directly to the

concentration of Cf as shown in (6.3)

RT
VME = V6 + 2.3 -- log(cf) (5.3)

zF

where VO has been renamed V6 to include the constant term resulting from the log(cf).

For a bivalent ion such as Ca2 + at room temperature, the slope is theoretically

approximately 30 mV/decade. This translates directly to the minimum conduction point,

Dirac point, which shifts by the same amount according to (5.4)

RT
VDirac - 2.3 --- lg(Cf) (5.4)

zF

Because graphene EGFET have v-shaped and approximately linear I-V

characteristic away from the minimum conduction point, there exists a direct linear
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relationship between the shift in voltage and change in current. Therefore, it is possible to

relate the change in current to the change in analyte concentration as given by (5.5)

IDS = ID + k log(c') (5.5)

where Is is some constant baseline source-drain current and k is the slope of the voltage

shift multiplied by the slope of the graphene I-V curve at that particular point.

6.5 I-V Characteristics

A solution of 1 M aqueous Ca2+ was diluted over several orders of magnitude to

provide a variety of concentrations: 100 mM, 10 mM, 1 mM, 100 pXM, 10 pM. I-V

characterization was performed for all devices at each Ca2+ concentration. The drain-

source voltage VDS was held constant at 100 mV and the gate-source voltage VGS was

swept from -0.5 V to 1.0 V in 10 mV increments. A 10-second hold time was used

before the gate-source voltage VGS was swept at a rate of 10 mV / 500 ms. This provides

adequate time for charged species to migrate and reach steady-state before measurement.

Channel dimensions of the graphene Ca2+ sensors were W/L = 30 pXm / 30 pXm. All

measurements were conducted under ambient conditions at room temperature.

Solution volumes were large enough (approximately 50 mL) so as not to

evaporate appreciably over the course of the experiment. Solution volumes were also

large enough so that contamination when moving from lower concentrations to higher

concentrations was negligible and could not appreciably alter the Ca2+ concentrations.

The I-V characterization results as a function of concentration are reported in Figures

5.3-5.5. The average shift in minimum conduction point as a function of ionized calcium
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concentration is provided in Figure 5.5B. The average slope of -30.1 mV/dec is in

excellent agreement with the theoretical Nernstian slope for a bivalent ion as derived

from (6.3). The minimum conduction points, or Dirac points, were calculated as

accurately as possible by polynomial fitting the discretized I-V characteristics and finding

the minimum of the continuous polynomial fit. Further details are provided in the

Appendix A2.
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Figure 5.3: I-V characteristic for graphene Ca2+ sensors in ionized calcium concentrations of A) 10 pM,

and B) 100 M. The sample size is 152 and all measurements are taken at VDS 100 m V.
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Figure 5.4 I- V characteristic for graphene Ca 2+ sensors in ionized calcium concentrations of A) I mM, and

B) 10 mM. The sample size is 152 and all measurements are taken at VDs = 100 MV.
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Figure 5.5: A) I-V characteristic for graphene Ca 2 sensors in ionized calcium concentrations of 100 mM,

and B) the slope of the minimum conduction point as a function of ionized calcium concentration. The

sample size is 152 and all measurements are taken at VDS = 100 mV.

The distribution in sensor sensitivity is depicted in Figure 5.6. A normal quantile

plot shows the variation in sensitivity to be normally distributed. The mean sensitivity is

30.1 mV/decade with a standard deviation is 1.9 mV/decade. The distribution is quite

narrow with almost all sensitivities being 26-34 mV/decade.
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Figure 5.6: Distribution of graphene Ca2' sensors sensitivities.

Normal quantile plot of sensitivity distribution falls within the 95%

confidence interval (dashed gray) for an ideal Gaussian distribution

(red). Mean is close to the 5Oth-percentile (dashed green).

5.6 Transient Response

Transient response was investigated by dipping the graphene Ca2 sensor array in

dilutions of ionized calcium spanning several orders of magnitude. The graphene Ca

sensor array was immersed in each dilution for approximately 20-30 seconds. The

experiment begins with increasing ionized calcium concentrations to reduce the potential

of altering the solution concentrations due to cross contamination. Once the maximum

concentration was reached, the sensor array was repeatedly exposed to lower

concentrations to demonstrate reversibility. Exposure to decreasing concentrations poses

greater risk of altering the solution concentration due to cross contamination. Spikes in
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data represent transition times of the sensors from one solution to the next. The graphene

Ca transient response is depicted in Figure 5.7 over several orders of magnitude change

in ionized calcium concentration.
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Figure 5.7: Graphene Ca" sensor transient responses to changing concentrations

in ionized calcium. Sample size is 152 and the bias conditions are VDs = 100 mV,

VGS = 0 -

Transient response experiment also shows that graphene Ca2 sensors exhibit

excellent reversibility. This is a key trait because it enables sensors to be used to

continually monitoring varying concentrations of ionized calcium. Average sensitivity

and reversibility of the sensor current response is depicted in Figure 5.8. The result is

consistent with (5.4).
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Figure 5.8: Mean sensitivity response showing excellent

sensitivity and reversibility over several orders of magnitude in

ionized calcium concentration.

5.7 Alternative Calibration & Measurement Method

The calibration of chemical sensors is typically performed on equally spaced

analyte concentrations that span the entire range of interest. Calibration is critical for

even the most mature chemical sensor technologies such as pH sensors because chemical

sensors inherently drift with time [150]-[153]. Graphene EGFET chemical sensors are

typically characterized and calibrated using multiple dilutions in a method similar to that

depicted in Figure 5.3-5.5 [154]-[156]. Concentrations are then measured by

characterizing the entirety of the I-V characteristic and relating the shift to changes in

concentration. Voltage sweeps required for I-V characterization, however, are very slow

(e.g. 10 mV / 500 ms) in order to provide adequate time for ions to migrate and for the

sensor to reach steady state.
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A faster (more practical) method is investigated for determining analyte

concentration directly from the sensor operating current IDs. This eliminates the need to

perform full I-V characterization for each measurement. The method is based on the fact

that changes in concentration produce changes in sensor operating current IDS. These

changes in operating current IDS can be mapped to a specific location of the I-V

characteristic using a standard optimization technique such as least squares fitting. The

specific location on the I-V characteristic can then be used to determine the relative shift

in the I-V characteristic and hence the solution concentration. This requires only one I-V

characteristic calibration be performed at some reference concentration. A depiction of

the process is provided in Figure 5.9. Specifics regarding the least square fitting

procedure are provided in the Appendix A2.

This method is particularly advantageous in that it eliminates the need for

multiple calibration solutions. This is useful for sensing applications targeting portability

and field use, which make carrying multiple concentrations or dilution preparation

impractical. The calibration and measurement method effectively shifts complexity

associated with solution preparation and calibration into the electrical domain. Added

complexity in the electrical domain, however, is readily accommodated as electronic

components such as microcontrollers are inexpensive and provide ample computational

ability.
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sient data to I-V curve data to extract Ca 2 concentration. The

ninimization can be used to effectively map the distribution of

The performance of the alternative measurement technique is investigated over

several orders of magnitude of change in ionized calcium concentration. Ionized calcium

concentrations are measured from transient response data using the least squares

distribution matching technique outlined in Figure 5.9. Calculated concentrations are

then compared to nominal concentrations capturing the combined accuracy of the

graphene Ca2+ sensors and measurement technique. Figure 5.10A shows graphene Ca2

sensors quantifying ionized calcium concentration exceptionally well over several orders

of magnitude. This method requires only single I-V characteristic calibration as a

reference.
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Figure 5.10: A) Calculated concentration versus true concentration using profile matching technique. B)

Mean percent error and 95% confidence intervals as a function of sensor count for Ca concentrations.

The sample size is 152 and the bias conditions are VDS = 100 mV, VGS = 0 V. Profile matching was

performed using the 10 sM I-V curve calibration data and a sensitivity of 30.1 mV/decade.

5.8 Benefits of Redundancy

This section quantifies the benefits of having redundancy in graphene Ca2

sensors from an arrayed architecture. Benefits are quantified by extending the population

size of 152 sensors to a synthetic population size of 50,000 transient responses and

corresponding I-V characteristics. Synthetic transient responses and I-V characteristics

are generated according to empirical cumulative distribution functions (ECDFs) derived

from experimental data so as to mimic experimental data as closely as possible.

Extending population size allows for more thorough statistical analysis including

simulation beyond 152 sensors. It also remedies statistical issues arising when the

randomly generated sample size approaches the population size.

For each sample size, the corresponding number of transient responses and I-V

characteristics are randomly sampled from the overall population size. This captures the

randomness associated with fabricating individual sensor arrays with N graphene Ca2

sensors. Ionized calcium concentrations are then calculated to capture the randomness in
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measurement accuracy of for a sensor array with N graphene Ca2+ sensors. This process

is repeated at each sample size 1000 times to generate a distribution and capture the

randomness associated with measurement accuracy as a function of sample size. These

distributions allow the mean and 95% confidence intervals to be calculated for ionized

calcium concentrations as a function of sample size. This quantifies the benefits of

having redundancy in graphene Ca2+ sensors. The results are depicted in Figure 5.10B

and show tightening of the confidence intervals as a function of sample size. Sensor

redundancy is shown capable of tightening of 95% confidence intervals from 50% to

within +10% of the ionized calcium concentration. Measurement accuracy is

asymptotically related to sample size and produces diminished returns with increasing

sample size. Further details regarding the data synthesis process may be found in the

Appendix A2.

5.9 Summary

This work develops a compact sensor system capable of monitoring hundreds of

graphene Ca2+ sensors simultaneously in a convenient and high-quality fashion. This

technology is employed to thoroughly evaluate graphene electrolyte-gated field-effect

transistors (EGFETs) functionalized for the detection of ionized calcium. Graphene

EGFETs were functionalized for the detection of ionized calcium using a polyvinyl

chloride (PVC) membrane coating embedded with a neutral calcium ionophore. The

resulting graphene Ca2+ sensors are shown capable of accurately quantify ionized calcium

concentration overall several orders of magnitude while exhibiting a virtually ideal

Nernstian response of 30.1 mV/decade. Variation in sensitivity is shown normally
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distributed with little variation (Y = 1.9 mV/decade), indicating a high degree of

consistency and reproducibility for the observed response. Sensors are shown to exhibit

excellent reversibility and response time. Sensors of this type are also known to exhibit

excellent selectivity.

This work introduces an alternative calibration and measurement method using

least squares distribution matching in order to extract relative shifts in I-V characteristics

and quantify ionized calcium concentrations. This method is faster in that it eliminates

the need for full I-V characterization at each measurement. The method is also beneficial

in that it only requires one calibration solution making it particularly useful for portable

and field-deployable sensor systems. This is a stark contrast to conventional calibration

techniques, which require multiple solutions concentrations spanning the range of

interest.

The ability to monitor a statistically significant sample size (N=152) also enables

the benefits of sensor redundancy to be quantified. Sensor redundancy is shown capable

of tightening of 95% confidence intervals from 50% to within 10% of the ionized

calcium concentration. Redundancy can be effectively exploited to enhance the

measurement accuracy of ionized calcium concentration. Measurement accuracy is

asymptotically related to sample size and produces diminished returns with increasing

sample size. These contributions represent milestones in the exploration of selective

graphene EGFET-based chemical sensors. This work for graphene Ca 2 sensors is also

readily extended to other analytes for the development of multi-analyte graphene

EGFET-based sensor arrays.
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Chapter 6: Graphene Sensors for Ammonia Detection

6.1 Introduction

This chapter adapts the previously developed graphene sensor system to evaluate

Co(tpfpp)ClO 4 functionalization of graphene for ammonia detection. Graphene material

properties have led to extensive interest in graphene-based gas sensing [1]-[3], [5], [54],

[157], [158]. Some of these properties include high carrier mobility and sensitivity [56]-

[58], [120], [121], chemical stability [60], [61], [66], and mechanical strength [67].

Additional properties such as mechanical flexibility [159], [160] and low optical

absorption [71], [72] may also enable low-profile flexible gas sensors. These properties

along with the emergence of large-scale uniform graphene synthesis methods make

graphene a promising material for gas-phase chemical sensing applications [37], [38].

A number of conductivity-based methods have been investigated for ammonia

detection over the years. Conductivity-based ammonia detection has been reported for

metal-oxide based sensors [161]-[163], conductive polymer-based sensors [164]-[167],

as well as conductive polymer sensors functionalized with metal-complexes [168].

Additionally, graphene-based chemiresistive sensors have been shown to provide suitable

platforms for the detection of ammonia in the gas phase [169]-[172]. Seredych et al.

[173], [174] demonstrated the adsorption of ammonia on pristine graphene oxide and

determined the interactions to be the result of ammonia reacting with surface groups on

the graphene oxide. Conductivity-based ammonia detection with graphene has been

reported for pristine [158], [175], polyaniline functionalized [169], [176], [177], SnO2

and CuO nanostructure decorated [171], Cu-based MOF/graphene hybridized [178],

fluorinated [179], and NO 2 doped [170] graphene sensors.
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Noncovalent functionalization of carbon nanotubes (CNTs) with cobalt meso-

arylporphyrins has been shown to provide sensitive and selective detection of amines

[180]. This thesis applies a similar modular functionalization scheme to an array of

microfabricated chemiresistive graphene-based sensors. Porphyrins are particularly well-

matched for graphene-based sensing because they provide excellent sensitivity while

producing minimal perturbation of graphene's band structure and electrical properties.

Metalloporphyrins noncovalent interactions with the graphene's 2-bonds leave much of

graphene's unique electrical properties intact [181]. Many metalloporphyrins exhibit

strong dipoles when bound to analyte and relatively weak dipoles in their unbound states

[182]. This is particularly true for cobalt porphyrin when bound to NH 3 [183]. These

strong dipole interactions alter the carrier concentration in the underlying graphene and

ultimately modulate sensor conductivity based on analyte concentration [182], [184].

Porphyrins also represent an attractive functionalization because they provide a high

degree of selectivity [184], [185].

A chemiresistive graphene sensor array is designed as an insertable chip for use in

conjunction with a custom readout system. The readout system is compact and includes

universal serial bus (USB) connectivity for portability and ease of use. It also includes

custom data acquisition software. The combination of these features enables high-quality

data acquisition for hundreds of sensors in a rapid and convenient fashion. In previous

works, sample sizes and analysis were extremely limited - ranging from individual

devices to tens of devices at best [180], [181]. The ability to monitor large sample sizes

(N=160) provides new insights into performance variation and reproducibility. Data from

the fabricated sensor array was used to develop a detailed kinetic model describing sensor
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response profiles to changing ammonia concentrations. Measurements of the adsorption

kinetics of ammonia on graphene films are limited and have been previously determined

only for graphene decorated with platinum nanoparticles [186].

The sensor system represents a convenient vehicle to demonstrate scaled-up

repeatability and the kinetic analysis of a pixelated testbed. Co(tpfpp)C1O 4 treated

graphene sensors are shown to produce a four-fold increase in ammonia sensitivity over

pristine graphene sensors. Sensors were also found to exhibit excellent selectivity over

interfering compounds such as water and common organic solvents. The ability to

monitor a large sensor array with 160 pixels provides insights into performance variations

and reproducibility - critical factors in the development of practical sensor systems. All

sensors exhibit the same linearly related responses with variations in response exhibiting

Gaussian distributions, a key finding for variation modeling and quality engineering

purposes. The mean correlation coefficient between sensor responses was found to be

0.999 indicating highly consistent sensor responses and excellent reproducibility of

Co(tpfpp)C1O 4 functionalization. A detailed kinetic model is developed to describe sensor

response profiles. The model consists of two adsorption mechanisms-one reversible

and one irreversible-and is shown capable of fitting experimental data with a mean

percent error of 0.01%.
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6.2 Sensor Array Fabrication

Graphene chemiresistive sensors consist of a functionalized graphene channel

between two conductive source-drain contacts. Fabrication of an array of sensors begins

with clean glass substrate on which a two-layer metal grid is microfabricated to provide

access lines to individual sensors. Commercial-grade graphene is transferred over the

array and etched in order to define the graphene channel regions for each pixel. A

passivation layer is deposited on top of the sensor array in which windows are opened to

expose the graphene channel region of each pixel.

The graphene sensor array is designed as an insertable chip. The array takes

advantage of wire sharing to the extent possible and enables access to M x N sensors

using only M + N wires, where M and N represent the number of rows and columns,

respectively. Source-drain current signals from the graphene sensors are amplified and

converted to voltages using custom-designed circuitry that is packaged into a small form

factor printed circuit board (PCB). The custom-PCB is further interfaced with a

microcontroller, which enables sensor readout using an analog-to-digital converter

(ADC) and data transmission to a personal computer for data recording and analysis. An

overview of the graphene sensor system and its key components is presented in Figure

6.1A-G. Detailed information regarding sensor array fabrication and readout system

design is included in the Appendix A3.
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Figure 6.1: A) Complete measurement system and sensor array insert, B) system overview, C) graphene

sensor diagram, D) microscope image of graphene sensor with channel region outlined in white (dashed),

E) sensor array architecture, F) microscope image of graphene sensor array, G) transimpedance amplifier

schematic.

6.3 Sensor Array Functionalization

5,10,15,20-tetrakis(pentafluorophenyl)porphyrinatocobalt(III) perchlorate-also

referred to as cobalt porphyrin and Co(tpfpp)C104-is depicted in Figure 6.2 and was

synthesized according to previously published procedures[180]. After synthesis, the

porphyrin compound was dissolved in dichloromethane (DCM) at a concentration of

0.075 mg/ml. The sensor array was functionalized with one microliter of the porphyrin

solution, which was dropcast on the array and allowed to air dry. Further details

regarding sensor array functionalization are provided in the Appendix A3.
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Figure 6.2: Chemical structure of the Co(tpfpp)C10 4 selector unit on

top of a graphene sheet.

6.4 Control Comparisons

Initial investigations quantify the sensor responses to changing concentrations of

ammonia. Sensor array fabrication, functionalization, and detection methods are all

detailed in the Appendix A3. Figure 6.3A shows the average change of conductance

normalized to the initial conductance of the sensor. The response of all sensors-

functionalized and unfunctionalized-in this study is semi-dosimetric. The sensor array

comprised of pristine graphene shows moderate response towards 160 ppm ammonia (-

2.27 0.44% AG/Go). As an all-surface material, graphene's electrical properties are

highly sensitive to surface molecular interactions, which alter graphene's carrier

concentration and resulting conductivity. Ammonia possesses a dipole moment of 1.42 D.

As a result, pristine graphene is expected to exhibit some innate sensitivity to ammonia

concentration as well as other environmental factors [54], [144]. Our findings are

consistent with previous results in which ammonia was found to reduce graphene

conductivity through competition with the p-doping effect of physisorbed oxygen [157].
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The ammonia response is found to increase four-fold upon graphene

functionalization with Co porphyrin (-8.34 0.19%). This is comparable to previously

reported conductivity based sensors [158], [171], [178]-[180]. The robustness of the

sensor when operated under ambient conditions was investigated. Figure 6.3B reveals

that the responsiveness to 160 ppm ammonia decreases slightly from -8.34 0.19% to -

6.11 0.63% when the carrier gas is changed from dry nitrogen to air with 41% relative

humidity. All experimental results were obtained at a room temperature of 24'C. These

results confirm sensor functionality in ambient conditions and quantify resilience in the

presence of humidity. Homogeneity in responses is shown by o shaded regions and

error bars in Figure 6.3A-C. This attests to the overall reproducibility of the constructed

sensors, which includes the microfabrication process and functionalization.
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Figure 6.3: Percentile change in conductance of graphene sensor at an applied voltage of 100 mV. A)

Mean change in conductance upon exposure to 160 ppm of NH3 in nitrogen of the pristine graphene sensor

and the Co(tpfpp)ClO 4 functionalized graphene sheet with shaded regions representing plus or minus one

standard deviation from the mean. B) Mean change in conductance of the Co(tpfpp)C1O 4 functionalized

graphene sheet upon exposure to 160 ppm of NH3 in dry nitrogen and air with 41% relative humidity.

Shaded regions represent plus or minus one standard deviation from the mean. Green highlighted regions

represent time under ammonia exposure. C) Percentile change in conductance upon exposure to 160 ppm

of NH 3 for 60 seconds.
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6.5 Sensitivity

Sensor sensitivity was evaluated through investigation of the relationship between

NH3 concentration and the magnitude of the response. Figure 6.4A shows the mean

responses plus or minus one standard deviation for exposures to 20 ppm, 40 ppm, 80

ppm, and 160 ppm NH3 in nitrogen. The signal strength was found to increase with

ammonia concentration (Figure 6.4B) allowing for quantitative measurement of NH3 in

the experimental window of concentration. The non-linearity of relationship between

ammonia concentration and sensor response is postulated to result from interface reaction

kinetics and, more specifically, the reduction in available functionalization binding sites

with increased ammonia concentration. This trait is examined in further detail with the

development of a kinetics-based sensor response model.
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Figure 6.4: A) Mean percent change in conductance of functionalized graphene sensors

in response to four different concentrations of NH3. Shaded regions represent plus or

minus one standard deviation from the mean. The green highlighted region represents the

time under ammonia exposure. B) Mean sensor response as a function of NH 3

concentration for a fixed exposure time of 60 seconds.
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6.6 Selectivity

Selectivity of the functionalized sensors was evaluated through exposure of the

sensor array chip to water and a number of volatile organic compounds (VOCs). Figure

6.5 depicts the mean sensor response to ammonia (160 ppm) versus the mean sensor

response to hexane (160 ppm), ethanol (160 ppm), water (1,600 ppm), chloroform (160

ppm), and acetonitrile (320 ppm). Similar to our reported CNT-based sensing

devices,[ 180] the graphene sensor exhibits negligible sensing responses for water and the

examined VOCs (-0.19 to 0.06 %) when compared to ammonia (-8.23 0.19 %). Thus,

the sensitive and selection functionalization originally developed for CNTs effectively

translates to graphene-based sensing devices.
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6.7 Sensor Kinetics & Modeling

This section develops a quantitative model describing the observed behavior of

the sensors in response to changing ammonia concentrations. The observed response

curves indicate the existence of two different adsorption mechanisms: one reversible and

one irreversible. The presence of an irreversible mechanism is supported by the sensor's

failure to return to its initial baseline in the absence of ammonia. The existence of a

reversible mechanism is supported by the partial recovery towards the baseline in the

absence of ammonia. These two adsorption mechanisms are present in the data depicted

in Figure 6.6A. The irreversible mechanism in the sensor response curves is attributed in

part to the incomplete desorption of NH 3 from the Co porphyrin [180]. The reversible

mechanism is attributed in part to NH 3 desorption from the Co porphyrin and to weaker

reversible effects such as NH3 physisorption onto the functionalized graphene surface.

The 2"d-order reversible reaction and kinetic equation are described by equations

(6.1) and (6.2), respectively:

a

CR + CA CRA (6.1)

dCRA (t)= aCR (t)CAEt) - CRA(t) (6.2)
dt

where a is the rate of the forward reaction, fl is the rate of the reverse reaction, CA is the

analyte concentration, CR is the concentration of reversible binding sites, and CRA is the

concentration of analyte bound to reversible binding sites. Similarly, the 2"d -order
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irreversible reaction and kinetic equation are described by equations (6.3) and (6.4),

respectively:

y
CI+CA CIA (6.3)

dcA(t
dt = yc(t)c(t) (6.4)
dt

where y is the rate of the forward reaction, CA is the analyte concentration, c1 is the

concentration of irreversible binding sites, and CIA is the concentration of analyte bound

to irreversible binding sites. Superimposing the two independent mechanisms and

applying initial conditions CRA (t = 0) = 0 and CIA (t = 0) = 0 along with the fact that

cA(t) is a constant, cA, produces equation (6.5):

Cx(t) = CRA (t) + CIA (t) CA RT -(aA+fl)t] + CIT1 - eycAt] (6.5)
acA + fl

where cx(t) represents the total doping concentration on the sensor, CRT represents the

total number of reversible binding sites, and CIT is the total number of irreversible

binding sites. Graphene exhibits a cone-shaped band structure and linear I-V

characteristic. The mean of the maximum AIDs across the experiment is 6.7 ptA whereas

the average operating current IDS is 44 kA. Linearity of the graphene I-V characteristic

coupled with the small AIDs response to changing doping allows the I-V characteristic to

be accurately approximated as linear over the small range of interest. See Appendix A3.

129



Therefore, doping cx(t) is proportional to IDS, and by extension AG/GO, leading to

equation (6.6)

AG|GO = HO + HRe(aA+fl)t + Hle-ycrAt (6.6)

where HR is a constant proportional to the number of reversible binding sites, H, is a

constant proportional to the number of irreversible binding sites, and H0 is a constant

accounting for the sensor baseline response. The derived model is fit to the experimental

data as shown in Figure 6.6A. The full sensor response to the presence and absence of

analyte is given by a piecewise model detailed in the Append A3. The derived piecewise

model is shown capable of fitting experimental data exceptionally well resulting in mean

percent error of only 0.01%.
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Figure 6.6: A) Mean graphene sensor response to 80 ppm NH3 exposure and subsequent exposure to pure

N 2. Green highlighted region represents time under ammonia exposure. B) Graphene sensor response for

60s NH 3 exposures as a function of increasing NH 3 concentration.
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The irreversible reaction due to Co(tpfpp)C1O 4 functionalization produces the

stronger signal, H, > HR, as is expected. The reversible reaction, however, reaches

equilibrium more quickly indicating a faster time constant. Sensor response for a fixed

exposure time of 60 seconds is found to decay with increasing analyte concentration CA as

shown in Figure 6.6B. This trend is consistent with the kinetic model given in (6.6).

6.8 Sensor Variation & Reproducibility

The ability to interrogate a large sample size (N=160) provides new insights into

performance variation and reproducibility-two critical factors in the development of

practical sensor systems. Correlation coefficients between sensor responses are

investigated to assess the overall consistency in response across the sensor array.

Correlation coefficients were calculated between every pairwise combination of sensors.

The mean correlation coefficient was found to be 0.999. This near perfect linear

relationship between sensor responses means variability in responses such as those

depicted in Figure 6.7A are in fact near perfect scalar multiples of each other. This is an

important finding because it allows variations in sensitivity to be readily "normalized

out" in a non-computationally expensive fashion through multiplication of the sensor

array responses by a constant matrix.

No sensor responses were found uncorrelated or inversely correlated-meaning

there were no outliers in sensor response. In fact, the minimum correlation coefficient

between any two sensors was approximately 0.991. This attests to the consistency of the

sensor fabrication process and excellent reproducibility of the Co(tpfpp)CO4

functionalization chemistry. P-values corresponding to the correlation coefficients were
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less than 0.0001. The probability distribution for correlation coefficients and

corresponding heat map (inset) are provided in Figure 6.7B.
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Figure 6.7: A) Sensor responses to 20, 40, 80, and 160 ppm of NH 3 with 60-second exposures to pure N2

occurring at regular intervals. Green highlighted regions represent time under ammonia exposure. Each

sensor response is represented by a different color. The legend is omitted due to the large sample size. B)

Probability distribution of correlation coefficients across sample size of N=160 and corresponding heat map

of correlation coefficients (inset) with red and blue indicating correlation coefficients of 1 and -1,

respectively.

Further analysis shows that sensors with higher source-drain current IDs also

exhibit higher sensitivities AIDs. This is shown Figure 6.8A by the four plots exhibiting

negative regression slopes. The plots compare AIDs (sensitivity) versus IDs for different

operating conditions (e.g. in the presence of NH3 and pure N2.) Regardless of the

operating conditions, sensitivity AIDs is linearly related to operating current IDs. This

finding is consistent with the fact that variation in sensitivity stems from variation in the

sensor operating current. This is demonstrated geometrically using idealized graphene I-

V curves shown in Figure 6.8B. Changes in analyte concentration are known to alter the

doping of the graphene channel and effectively shift the I-V curve of the graphene sensor.
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This is a well-established phenomenon for direct current graphene-based sensors and

represents the fundamental operating principle for these devices irrespective of

application [55], [69], [188], [88], [119], [121], [130], [144], [154], [157], [187]. This

implies that variation in sensitivity AIDS may be minimized by reducing the variation in

the underlying sensor operating current IDS. This may be achieved by reducing variation

in graphene material properties through the development of more uniform graphene

growth, transfer, and microfabrication techniques.

The two plots in Figure 6.8A with positive regression slopes are comparisons

between IDs and AIDS for different operating conditions. Sensors exhibiting higher I s

current under one condition (e.g. exposure to NH3) were found to consistently exhibit

higher IDS currents under other conditions (e.g. exposure to pure N2). In addition, sensors

exhibiting the highest sensitivities AIDS under one condition continue to exhibit highest

sensitivities under other operating conditions. Thus sensor rank in terms of performance

remains consistent despite changes in operating conditions. It is important to note the

high degree of linearity in the regression slopes. This supports sensor operation that

closely resembles the idealized depiction in Figure 6.8B. Any nonlinearity in the I-V

curve would manifest itself as nonlinearity in the regression slopes.
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Figure 6.8: A) Scatterplot matrix showing relationships between sensor IDS and AIDS under different

operating conditions (NH3 vs. N 2) and B) idealized geometric explanation for the observed graphene sensor

behavior.

Sensor response variations are examined for two cases of importance: sensor

operation in presence of NH 3 and sensor operation in the absence of NH 3. More

specifically, sensitivity data AIDs is examined for 160 ppm NH 3 exposure (t = 550s) and

for subsequent exposure to pure N2 (t = 625s). Figure 6.9 shows variations exhibit

nearly ideal normal distributions under both operating conditions. This allows sensor

performance variations to be accurately modeled using Gaussian distributions for quality

engineering purposes. This is an important finding because the overall variation in

sensitivity encapsulates a number of underlying variations including non-uniformities in

the graphene material, the microfabrication process, and application of functionalization

chemistry. Normal quantile plots show that sensitivity variations mimic nearly ideal
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normal distributions with experimental data falling within the 95% confidence limits

(gray dashed) and having a 50th percentile (green dashed) close to the sample mean.
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Figure 6.9: Sensor response distributions and normal quantile plots for A) sensor exposure to 160 ppm

NH3 and B) subsequent exposure to pure N2-

6.9 Summary

This work develops a novel sensor system as a convenient vehicle for scaled-up

repeatability and the kinetic analysis of a pixelated testbed. The compact sensor system

is capable of monitoring hundreds of graphene sensors in a rapid and convenient fashion.

Co(tpfpp)C1O4 functionalization of graphene sensors was found to increase sensitivity to

ammonia four-fold over pristine graphene sensors. Sensor conductance was found to

decay with increasing ammonia concentration, which is consistent with a reduction in the

number of available functionalization binding sites for higher concentration exposures.

Sensors also possess excellent selectivity with responses to ammonia being orders of

magnitude greater than the responses to interfering compounds such as water and

common organic solvents.
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A physical model based on absorption kinetics was developed and shown to

accurately describe sensor response profiles. The model comprised two adsorption

mechanisms-one reversible and one irreversible-and was shown capable of fitting

experimental data with a mean percent error of 0.01%. The model is also consistent with

the experimental observation of decayed sensor response in response to increasing

ammonia concentration.

The ability to monitor hundreds of sensors provided new insights into

performance variations and reproducibility. Co(tpfpp)C1O 4 functionalized graphene

sensors were shown to exhibit a mean correlation coefficient of 0.999 indicating highly

consistent sensor responses and excellent reproducibility of the cobalt porphyrin

functionalization. A near perfect correlation coefficient indicates that all sensor response

profiles are linearly related. This allows variation in sensor performance to be readily

normalized in a non-computationally expensive fashion through multiplication of the

sensor array responses by a constant matrix.

Variation in sensitivity was found highly correlated to variation in the baseline

current of the sensor IDS. This implies variation in sensitivity may be minimized by

reducing variation in sensor operating current IDS. This may be achieved by reducing

variation in graphene material properties through the development of more uniform

graphene growth, transfer, and microfabrication techniques. Variations in sensitivity were

also shown to exhibit nearly ideal Gaussian distributions. This represents an important

finding because variation in sensitivity encompasses variations in the graphene material,

sensor microfabrication process, and functionalization. This has important implications

for variation modeling, quality engineering, and the further advancement of this sensing
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technology. The combination of these findings mark an important step in the

development of new and practical graphene-based chemical sensors for ammonia

detection.
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Chapter 7: Conclusions

7.1 Thesis Contributions

This thesis builds new graphene chemical and biological sensing technologies

from the ground up by developing device-level models, systems, and applications. This

work begins by developing a DC current-voltage model for graphene EGFETs by

combining models for dielectric-gated graphene FETs with models for the graphene-

electrolyte double layer capacitance and graphene quantum capacitance. The developed

model is highly accurate and produces as little 2% error in the DC current-voltage

characteristic. The model can then be used to compute a number of device characteristics

required for circuit design such as transconductance, output impedance, and intrinsic

gain.

The model allows for heterogeneous top-gate capacitances, which enable the

study of different passivation schemes and cases where the graphene channel is only

partially modulated (e.g., partial coverage by an electrogenic cell). The developed model

shows partial channel passivation acts to increase the overall series resistance. This was

experimentally verified and graphene EGFETs with recessed passivation schemes and

minimal leakage current were demonstrated. The model can be fit to I-V characteristics

to extract device parameters such as minimum carrier concentration, mobility, contact

resistance, effective double layer capacitance, and effective charged impurity

concentration. This allows graphene EGFET parameters to be estimated with a single

measurement as opposed to fabricating specialized devices for a number of different

measurements (e.g., Hall, TLM, Mott-Schottky).
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The DC model was employed to show that graphene EGFETs should be capable

of intrinsic voltage gain for use in amplifier circuits. A basis for determining an optimal

channel length given certain design constraints is established. The developed graphene

EGFET model may now be employed for application-specific sensor optimization and as

a tool to inform the design of large-scale graphene sensors systems.

This thesis also contributes a small-signal frequency-dependent (AC) model for

graphene EGFETs. This was accomplished by incorporating the Randles circuit into the

small-signal field-effect transistor model. The newly developed model was shown

capable of fitting experimental data exceptionally well with model extracted parameters

in excellent agreement with parameters that were independently derived from DC

characterization. The small-signal model was found to contain a unique pole stemming

from the introduction of a resistive element due to electrolyte gating. This causes a

unique bottoming out of the magnitude response at high frequency. Graphene EGFETs

were implemented in a common-source amplifier configuration and demonstrated

capable of providing a gain of 3 V/V and functioning as effective as amplifiers for the

first time. This concretely demonstrates the ability of graphene EGFETs to act as

amplifiers in chemical and biological applications.

Large-scale sensor arrays and readout systems are developed as a flexible and

adaptable framework to further advance the use of graphene-based sensors for chemical

and biological applications. This work produces a graphene EGFET array with 256

devices and 100% yield to demonstrate a highly reliable microfabrication process. The

array architecture in conjunction with a compact and self-contained measurement system

enables characterization of hundreds of graphene EGFETs as a function of VDs and VGs-
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These technological advancements represent a milestone in the development of graphene

EGFET sensors by enabling the convenient and rapid acquisition of high quality data for

a large number of devices. Large sample size statistical data on the electronic

performance of graphene EGFETs is provided for the first time. This includes mean and

standard deviations for drain-source current, transconductance, output conductance, and

intrinsic gain.

This work also contributes a compact piecewise DC model for graphene EGFETs

that is shown capable of fitting 87% of I-V characteristics with a mean percent error of

7% or less. The compact model enables the extraction of device parameters for a large

number of graphene EGFETs for the first time. This also enables the extraction of

parameter distributions for mobility, contact resistance, minimum carrier concentration,

and Dirac point. This makes it possible to characterize the impact of different fabrication

processes on device parameter distributions-an important step in the development of

sensor technologies based on graphene EGFETs. The model in conjunction with

experimental data is used to produce trends regarding the impacts of design parameters

and process-dependent parameters on the intrinsic voltage gain. This work also

contributes a framework for the application-specific optimization of large-scale sensor

arrays under a number of design constraints and trade-offs.

This thesis then adapts the large-scale sensor system for the development of

graphene Ca sensors. Graphene EGFETs are functionalized using a polyvinyl chloride

(PVC) coating embedded with a neutral calcium ionophore. Sensors possess selectivity,

reversibility, fast response time, and exhibit a virtually ideal Nernstian response of 30.1

mV/decade with little variation (o = 1.9 mV/decade). Sensors are shown capable of
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accurately quantify ionized calcium concentration overall several orders of magnitude.

This work develops an alternative calibration and measurement method using a least

squares distribution matching technique in order to extract relative shifts in I-V

characteristics and quantify ionized calcium concentrations. The method is faster in that

it eliminates the need for full I-V characterization of each sensor at each measurement.

The method is also beneficial in that it requires only one calibration step. This makes it

particularly useful for portable and field-deployable sensor systems where carrying

multiple dilutions or in-field dilution preparation is impractical. The ability to monitor a

large sample size (N=152) enables the benefits of sensor redundancy to be explored.

Sensor redundancy is shown capable of tightening of 95% confidence intervals from

50% to within 10% of the ionized calcium concentration. Thus, redundancy is shown

to effectively enhance measurement accuracy and noise. These contributions represent

milestones in the exploration of selective graphene EGFET chemical sensors. This work

can be readily extended to other analytes for the development of multi-analyte graphene

EGFET sensor systems.

Finally, the novel sensor system is employed as a convenient vehicle for scaled-

up repeatability and the kinetic analysis of a pixelated testbed. Chemiresistive graphene

sensors are functionalized for the detection of ammonia using a cobalt porphyrin. This

produces a four-fold increase in sensitivity over pristine graphene. Sensors also possess

excellent selectivity with responses to ammonia being orders of magnitude greater than

the responses to interfering compounds such as water and common organic solvents.

Sensor response was found to decay with increasing ammonia concentration, which is
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consistent with a reduction in the number of available functionalization binding sites for

higher concentration exposures.

A physical model based on absorption kinetics was developed to describe sensor

response profiles. The model comprises two adsorption mechanisms-one reversible and

one irreversible-and was shown capable of fitting experimental data with a mean

percent error of 0.01%. The model is also consistent with the experimental observation

of decayed sensor response in response to increasing ammonia concentration.

The ability to monitor hundreds of ammonia sensors provide new insights into

performance variations and reproducibility. Cobalt porphyrin functionalized graphene

sensors displayed a mean correlation coefficient of 0.999 indicating highly consistent

sensor responses and excellent reproducibility of the cobalt porphyrin functionalization.

Near perfect correlation coefficient indicates all sensor responses are linearly related.

This allows variation in sensor performance to be readily normalized in a non-

computationally expensive fashion. Variations in sensitivity were found highly

correlated to variations in the baseline current of the sensor IDS. This implies variation in

sensitivity may be minimized by reducing variation in sensor operating current IDS-

Variations were also shown to exhibit nearly ideal Gaussian distributions, which is an

important finding consideration sensitivity variation encompasses variations in the

graphene material, sensor microfabrication process, and functionalization.

The sum of these contributions at the device, systems, and application represent

milestones in the development of graphene sensors for chemical and biological

applications. As such, this thesis is a valuable resource for the continued development of

graphene sensors in these domains.
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7.2 Future Work

This thesis provides much of the groundwork critical for the continued

development of graphene chemical and biological sensors. It is especially important to

note the development of the compact sensor system with the ability to simultaneously

interrogate hundreds of graphene sensors. This system represents a versatile sensor

development platform that is readily adaptable and thus enables accelerated exploration

and development of graphene sensors across a wide variety of applications. A number of

applications come to mind including leveraging the work on ionized calcium sensing to

devclop a sensor array for simultaneous multi-analyte detection. This would enable

running very common diagnostic tests such as electrolytic blood panels-sensing ionized

calcium, sodium, potassium, chloride, and phosphate-on a benchtop system using an

inexpensive graphene EGFET-based sensor chip. One can also envision extending the

chemistry developed for graphene chemiresistive ammonia sensors to the detection to

other hazardous gases, with potential applications event to chemical warfare agents and

defense.

There is one application, however, that is particularly fascinating, high impact,

and extremely challenging from a technical standpoint for which graphene EGFETs are

especially well suited. That is the application graphene EGFETs to electrophysiology for

the temporospatial mapping of electrical activity in cell cultures. Recent years have seen

a tremendous influx in research efforts in this area with the advent of the Brain Research

through Advancing Innovative Neurotechnologies (BRAIN) Initiative [189]. From a

scientific standpoint, understanding the workings of the brain represents what is arguably

one of the greatest scientific endeavors of humankind. Although considerable progress
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has been made toward this end, a comprehensive understanding has yet to be established.

One fundamental limitation is our ignorance of the brain's microcircuitry, which largely

stems from a lack of tools for mapping neural microcircuitry with adequate spatial and

temporal resolution.

The current state-of-the-art in electrophysiology relies very heavily on electrode-

based technologies for the interrogation and study of neural circuits [190]-[193]. These

technologies possess serious limitations with respect to electrode count and electrode

density-often times only providing tens of electrodes at best with very sparse spatial

resolution. Cellular microcircuits, however, often consist of thousands, if not millions, of

electrically active cells. Attempting to interrogate and study the vast complexity of

cellular microcircuitry using such technologies has been likened to attempting to watch

an HDTV program while only having access to a few scattered pixels.

Other technologies such as silicon complementary metal-oxide-semiconductor

(CMOS) represent a mature and capable technology. Silicon-CMOS, however, is based

on an innately opaque substrate material. This poses serious limitations in terms of

compatibility with in-line cell imaging equipment and fluorescence microscopy

equipment, which are cornerstones in biosciences research.

Graphene EGFETs offer the ability to potentially combine the benefits of MEAs

and Si-CMOS while avoiding their pitfalls. Graphene EGFET sensor array provide the

transparency of MEAs with the scalability and pixel-level amplification capabilities of

Si-CMOS. Graphene EGFET sensor arrays can be manufactured in a completely

transparent fashion such that they are visually identical to a simple glass slide. In this

way researchers could perform cell culture as they normally would on glass slides or well
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plates with added capability for temporospatially mapping electrical communication

patterns present within cell cultures. This new technology would provide troves of new

information regarding changes in cell health and communication patterns. This could be

useful in advancing fundamental science, the study of neurodegenerative diseases, and

for more efficient drug development and screening. Adaption of the graphene EGFET

sensor system for electrophysiology applications is depicted in Figure 7.2. Note that the

sensor array can be fabricated in a completely transparent fashion by substituting gold

metal lines with a transparent conductive material such as indium tin oxide (ITO).

USB Custom PCB Sensor Array Bju 1nI 111 W1 C

Microcontroller 300 Mm

Figure 7.1: A) Complete measurement system and sensor array insert, B) microfabricated graphene

EGFET sensor array, C) motor neuron cell culture used for modeling ALS or Lou Gehrig's disease in drug

discovery efforts.

In terms of impact, drug development represents a particularly interesting and

practical application. The ability to measure the effects of new drugs on cell

communication patterns in vitro could be used to more effectively screen drug candidates

earlier in the development pipeline. This provides a number of potential benefits. It

populates later stages in the development pipeline with better candidates [194]. This

could enhance Food and Drug Administration (FDA) approval odds, an especially serious

concern in the development of central nervous system (CNS) drugs. In doing so, it also
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helps to reduce the risk of late-stage drug failures during clinical trials, which can have

disastrous implications.

It is important to note that bringing a single drug to market typically requires 12-

15 years of research and clinical development efforts, and costs approximately 1-2 billion

dollars [195]. In the case of central nervous system (CNS) disorders alone, there exist

over 600 conditions and 420 drugs in the U.S. development pipeline. Food and Drug

Administration (FDA) approval rates for CNS drugs stand at a meager 6.2%, which is

less than half the 13.3% FDA approval rate for non-CNS drugs. Introduction of any

innovative technology with the ability to more effectively study and screen drugs earlier

in the development pipeline could potentially have a profound impact on the efficacy of

bringing a new drug to market.

This thesis has made a number of contributions towards this end by developing

accurate DC and AC device models for graphene EGFETs. This enables device

performance to be optimized for specific applications such as electrophysiology. The AC

modeling work also graphene EGFET pixels cannot only be used to sense small signals

but can also function as effectively as amplifiers. In terms of future, work it is important

to note that graphene EGFET amplification can be further enhanced by using more

advanced circuits configurations such as cascode amplifiers. Cascode amplifiers provide

squared intrinsic gain taking previously characterized gains from 3 V/V to 9 V/V, and if

optimized perhaps even into the double digits. This provides considerable benefit

considering that the current state-of-the-art in electrophysiology is electrode based and

provides no pixel-level amplification. This enhanced amplification can also be achieved

at little cost in terms of manufacturing complexity and layout area. The second transistor
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has no sensing function and only serves to enhance amplification.

area can be minimized with respect to the graphene EGFET sensor.

graphene EGFETs in a cascode amplifier configuration for

amplification.
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Figure 7.2: A) Graphene EGFET cascode amplifier schematic, B) idealized

capability for action potentials, C) cascode amplifier layout.
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At the systems level, this thesis already lays the groundwork for scaling graphene

EGFETs sensors into two-dimensional arrays suitable for temporospatial mapping

applications. The previously developed array architecture requires only one transistor per

pixel and therefore enables maximum pixel density. In the case of the enhanced cascode

amplifier configuration, the sensor array requires two transistors per pixel. The second

transistor, however, can be incorporated at little cost in terms of manufacturing

complexity and area. For these reasons, this thesis has made considerable progress in

enabling some very interesting and high impact applications and future research appears

especially promising in the area of electrophysiology.
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Appendix A 1

A1.1 Measurement System Design

The complete measurement system contains a personal computer, microcontroller,

custom printed circuit board, and graphene EGFET array chip. The primary functions of

the personal computer are record and process the measured data and to program the

microcontroller. The microcontroller powers the PCB and supplies the digital control

signals necessary to manage row and column selection on the graphene EGFET array.

The microcontroller is equipped with two 12-bit digital-to-analog (DAC) outputs that

control the applied VDS and VGS biases. The custom PCB applies the VDs and VGS biases

to the appropriate graphene EGFET within the array and provides the amplified source-

drain current IDS to the 12-bit analog-to-digital converter (ADC) on the microcontroller.

The acquired data is then sent back to the personal computer via USB. The developed

bench top measurement system is capable of characterizing IDS as a function of VDS and

VGS for 256 graphene EGFETs within a matter of minutes.
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Figure A1.I: A) Overview of the chief components and communication directionality involved in the

graphene EGFET array measurement system. B) Image of the actual measurement setup including the

microcontroller, custom PCB, and graphene EGFET chip array insert.

The custom PCB performs several functions. It forwards buffered VDs and VGS

signals to the graphene EGFET array. The PCB applies the VDs bias to the appropriate

row via a 16-channel low impedance analog multiplexer. The series resistance of each

analog multiplexer channel is approximately 2.5 Ohms. The PCB then amplifies the

resulting graphene EGFET IDS currents across the entire row using a two-stage low-noise

transimpedance amplifier. The gains of the first and second stages are -1000 V/I and -10

V/V, respectively. Another 16-channel analog multiplexer is used to perform column

selection and forward the amplified IDS signal to a 12-bit analog-to-digital converter

(ADC) on the microcontroller. The PCB contains a total of 34 operational amplifiers: 32

to perform IDS amplification and two for buffering VDs and VGS signals. The PCB and

amplifier design are illustrated in Figure A1.2.
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GND NT

Figure A1.2: A) Custom PCB layout designed for the graphene EGFET measurement system. B)

Transimpedance amplifier configuration employed to extract graphene EGFET IDS currents.

The array chip design contains wire sharing to the extent possible while

maintaining the ability to access individual devices. This allows access to M x N devices

using only M + N wires. The design is based on the fact the currents sum in parallel, and

therefore, the output currents from a single column may be tied together into a single

output. As long as only one device per column is on at a given time, the entire output

current for this column will stem from a single device. It is possible to ensure that only

one device per column is on using multiplexing. Individual columns may then be

replicated row-wise because the VDS can be shared across columns simply by tying them

together in parallel. This wire-sharing scheme along with an optical microscope image of

the application to graphene EGFETs is illustrated in Figure A1.3.
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Figure A1.3: A) Array design

microscope image of a 16 x 16

The measurement system code consists of several pieces. There is

microcontroller code for I-V characterization and transient response measurement. The I-

V characterization code and transient response code both begin as shown in Figure A1.4

and describe the calibration procedure necessary to ensure the 12-bit DACs accurately

output the desired VDS and VGs voltages with an accuracy of approximately 1 mV. All

code is written for operation on an Arduino DUE and should be used with the Arduino

Integrated Development Environment (IDE) version 1.6.5 or later. The Arduino IDE

software is available online for free at https://www.arduino.cc/en/Main/Software.
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enabling the measurement of M x N devices using M +N wires. B) Optical

graphene EGFET array implementation.
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// Verified that Gain is -10,000 V/A
// Verified that current increases roughly linearly with VDS for metal test chip
// Important to disable mux before recording VDS values. ADC produces more accurate
// data when not loaded by the mux and FET array. Important to durtny sample ADCs
// before each FET array sweep. This allows the ADC sampling caps to reach stable
// values before actual ADC data is recorded. Otherwise, the first FET sampled
// (row=0,col=0) will be an outlier

// CALIBRATIION PROCEDURE
// WRITE 0 to DAC output and record voltage with respect to ground as VMIN
// WRITE 4095 to DAC output and record voltage with respect to ground as VMAX
// SLOPE = ( VMAX - VMIN ) / 4095
// Binary value to generate desired voltage with respect to
// VBIN = int { (1/SLOPE)*(desired-voltage+VMID) + VMIN/SLOPE }
// NOW DAC SHOULD OUTPUT PRECISELY THE DESIRED VOLTAGE

// CALIBRATION PROCEDURE (MAKING SURE ADC READS APPLIED DAC VALUES VERY ACCURATELY)
// MEASURE ARDUINO MC POWER SUPPLY VERY ACCURATELY
// ADC VOLTAGE MEASURED = (ARDUIN(_SUPPLYVOLTAGE/4095)*ADCBITS
// MEASUREMENT SHOULD NOW BE ACCURATE TO WITHIN A 1mV OR 50

// IMPORTANT: WHEN USING GRAPHENE SAMPLES, COMPILE & UPLOAD BEFORE INSERTING GRAPHENE CHIP.
// DURING UPLOADING SPURIOUS VDS SIGNALS ARE GENERATED WHICH MAY DAMAGE/DESTROY GRAPHENE FETS

// IMPORTANT: Peripheral Identifiers on page 38 (PIOC, DACC, etc)

Figure A1.4: Microcontroller code comments describing calibration procedure.

In the case of I-V characterization, several parameters need to be specified by the

user. A list of these parameters are shown in Figure A1.5 and include voltage sweep

ranges and sweep rates. All sweep rates are given in milliseconds. In addition, the user

must manually measure and input the value of the mid-rail voltage as the amplifier

circuitry operates with respect to the mid-rail and not ground. This is shown in the

amplifier configuration illustrated in Figure A1.2B. I-V characterization code works by

setting VDs and VGs and then rapidly scanning through all rows and columns of the sensor

array using a nested for loop. The nested for loop controls the row and column selection

via two analog multiplexers on the custom PCB. The VDS and VGS values are then

changed according to the sweep parameters and the scanning of all rows and columns in

the array is then repeated.
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float VGSSWEEPRATE = 500; // in milliseconds
float VDSHOLD = 10000; // in milliseconds
const int numReadings = 100; // number of readings to average
float VMID = 1.499; // mid rail supply voltage

float VGSSTART = -0.5; // starting voltage for VGS sweep
float VGSSTOP = 0.5; // end voltage for VGS sweep
float VGS_INC = 10e-3; // increment for VGS sweep

float VDS.START 100e-3; // starting voltage for VDS sweep
float VDSSTOP = 110e-3; // end voltage for VDS sweep
float VDS_INC = 10e-3; // increment for VDS sweep

Figure A1.5: Microcontroller input parameters for I-V characterization.

The microcontroller code for measuring sensor transient response does not require

as many input parameters. In this case, the user only needs to specify constant voltage

values for VDS, VGs, and the mid-rail supply voltage. The user is also asked to define the

number of readings to take at each pixel, which will be averaged. Lastly, the user is

asked to specify the refresh rate for the sensor array. This value, which is given in

milliseconds, defines how frequently the array will be scanned. If the user wishes to scan

the sensor array as fast as possible, the refresh rate can be set to zero. Figure A1.6

depicts the header code where the input parameters should be defined.

float VDS = 100e-3; // in volts
float VGS = 0.0; // in volts
float VMID = 1.499; // in volts

int numReadings = 100; // number of averages

float refresh-delay = 100; // in milliseconds

Figure A1.6: Microcontroller input parameters for transient response measurement.

The Arduino microcontroller code is designed to transmit the sensor array data via

USB to a personal computer for data acquisition and analysis. The custom data

acquisition software is written in Python 2.7, a free and open source language available

for download at https://www.python.org/downloads/. The Python software is used in

conjunction with the Python serial module to manage the serial transmission of sensor
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data from the microcontroller to the PC via USB. It is recommended that all Python

modules be installed using the pip installer, instructions for which may be found at

https://docs.python.org/3/installing/. A number of additional Python modules should be

imported in order for the data acquisition code to work properly. These modules along

with other input parameters are depicted in Figure A1.7.

The user must also accurately specify the USB address on which the serial

communication will occur. In this case, the Arduino DUE has two different USB ports: a

programming port and a native USB port. The programming port, as the name indicates,

can be used for reading from and programming the microcontroller. The native USB

port, on the other hand, cannot be used to program the microcontroller but only for data

transmission from microcontroller to PC. The native USB port, however, enables faster

transmission rates if necessary. It is also important that the user measure and specify the

Arduino DUE 3.3V supply rail voltage. The microcontroller analog-to-digital (ADC)

conversion occurs with respect to this voltage. Lastly, the user should specify the yield

threshold, where the units are given in microamperes. Any device with a source-drain

current IDS below this value is treated as a failed device.

154



Iigure A1.7: List ot modules and user defined parameters necessary for the proper function of the Python

data acquisition code.

A1.2 Spatial Trends in Variation

Figure A1.2 shows that extracted device parameters from the array show no

strong spatial correlations. This indicates successful graphene transfer and a uniformly

processed array. Excellent graphene transfer is also supported by the fact that we achieve

100% yield for an array of 256 devices.
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Figure A1.8: Graphene EGFET spatial trends in A) mobility, B) contact resistance, C) minimum carrier

concentration, and D) minimum conduction point, Dirac point.
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Appendix A2

A2.1 Dirac Point Estimation

Minimum conduction points, or Dirac points, were calculated by fitting the

experimental I-V characteristic with a polynomial and finding the minimum of the

polynomial fit. This ensures the most accurate possible Dirac point interpolation. I- V

curves were fit using a 6th-order polynomial. Examples in Figure A2.1 show that 6*-

order polynomials fit the experimental data exceptionally well and that the Dirac points

interpolated using this method are perfectly reasonable. Experimental data was

discretized using 10 mV step size, which could lead to some additional error if the Dirac

point was estimated simply by taking the minimum of the discretized dataset.

A B

Experimental Data 22 Experimental Data32 -Polynomial Fit -Polynomial Fit

30 20

28
18

Z-26-1

24 u) 16

22
14

20

18 0.45 05 0.55 0.6 12 __ 0.5 0.55 0.6
VGs (V) V GS(V)

C D

Experimentala 26 -Experimenta Da
16 -Polynomial Fit -Plnma Fita

24
15

22
:Z 14

1420
, 13

12
11 16

10 14

0.45 0.5 0.55 0.6 0.45 0.5 0.55 0.6
VGS (V) V GS (V)

Figure A2.1: Four examples (A-D) showing how the Dirac points were estimated by fitting the discretized

experimental I-V characteristic with a 6h-order polynomial and finding the minimum of the polynomial fit.

This ensures the most accurate possible Dirac point interpolation.
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A3.2 Distribution of Dirac Points

Normal quantile plots are given for the minimum conduction points (Dirac points)

for each concentration to show that Dirac points are normally distributed.
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Figure A2.2: Normal quantile plots showing that Dirac points are normally distributed for concentration A)

10 pM, B) 100 ptM, C) 1 mM, D) 10 mM, and E) 100 mM. Dirac point decreases linearly with increasing

concentration. Standard Deviation in Dirac points decreases slightly with increasing concentration. This is

consistent with the fact that I-V characteristic slopes are becoming a little steeper with increasing

concentration. Sample size is 152 and the bias conditions are VDS = 100 mV, VGS = 0 V.
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A2.3 Least Square Error Fit

Profile matching was used to map transient response to a corresponding shift in I-

V characteristic data. Least squares used to find the optimal shift in I-V curve. I-V data is

discretized in 10 mV increments. To more accurately estimate the optimal shift, the

discretized least squares error data was fit near the minimum ( 1 OOmV) using a 4th-order

polynomial. The minimum of the continuous polynomial function was then used to

estimate the optimal shift in I-V curve corresponding to the transient data. The

polynomial fitting to the least square error function is depicted in Figure A2.3.
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Figure A2.3: Least square error for profile matching at select concentrations A) 10 iM, B) 100 IM, C) 1

mM, and D) a zoomed in view of the 10 jiM least squares error function showing excellent fit of the 4-

order polynomial.
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A2.4 Synthetic Data Generation

The experimental sample size was 152. In order to simulate the confidence

interval decreasing with increasing sample size, we generated 50,000 synthetic transient

responses and I-V characteristics based on experimentally observed distributions for this

data. Empirical cumulative distribution functions (ECDF) were computed for the

transient data and I-V curve data. 50,000 random numbers were then generated from a

uniform probability distribution. The uniformly distributed random numbers were then

used with inverse transform sampling to randomly generate transient responses according

to the ECDF for the transient response data. These random transient responses could

then be mapped to corresponding I-V curve data by performing a weighted of I-V curve

data according to the location of the transient data on the ECDF. The transient data could

then be fit to I-V curve data using least squares to determine the necessary shift in I-V

curve and hence concentration. An outline of the process is depicted in Figure A2.4. The

distribution for current sensitivity is also provided as a reference in Figure A2.5.

ECDF IDS
1

1- - --- - -- -- - -- --- -- /
1

2 w

Inverse Transform

0 ,, Sampling o vs

I- I/ 1. D

SGenerated IDs Vaus

Figure A2.4: Overview of the process for generating synthetic transient data and I-V curve data that is

distributed according to experimentally observed data.
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Appendix A3

A3.1 Derivation of Sensor Response Model

A - analyte

R - reversible binding site

I - irreversible binding site

CRA - concentration of analyte bound to reversible sites

CR - concentration of free reversible binding sites

CA - analyte concentration

CRT - total reversible binding sites (free and bound)

a - forward reaction rate for reversible reaction

fl - backward reaction rate for reversible reaction

CIA - concentration of analyte bound to irreversible sites

C, - concentration of free irreversible binding sites

CIT - total irreversible binding sites (free and bound)

y - forward reaction rate for irreversible reaction

2"d-order reversible reaction:

a

CR + CA & CRA

dCRA W A R
dt

CRT = CR (0 + CRA t
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CR() = CRT

CA (t) = CA= constant

dCRA (t)
dtR M= aCA [CRTdt

dCRA (t)

dt + (aCA + fl)CRA t) = aCACRT

Homogeneous solution:

CRA(t) = e(acA+)t

Particular Solution:

CPt) = aCACRT
IA(t) aCA + fl

Complete Solution:

CRA(t) = CRA (t) + CP(t) A (aA+ft)t +

Apply initial conditions:

CRA(t = 0) = 0

CRA W= aCACRT
CRA~) -aCA +1fl - e-(aCA+fl)t]

2 "d-order irreversible reaction:

Y
C1 + CA ' CIA

dCIA (t)

dt

CIT = CI (t) + CIA(t)

C 1(t) = CIT - CIA (t)

CA(t) = CA = constant
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- CRA t)] - flCRA (t)

aCA CRT

aCA + fl

= YCI(t)CA(t)

- CRA(t



dCIAt y rCA CIT - CIA(t)] = 0

dcIAtM + YcAcIA(t) = YCACIT
dt

Homogeneous solution:

Assume solution of the form:

dcIA (t)

dt + YCACIA(t) = 0

H ~(t) -tCIA k e

kekt + ycAe = 0

ekt(k + ycA) = 0

k = -YCA

cH(t) -YcAt

Particular Solution:

Assume solution of the form:

c (t)= K

ycAK = YCACIT

K =CIT

cjg (t) = CIT

Complete Solution:

CIA(t) = cHA + C(t) = AeycAt + CIT

Applying initial condition:

CIA(t = 0) = 0

A= -CIT

cIA(t) = CIT 1 - e-ycAt
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Combine two adsorption mechanisms: reversible and irreversible

AG/Go oc cx(t) = CRA(t) + CIA ( CA RT 1 - e(aCA+fl)t + CIT1 - eycAtI
acA + fl

AIDS is small in response to changing doping, therefore we can approximate the graphene

IV characteristic as linear over this small range. Therefore, doping is proportional to IDS.

In other words, the IDS response should be proportional to cx(t). In our case, we know it

is inversely proportional since exponential decay is going downward, not upward. This

leads to the following equation.

AG
Go =H - HR[1 - e-(aA+f)t] - HI[1 - e-YCAt

AG H (-CA+P)t + HIe-YCAt
G HO + Re

The complete sensor response curve is described by a piecewise model:

AG/G 0 = HO + HRe-(aA+fl)t + Hie-ycAt t < Tr
H0 + H Reg-(acA+fl)Tr + H -eYCATr + H -R(aA+fl)t-Tr] t > Tr

where Tr represents the transition time where the sensors transition from analyte exposure

to no analyte exposure.
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Figure A3.1: Mean sensor response curves and model fits for A) 160 ppm exposure of pristine graphene,

B) 40 ppm exposure of functionalized graphene, C) 80 ppm exposure of functionalized graphene, D) 160

ppm exposure of functionalized graphene.

Table A3.1: Model Extracted Parameters

160 ppm 40 ppm eposur 80 ppm 160 ppm
exposure of f .ctionalized exposure of exposure
pristine functionalized functionalized
graphene graphene graphene

HO -5.75 -7.41 -13.23 -19.88
HR 0.28 0.94 1.04 1.47
H 5.49 6.65 12.24 17.30

0.0947 0.3776
(underestimated) (overestimated)

YCA 0.0062 0.0118 0.0081 0.0071
Mean Percent 0.01193 0.03934 0.01214 0.04815Error
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A3.2 Sensor Response Concentration Dependence

Sensor response decreases with increasing ammonia concentration as shown in Figure

A3.2.

a ~b0

-2 - 20ppm -2

-10 1pp

0 -6 40p pm

-101 l6Oppm 00 200 400 0 50 100 150

time [a] concentration [ppm]

Figure A3.2: A) Mean percent change in conductance of

functionalized graphene sensor in response to four different

concentrations of NH3. Highlighted regions represent plus or minus

one standard deviation from the mean. B) Mean sensor response as a

function of NH3 concentration for a fixed exposure time of 60

seconds.

Measurements are always taken after a fixed time, T.

AG
= Ko + KRe(aA+-|-)T + Kie-YCAT

AG
A= Ko + KRe -f e aTCA + Kie-yTCA

The amount of response at a given time T should fall off with increasing exposure cA.
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AG
-~ KO + KRe-aC^ + Kie-yCA

Plugging in some extracted values, we know that the change due to the KR eaTCA term

can account for at most about 1.5% and that the change due to Kle-yTCA term can be an

order of magnitude greater. Therefore, we can roughly neglect the KRe -"TcA term and

simply estimate the response using y. Note that because decay due to the ReaTCA term

is neglected the extracted y value is larger than the true value. This model is capable of

accurately fitting the experimental results shown in Figure A3.3.

AG + yTCA
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Figure A3.3: Graphene sensor response for 60s NH 3 exposures

as a function of increasing NH 3 concentration.
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A3.3 Graphene I-V Characteristic Linearity

Figure A3.4 shows that the graphene I-V characteristic is linear away from the Dirac

point.

180
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V 8 =6O mV
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120 DS =120 mV
VOs = 150 mV

< 100
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Figure A3.4: Graphene FET IDS vs. VGS for different applied

VDS values. Shows graphene I-V curve is well approximated as

linear.

A3.4 Sensor System Fabrication Details

Graphene chemiresistors consist of a graphene channel between two conductive

source-drain contacts - typically metals. A diagram of a graphene sensor along with a

microscope image of an actual device are depicted in Figs. 1C and 1D, respectively.

Graphene sensor fabrication begins with a piranha cleaned 4" glass wafer. The glass

wafer is coated with 25 nm of A1 203 using atomic layer deposition (ALD) to ensure

excellent photoresist adhesion in the subsequent metal lift-off process used to form Ti/Au

(10 nm / 150 nm) row wires of the sensor array and contact leads. An additional 25 nm
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of A12 0 3 is deposited as interlayer dielectric between row and column wires of the sensor

array. BCl3 plasma using a reactive ion etcher (RIE) is used to etch windows into the

interlayer dielectric to allow contact in the appropriate locations between first and second

metal layers. The columns of the sensor array are then formed by depositing a second

layer of Ti/Au (10 nm / 150 nm) using electron beam evaporation and lift-off

photolithography.

A commercial-grade graphene/PMMA film from Graphenea Inc. is transferred

over the metal interconnects of a sensor array chip and nitrogen dried to remove any

underlying water. The transferred graphene/PMMA film is baked for 15 minutes at 80'C

and for two hours at 130'C. This allows for PMMA reflow, which helps to promote

adhesion between the graphene and the underlying substrate. The sample is submersed in

acetone for several hours to remove the PMMA film from the graphene surface. The

sample is then annealed for three hours at 350'C in N 2 to further promote adhesion

between the graphene and the substrate. The graphene film is etched in order to define

the graphene channel regions using MMA/SPR700 resist stacks and oxygen plasma

etching. The sample is immersed once again in acetone for several hours to remove the

resist layers. The sample is then coated with approximately 2.4 tm of SU-8 2002 in

which windows are photo-defined over the graphene channel regions to allow access of

gaseous analytes to the graphene channel region. The sample is baked at 150'C for five

minutes to help remove cracks and pinholes in the SU-8 and to enhance the chemical

resistance of the SU-8 film.

The graphene sensor array is designed as an insertable chip taking advantage of

wire sharing to extent possible while maintaining the ability to access individual devices.
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The sensor array architecture allows N2 sensors to be accessed using a mere 2N wires.

The design is shown in Fig. 1 E. It is based on the fact the currents sum in parallel, which

allows output currents from a single column to be tied together into one output. Row

multiplexing is then used to bias one device per column such that the entire output

current for a given column stems from a single device. Individual columns are replicated

row-wise. Actual fabrication of the arrayed sensor architecture is depicted in Fig. 1F.

The appropriate readout circuitry was designed to amplify and convert the current outputs

of individual graphene sensors into voltage signals (Fig. 1 G) to be read out by an analog-

to-digital (ADC) converter for subsequent transmission to a personal computer for data

analysis and recording.

A3.5 Sensor Array Functionalization

The graphene sensor array was functionalized with 5,10,15,20-

tetrakis(pentafluorophenyl)porphyrinatocobalt(III) perchlorate (Co(tpfpp)CI0 4).

Co(tpfpp)C1O 4 was synthesized according to our previously published procedures'. After

synthesis, the porphyrin compound was dissolved in dichloromethane (DCM) at a

concentration of 0.075 mg/ml. 1 ptL of porphyrin solution was dropcast on the sensor

array region and allowed to dry in air. The sensor array was used without further washing

or processing. Based on the concentration of the solution, the volume of the porphyrin

solution, and the area of the sensor array, we estimate the surface coverage.

amount of porphyrin on array = 0.075 -g x 1 pl
ml

= 7.5 x10- 8 g

= 6.632x10-" mol
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sensor array area = 140 [im x 140 prm = 1.96x10~ 8 m2

6.632x10 " mol mol
coverage of porphyrin on array 1.96X10 8 3.384 x10 3

= 2.038X 1021 pophryin
M2
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