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Abstract. Current methodologies for cyber security risk analysis are largely fo-
cused on process and technology.  They do not systematically incorporate socio-
technical thinking.  We argue this reduces their predictive power in determining 
the risks of cyber threats to organizations and hence limits the range of responses.  
A remedy is to augment such systems using suitable socio-technical models.  As 
an example, we propose a re-working of Rasmussen’s model for safety in sys-
tems, applying it to cyber security. The updated model gives rise to a set of pre-
dictors and boundary conditions which can be used to determine an organiza-
tion’s resilience in the face of external and internal cyber threats, enabling ana-
lysts to propose an extended range of countermeasures. We propose using this 
approach as a basis to include socio-technical analysis in risk assessment. As an 
example, we provide a critique of the risk methodology used in SABSA against 
this model. We discuss practical applications of the approach and some associ-
ated issues. Future work will focus on incorporating this approach into a variety 
of risk methodologies and the creation of novel techniques that can be tested in 
the simulated cyber security environment of a cyber range or in the field. 
 
Keywords: socio-technical systems analysis, cyber security, risk analysis, risk 
management 

1 Introduction 

Current methodologies used for cyber security risk analysis and management largely 
focus on technical and process requirements.  Evidence from incidents such as the Sony 
hacks and failures at SingHealth (see section 3) point to social failures as much as tech-
nical or procedural weaknesses as reasons for the occurrence of security incidents.  
Threats and vulnerabilities in organizations are also not simply technical or procedural 
in nature but result from complex systemic factors arising in modern organizations and 
societies.  We argue that the lack of socio-technical systems analysis in commonly used 
risk analysis methodologies leaves organizations more vulnerable to cyber security risk 
than they should be. As one possible means of addressing this, we show how Rasmus-
sen’s model of a complex socio-technical systems for safety engineering can be adapted 
for cyber security purposes.  This adaptation, in turn, provides a basis for enhancing 
current approaches to risk analysis and management. We give an example of applying 
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our approach to the risk methodology SABSA, outlining the current weaknesses in the 
approach and making recommendations for its improvement. Future work will focus 
both on enhancing current approaches in other methodologies and developing new 
ones.  Verification and validation of our techniques will be aided not only by case stud-
ies in real life, but also the use of simulated studies in the Norwegian Cyber Range. 

Section 2, “Literature Review”, puts our approach in the context of current research. 
In section 3, “A Socio-technical Risk Vacuum?”, we provide evidence of the current 
techno-centric nature of cyber security risk analysis methodologies. Following on in 
Section 4, “4 Cyber Systems as Complex Socio-Technical Systems”, we model the so-
cio-technical nature of cyber security risk to organizations in terms of Rasmussen’s 
model of complex socio-technical systems(Rasmussen 1997); and we augment the 
boundary conditions and predictors provided in the model(Cassano-Piché, Vicente et 
al. 2006), incorporating barriers to organizational learning(Kleiner and Corrigan 1989), 
such as failure to pay reputational costs(Cassano-Piché, Vicente et al. 2006).  Section 
5, “Developing Socio-Technical Techniques for Cyber Security Risk Analysis”, states 
the predictive properties cyber security risk analysis techniques should have in order to 
be able to address risks on a socio-technical basis.  These factors can be used as criteria 
to develop and assess proposed techniques.   In section 6 ,“Example Assessment – 
SABSA”, we provide an example assessment of a commonly used risk methodology – 
SABSA (Sherwood, Clark et al. 2004) – against our criteria.   We make some practical 
recommendations for its enhancement using our approach. We conclude in section 8, 
“Conclusions and Future Work”, where we set out our proposals for developing both 
current and novel techniques for risk analysis on the basis of our approach, their veri-
fication and validation. 

2 Literature Review 

Socio-technical systems analysis is an established part of safety engineering practice 
for over fifty years(Leveson 2011, Salmon, Stanton et al. 2017).  But despite strident 
efforts by – for example – Kowalski(Al Sabbagh and Kowalski 2012, Al Sabbagh and 
Kowalski 2015),  Sasse (Adams and Sasse 1999, Sasse, Brostoff et al. 2001) and An-
derson (Anderson and Moore 2007), cyber security risk analysis and management tech-
niques commonly in use do not address socio-technical, economic or human factors 
based analysis in any depth (see Section 3).   

Where socio-technical or human factors are addressed, generally, the treatment is 
superficial. Users are treated as hostile, lazy, or ignorant – and the highest standard is 
conformance to cyber security policy, which may be out-of-step with actual security 
requirements, or place an unacceptable burden on costs or  workloads -leading to their 
“shadow” abandonment (McEvoy and Kowalski , Schlienger and Teufel 2003, 
Schlienger and Teufel 2003, Teufel 2003, Okere, Van Niekerk et al. 2012) or even be 
directly mistaken(BBC 2017).  A faulty epistemological standpoint can also undermine 
the effectiveness of approaches – for example, the assumption that managers can stand 
objectively outside the system and manipulate other agents within it (Mowles 2016). 
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This shortcoming is starting to be addressed in academia where there is a recognition 
that cyber security requires approaches including human and organizational factors and 
that technical solutions no longer provide satisfactory answers – see, for example, 
(Soomro, Shah et al. 2016) for a review of the relevant literature.  

This paper attempts to bridge this gap by showing how socio-technical models can 
be adapted to create practical set of criteria for judging risk analysis and management 
techniques from a socio-technical viewpoint as a basis for the assessment and develop-
ment of current techniques to make them more complete. As an example of this ap-
proach, it draws on and adapts Rasmussen’s model of a complex socio-technical sys-
tem(Rasmussen 1997) and brings it up to date by including some additional predictors 
drawn from a real-world scenario(Cassano-Piché, Vicente et al. 2006) and by consid-
ering the increasing complex intermediation of the supply of cyber services (Section 
4).  We use the risk methodology SABSA (Sherwood, Clark et al. 2004) as a well-
known and accessible  example of a commercial risk analysis and management meth-
odology to demonstrate our approach. 

Ultimately, we propose to validate the plausibility of these models through action 
research on real-world systems and realistic simulations (Checkland and Holwell 
1998). 

3 A Socio-Technical Risk Vacuum? 

We argue that most current approaches to cyber security risk analysis center on tech-
nology and procedures, reflecting their origins in engineering practice (Saleh and 
Alfantookh 2011). Others reflect a more business-oriented approach considering dif-
ferent parts of the organization.  But almost none systematically incorporate socio-tech-
nical aspects which leads to risks being underestimated (see below and section 4).   

We carried out a brief review, based on a survey of  major cyber security risk analysis 
methodologies in the marketplace (Ionita 2013). We define socio-technical thinking as 
the consideration of a combination of factors - Culture (for example, human factors, 
behavior, ethnicity, organizational culture), Structure (for example, economics, social 
structures, politics, regulation, policy, procedure management and governance), Meth-
ods (policies and procedures, working practices) and Machines (technology) and their 
Interaction – see Figure 1. 

The criterion used was that, during the risk discovery phase (according to 
ISO27005(Wahlgren, Bencherifa et al. 2013)), the methods used mentioned the factors 
directly and dealt with them systematically.  For example, if culture was mentioned in 
relation to users’ knowledge and awareness of cyber security, this scored a 1.  If it was 
examined at different levels, such as worker, manager, senior manager and other as-
pects such as group (as well as individual) learning, behavior and ethics were examined, 
it would score a 2. Finally, Interaction was considered, at the basic level, to be building 
risks from links between different factors and components, rather than considering them 
in isolation and, more fundamentally, the identification of underlying patterns in the 
social, economic and political life of the organisation which contributed to its overall 
risk.  

Proceedings of STPIS'19

Edited by S. Kowalski, P. Bednar and I. Bider 67



The results of the review are shown in Table 1. The total score (out of 10) shows the 
completeness of the methodology in socio-technical terms in our interpretation. Alt-
hough not exhaustive, the list shows that most common methods in the marketplace 
have a shortfall in terms of socio-technical systems analysis.  We have also been in-
formed by experienced colleagues in industry that even where an approach is theoreti-
cally more complete (e.g., NIST(Saleh and Alfantookh 2011)), in practice, these aspects 
are seldom addressed1. 

To demonstrate how scores were assigned, we use SABSA (Sherwood, Clark et al. 
2004) and OCTAVE Allegro as example methodologies. SABSA scores quite highly 
because it takes a layered approach to risk analysis, based on soft systems methodolo-
gies, , considering threats in terms of four domains (people, processes, systems and 
external). The assets of the organization are considered its business goals and threats 
are categorized in relation to these goals – for example, threats to health and safety, 
threats to information security, business failures in terms of mis-selling systems capa-
bilities and so forth.  Threats themselves are analyzed using scenarios and the capability 
and motivation of threat actors considered. The scenarios also allow some consideration 
of the interaction of different factors (under the labels of catalysts and inhibitors).   

Having said this, the SABSA approach is business-oriented, rather than socio-tech-
nically oriented.  Underlying factors which lead to the kinds of vulnerabilities identified 
in the approach are not addressed – for example, aspects such as power relations be-
tween groups(Bălan 2010),  social and economic pressures which militate against pro-
cess maintenance, the results of changes over time (Rasmussen 1997), or group/indi-
vidual cognitive perceptions of security measures (Oshlyansky, Cairns et al. 2007) are 
not considered. Hence, we perceive this approach as only partially meeting with the 
socio-technical criteria proposed.  Similar remarks can be made about NIST and IRAM 
(see also remarks on how these factors are ignored - above). 

OCTAVE Allegro, in contrast, takes an information centric approach to risk analysis 
where the organization’s information assets represent the organizing principle.  Infor-
mation moves between various “containers” in a system which can include people as 
well as technical objects which store and transmit information assets.  Each type of 
container is associated with a set of questions about potential vulnerabilities and various 
counter-measures are proposed at container level.   From a socio-technical point of 
view, this model focuses on technology and procedures.  For example, it does not ad-
dress social or human reasons why vulnerabilities might occur and does not consider 
interaction between system components or aspects such as change over time. Similar 
remarks can be made about CRAMM, other OCTAVE methodologies, FAIR, Infosec 
Standard 1, attack path analysis and MEHARI.  In essence, all these approaches focus 
on technical, physical and procedural security control measures and do not consider 
social factors leading to technical vulnerabilities or poor behavior. 

We believe this socio-technical deficit represents a serious gap in thinking about 
cyber security risk which affects all aspects of risk analysis from gathering threat intel-
ligence to contingency planning, since almost all threats have a strong socio-technical 
element to them, both in terms of how and where the threat originates, who implements 

1 In conversation. 
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it, what organizations are affected, how they are impacted, their resilience and their 
ability to recover from the attack.  

Examples of threats with marked socio-technical elements include2 - 
 

1. Hostilities between nation-states 
2. Political protestors engaging with social media to launch attacks 
3. Insider attacks  
4. Malware attacks making use of (ultimately disposable) human agents 
5. Hardware and software backdoors 
6. Insider trading 
7. State-sponsored espionage 

 
Where organizations do not take account of socio-technical factors, they fail to de-

fend themselves effectively or respond appropriately to threats because they do not un-
derstand the full extent of the risks they face, the vulnerabilities they have or the poten-
tial impacts of such attacks on them, not just at the technological level, but at the or-
ganizational level.   

For example, the “Wannacry” attack(Hillier April 2018) on the NHS (National 
Health Service) in the UK proved more devastating than it should have been due to a 
failure to appreciate the weaknesses of the organization from a socio-technical point of 
view. Central governing bodies were not aware of shortcomings in technical defenses 
– demonstrating weaknesses in control and feedback within the organization and a re-
sultant weakness in the vertical integration of its working practices. The close-coupled 
and complex nature of NHS systems (where, for example, medical equipment, patient 
management systems, IoT and ICS devices and office systems reside on the same un-
segmented network) ensured a non-linear impact of any successful attacks (Perrow 
2011, Ehrenfeld 2017, Mattei 2017, Mohurle and Patil 2017, Sütterlin, Dyrkolbotn et 
al. 2018). Furthermore, the organization’s priorities during the attack were skewed in 
terms of dealing with the attack and its costs rather than addressing the more vital issue 
of patient safety – a serious cultural shortcoming where central government cost con-
cerns took priority over patients’ lives. 

Other attacks show similar patterns.  The Sony attacks represented a set of internal 
management failings as much as they did the work of sophisticated attackers(Berghel 
2015) including the willingness of the director of IT to cover up audit failings.  Similar 
statements can be made about the failures at SingHealth3. 

These real-world examples show that socio-technical considerations are vital during 
risk analysis.  This is further emphasized by the complex nature of modern cyber sys-
tems which we consider in Section 4.  
 

2 https://www.forbes.com/sites/firewall/2010/04/29/seven-cyber-scenarios-to-keep-you-awake-
at-night/#2e701f576f7d 

3 https://www.straitstimes.com/singapore/probe-report-on-singhealth-data-breach-points-to-
basic-failings?utm_medium=Social&utm_cam-
paign=STFB&utm_source=Facebook&fbclid=IwAR0HHFtADeIC5jLquA3bZuMGUgBAx
nnPK96NzmHRAXvkf6rwc7Ml-K9yhs8#Echobox=1547076196 
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Figure 1: Socio-technical System(Kowalski 1994) 
 
 
 

4 Cyber Systems as Complex Socio-Technical Systems 

Rasmussen’s model (Rasmussen 1997) demonstrates how organizations need to think 
socially and systemically in addressing risk – considering the vertical integration of 
systems, both managerial, operational and technical and how pressures on systems – on 
the one hand, to economize on cost and, on the other, to reduce work load – can push 
systems to a point where they are vulnerable to a triggering event, whether exogenous 
or endogenous, which creates a catastrophic incident.  

These models are useful because they allow us not just to analyze incidents but also 
to derive incident predictors and determine boundary conditions (Cassano-Piché, 
Vicente et al. 2006).  But these predictors are currently written with a view to prevent-
ing accidents which threaten health and safety, rather than specifically cyber security 
incidents – that is, triggering events are normally endogenous rather than exogenous. 
They also do not take account of reputational costs and their influence on security de-
cisions, nor of failures in organizational learning due to organizational inertia(Kleiner 
and Corrigan 1989) – which specifically includes organizational response to threat in-
telligence and to the introduction of new technologies in the cyber security context. 

Furthermore, although possibly unintentionally, the current version of the model 
might lead analysts to the belief that primary focus should be on a single organization 
and its integration. However, most critical systems are now provided on a multi-party 
basis, which induces a requirement for lateral as well as vertical integration. This leads 
us to propose two extensions to the model, shown in Figures 1 and 2. 
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Figure 1 – Rasmussen’s Model - Adapted for Cyber Organizations  
 
 
 

 
 
 
 

Figure 2 – Adapted View of Rasmussen Boundary Model for Cyber Security 
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In Figure 1, we extend the view of cyber systems to encompass other organizations 
in the service and supply chain. 

In Figure 2, we include two additional features to the conventional Rasmussen 
model.  We add the label “Barriers to Learning” to show that social and cultural fac-
tors can impede the pace of organizational change in working practices in response to 
threats (i.e., social cognition).  We also display the barrier posed by working practices 
as a jagged edge to show that such practices can degrade to the point they cross the 
security boundary which – due to the constant nature of attacks – can lead to cata-
strophic failure. 

In Table 3, we  re-write and extend the predictors which can be derived from Ras-
mussen’s model(Cassano-Piché, Vicente et al. 2006), both to make the wording match 
the vocabulary of cyber security, and also to take into account the extensions we have 
proposed.  The major changes are the dual factor cause of cyber security incidents 
(both malicious acts and a breakdown in work practices; the incorporation of the need 
for lateral as well as horizontal integration; and the consideration of cultural barriers 
to organizational learning.   

5 Developing and Assessing Techniques for Cyber Security 
Risk Analysis 

The predictive model proposed in Section 4 thus provides us with one possible basis 
for assessing and improving cyber security risk analysis and management methods us-
ing socio-technical analysis. We summarize the assessment criteria in Table 4.  

 
Factor Criteria 
Decision-making Provide a view of the nature of organizational 

decision-making.  
Threat Actors Identify all threat actors and external agents 

creating pressure on the organizations 
Integration Identify where working practices mismatch. 
Control & Feedback Uncover weaknesses in control & feedback 

mechanisms 
Work Practices Uncover (historical) changes in work practices  
Security Boundaries Determine if the security boundaries have al-

ready been breached by changes to work prac-
tices 

Identify New Security Working Practices Identify if new working practices are required 
in response to threats or to other environmen-
tal/working practice changes. 

Dynamic Modelling Provide a model of the system which allows 
weaknesses to be identified/described and 
captures change over time 

 
Table 4 - Using the Predictors as Assessment Criteria for Analyzing Risk Meth-
odologies 
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Note, the requirement for dynamic modelling leads to the use of techniques such as 
risk narratives as a sense-making account of cyber security behavioral patterns (the 
term ‘figuration’ (configuration) (Quintaneiro 2006) or ‘construct’ (Taylor and Lerner 
1996) may be preferred). This is arguably a natural mode for expressing socio-tech-
nical risks, exampled in (McEvoy and Kowalski , Botta, Muldner et al. 2011)  - which 
can also be captured using techniques such as systems dynamics diagrams 
(Wolstenholme 2003).  

6 Example Assessment - SABSA 

SABSA (Sherwood, Clark et al. 2004) is an open-source methodology for creating an 
enterprise security architecture.  

 
SABSA Layer Description 
Contextual  Business planning and decision-making, e.g., business risk 

assessment, business requirements, organizational and cul-
tural development 

Conceptual Business operations, e.g., process development, audit and re-
views, standards and procedures 

Logical  Security governance, e.g., security policymaking, infor-
mation classification, service management, audit trails 

Physical Security administration, e.g., development and execution of 
security rules, access list maintenance, event log file manage-
ment 

Component  Technical capability, e.g., products, tools, project manage-
ment, operation of individual systems 

 
Table 5 – SABSA Layers 

 
This not the same as a technical architecture. Rather it is a layered organizational 
blueprint for ensuring cyber security is maintained throughout all parts of the organi-
sation.   The layers are described in Table 5. 

SABSA makes use of soft systems methodology(Sherwood, Clark et al. 2004) to 
analyze and represent requirements and solutions at each level, leading to an inte-
grated approach to creating secure organizations. 
 Based on our review above, SABSA does refer to socio-technical factors, but the 
coverage is not complete as the methodology is business-oriented – making it ulti-
mately policy and procedurally driven, rather than sociologically motivated. 

In Table 6, we provide our assessment the strengths and weaknesses of SABSA 
risk methodology in relation to our predictive criteria and its dynamic modelling ca-
pability. 
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Predictive Capability Strengths Recommendations 
Decision-making SABSA is quite strong in terms of gathering deci-

sion-making criteria (business requirements) from 
all parts of the business. 

SABSA focuses too narrowly on a single organisation and 
should consider vertical or horizontal integration of require-
ments. 

Threat Actors SABSA identifies multiple threat actors both inter-
nal and external at different layers. 

The analysis would need to also consider issues raised by 
changes in external actors and external pressures over time as 
well as the potential degradation in working practices. 

Integration SABSA does not use methods to promote intra-or-
ganizational integration. 

Lateral integration should be considered. 

Control & Feedback SABSA’s approach is likely to promote feedback on 
poor decision-making. 

There should be a focus on the completeness of feedback 
mechanisms, either vertically or laterally. 

Work Practices SABSA does consider business requirements 
changing over time 

SABSA should consider historical or current changes to work 
practices, particularly in other organizations. 

Security Boundaries SABSA is likely to uncover where work practices 
have violated security policy. 

SABSA should seek to uncover underlying reasons for the vio-
lation such as pressure on costs or workloads or other cultural 
or human factors as well as breaches in the security boundary 

Identify New Security Work-
ing Practices 

SABSA is likely to identify the need for new or up-
dated security working practices. 

Barriers to the adoption of new practice may not be identified 
in SABSA. It also needs to incorporate responses to threat in-
telligence and new technology into consideration. 

Dynamic Modelling The use of threat scenarios goes part way to cap-
turing risk narratives.  But accounts of counter-
measures are not connective. 

SABSA should seek to capture dynamic aspects of the narrative 
and avoid a static ontology of threat capabilities/motivations.  
Countermeasures should be related to one another to form 
both defense-in-depth and defense-in-breadth. 

 
Table 6 - Current Deficiencies in the Socio-Technical Capabilities of SABSA
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In practical terms, many of these issues are easy to address in the SABSA method-
ology by incorporating some additional layers of analysis in the risk approach.  For 
example, by considering the disintegrating effect of organizational issues at different 
layers in the model and providing additional means to carry out analysis of change 
over time.  

It would be much harder to address the same issues in a methodology such as 
OCTAVE Allegro where the solution would appear to be to carry out a supplementary 
risk analysis from a socio-technical viewpoint in order to capture additional risks.  
This kind of multi-standpoint risk assessment approach is starting to become common 
in industry, suggesting that the deficiencies in purely technical and procedural ap-
proaches are being recognized and organizations are seeking to deal with them – see 
(McEvoy and Kowalski) for an example in the defense sector in the UK. 

7 Conclusions and Future Work 

We believe that current approaches to cybersecurity risk analysis and management, are, 
for the most part, inadequate due to the omission of socio-technical systems analysis.   
 We propose using socio-technical models to enhance these methodologies, using a 
variant on Rasmussen’s model in relation to SABSA and OCTAVE Allegro as an ex-
ample. 

In future, these factors also lead us onto to a deeper discussion of how and why 
organizations identify risks, what we are trying to protect and what is regarded as a 
threat and why. These point to issues of identity and survival which would be difficult 
to address in the scope of this paper but lead us to believe that a model which unifies 
social learning and socio-technical factors might provide deeper insights into the nature 
of risk. We are aware that the very act of augmenting risk models in this manner could 
change how we think about risk in such systems, pointing us to underlying factors that 
are not addressed in systems design methodologies or even perceived as rele-
vant(Checkland and Holwell 1998). 

  Future work will focus on developing and assessing novel approaches to both risk 
identification and risk evaluation and management in line with our findings. We also 
intend to develop and improve techniques for the dynamic modelling of socio-technical 
risks.  In this, we will make use of the simulation of socio-technical systems (Hettinger, 
Kirlik et al. 2015) and their management on the Norwegian cyber range4.  
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