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The differentialnp scattering cross section has been measured at 96 MeV in the angular 6gpge
=74-180° at the neutron beam facility of the The Svedberg Laboratory in Uppsala. A subset of the data,
covering 116—180°, has previously been published. The new, extended angular distribution has been normal-
ized to the experimental totalp cross section. Between 150° and 180°, the angular distribution is steeper than
for most previous measurements and nucleon-nucleon potential predictions. At 180°, the difference amounts to
about 10%, implying serious consequences because of the fundamental importance of this cross section. A
value of the charge@NN coupling constant consistent with our earlier result at 162 MeV has been extracted
from the data.
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I. INTRODUCTION We have shown in our previous work that precision data
of thenp cross section in the backward hemisphere are use-
Recently, we have performed arp scattering measure- ful for a determination of the chargedNN coupling con-
ment at 162 MeV[1,2], aiming at a higher accuracy than stant. Both the shape of the angular distribution and the ab-
previous experiments. Thep scattering cross section is not solute normalization of the data are of crucial importance in
only of importance for investigations of the fundamentalthis context. TherNN coupling constant is fundamental for
properties of theNN interaction, but has also a large impact quantitative discussions of many phenomena in nuclear and
on several applications, such as fast neutron cancer therapgarticle physics, and it is important to have determinations of
and accelerator-driven transmutation technologies. The redt with full control of uncertainties. At present, a discussion
son is that thenp cross section is used as a primary standardjoes on concerning appropriate methods to determine this
for measurements of other neutron-induced cross sections guantity[4,5]. The specific issues concerning precision and
the 0—350-MeV regiofi3], i.e., other cross sections are nor- systematics using backwang scattering to extract the cou-
malized to that ofnp scattering. In particular the 180%p  pling constant are addressed in Rd,6,7], providing an-
cross section, i.e., the IH(p) cross section at 0°, is used for swers to criticisms discussed in RE8]. The present experi-
normalization purposes. This cross section therefore has tment contributes additional material.
be known to high precision. An investigation of thenp scattering data situation, from
100 to 1000 MeV, up to the present df®8, shows that most
of the data seem to fall into two main “families” with re-
*Present address: Gammadata AB, Box 15120, S-75015 Uppsalapect to the angular shape. Two of the largest data sets, i.e.,

Sweden. those of Bonneet al. [10] (160—-800 MeV and of Huster
TPresent address: Tandem Accelerator Laboratory, Uppsala Unét al. [11] (200-590 MeV, agree reasonably well in shape
versity, Box 535, S-75121 Uppsala, Sweden. above 500 MeV, but differ at 200 MeV by as much as 10—
*Present address: National Defense Research Establishmebb % in the 180°/150° cross section ratio. The shape of our
(FOA), S-17290 Stockholm, Sweden. previous angular distribution at 162 MeV is in good agree-
SUnite de Recherche des UniversitBaris 6 et Paris 7, assogiau ~ ment with that of the Hister data when plotted akr/dt (t
CNRS. is the Mandelstam variablebut is, accordingly, in conflict
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with the Bonner data. It is an experimental fact that there is The TSL Neutron Beam Facility
a scaling with energy of the backward differential cross sec-

tion (see, e.qg., p. 376 of Rdf12]). This is natural, since any LITHIUM CLEARING

potential model with pion exchange givesdar/dt which TARGET MAGNET

order. The observed similarities in shape and normalization
at different energies are therefore relevant and they are
clear signature of the charged pion exchange.
. . . . . . PROTON
Normalization ofnp scattering differential cross sections DEFLECTING
has been—and is—a notorious problEdh. To measure ab- MAGNETS
solute cross sections, either the neutron beam intensity, o
some other cross section to which thp scattering can be
related, has to be known to high precision. The beam inten-
sity can only be measured using a nuclear reaction, mos
frequentlynp scattering. Therefore most experimental data
are ass_igneq an absolute_ precision of no better than 5-10%, FIG. 1. Overview of the Uppsala neutron beam facility. The
or are just given as relative cross sections. neutron production, shielding, and collimation are shown, as well as
BelOW the Opening Of the pion-production Channel atthe magnetic Spectrometer arrangement_
about 270 MeV there is, however, a very direct and precise
way of solving the normalization problem in principle. The
total np cross section can be determined very accuratel
(better than 1% without knowledge of the absolute beam
intensity. The total cross section and the differentiglcross
section are closely linked; if the full angular distribution of
the differential cross section is known, an unambiguous nor-
malization to the total cross section can be performed, be- The experimental setup and procedure have been de-
cause all channels but elastic scattering are very small. Thiscribed in detail recently2,15], and therefore only a brief
technique has been employed in several previous measursaummary will be given here.
ments, and is also utilized in the present work. A prerequisite The TSL neutron beam facility is shown in Fig. 1. Protons
is, however, that a large fraction of the angular distribution isfrom the cyclotron impinge on the neutron production target
measured. from the left in the figure. Neutrons are produced by the
Recently, the development of a well characterized taggedLi( p,n) ‘Be reaction, using a 214-mg/égthick lithium
neutron beam at IUCIF13] opens up another possibility to target, enriched to 99.98% ifLi. After the target, the proton
measure absolute neutron cross sections directly of,repg., beam is bent into a well-shielded beam dump. The neutron
scattering, to the 1-2 % level. Agreement between precisiobeam is defined by a 1-m-long collimator, with two other
data taken with these very different techniques wouldcollimators serving as beam scrapers. The vacuum system is
strongly increase the confidence in the absolute scale. terminated after the first collimator with a 1-mme-thick alu-
These facts motivate new, precise determinations of theninum plate. Charged particles produced in this plate are
np scattering cross section at several energies, with an angdeflected by a clearing dipole magnet. The diameter of the
lar coverage that is as large as possible. In this paper, weeutron beam at thep target position8 m from the neutron
present data from a measurement of the differemtabcat-  production target, is about 7 cm. The neutron yield is in the
tering cross section at 96 MeV in the angular rarfye,  order of 16 s~ over the full target area. The centroid of the
=74°-128°. These data have been linked to the angular didull-energy peak in the neutron spectrum is determined to be
tribution measured in 1991 a.,=116°-180° by Rno- 96+0.5 MeV. The total energy spread in the peak is esti-
nqvist et al. [14]. Both experiments were performed by the mated to be 0.9 MeV[full width at half maximum
same collaboration and with the same experimental setup &FWHM)].
the neutron beam facility at the The Svedberg Laboratory To maximize the count rate without impairing the energy
(TSL) in Uppsala. Thus the present work is an extension ofesolution, a sandwiched multitarget system is used. It con-
the Rawngvist data, now covering the angular range,  sists of thin target layers interspaced by nine multiwire pro-
=74°-180°. portional chamberéMWPC's), each having an efficiency of
Section Il of the paper contains a brief description of the=99%. In this way, it is possible to determine in which
experimental arrangement, while the analysis procedure artdrget the scattering or reaction takes place, so that correc-
the important normalization technique are described and didions for energy losses in the subsequent targets can be ap-
cussed in Sec. lll. The results are presented and compargiied. The first two MWPC'’s provide veto signals for rejec-
with other data, partial-wave analys@®dWA's), andNN po-  tion of the few charged particles that contaminate the neutron
tential predictions in Sec. IV. Extrapolation of the data to thebeam. The target box contains five 35-mgfetmick CH,
pion pole gives a value for the chargediN coupling con-  targets and two 85-mg/cm?C targets, the latter for subtrac-
stant. The analysis and results are presented and discussedion of the carbon contribution to the GHpectra. The tar-

varies slowly with energy in the laboratory system to leading | épj

SPECTROMETER

COLLIMATORS

PROTON
BEAM DUMP

gec. V. Finally, a summary and the conclusions are given in
ec. VI

II. EXPERIMENTAL ARRANGEMENT
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gets are stacked in the followiidownstreamorder: 2 CH, 0. =127°
2 carbon, and 3 Ckllayers. o

The momentum determination of the charged particles
emitted from the targets is performed with a spectrometer
consisting of a dipole magnet and four drift chambers
(DCH's) [16], two in front of and two behind the magnet.
The scattering angle is determined by the trajectory through
the first two DCH’s. The detection efficiency for a drift
chamber plane is typically 98%. To minimize the multiple
scattering of charged particles in air, the space between the
first two DCH’s and the volume in the pole gap is filled with
helium gas.

The trigger signal is generated by a coincidence between
a small 1-mme-thick plastic scintillator, located immediately
after the multitarget box and a large 2-mm-thick plastic scin-
tillator, positioned behind the last DCH. In addition, two
large plastic scintillators of thicknesses 4 and 10 mm, respec-
tively, are added behind the 2-mm plastic scintillator, to fa-
cilitate particle identification.

The entire setup can be rotated around a pivot point, lo-
cated below the center of the multitarget box. With one po-
sition and one magnetic-field setting, the spectrometer has a
horizontal angular acceptance of about 15° in the laboratory
system. Measurements are performed with two different set-
tings of the spectrometer position, covering the proton recoil
angular ranged®), \g=26°-41° and 35°-53°, respectively.
Under these conditions, the energy resolution in the mea-
sured spectra is typically in the range 3-5 MEWWHM).

The angular resolution due to multiple scattering is estimated
to be 0.6°-1.39rmy).

Counts/channel (arb. units)

30 40 50 60
Er (MeV)

IIl. DATA ANALYSIS
FIG. 2. Proton energy spectra from gkbpen histogramsand
carbon(cross-hatched histograingrgets, respectively, at various
The data are analyzed off-line on an event-by-event basiscattering angles. The part of the £pectra at lower energies not
Before an event is accepted, a number of tests are applied. @counted for by the carbon contribution originates fromscat-
brief summary of the analysis procedure is given below/ering of neutrons from the low-energy neutron tail.
More detailed information about the data reduction has been
given in Ref.[2]. All accepted events are stored in matrices with angular
Events originating from charged particles contaminatingand energy binning in the laboratory system of 1° and 0.25
the neutron beam, or from charged-particle production in théMeV, respectively. Before extracting the hydrogen peak con-
thin scintillator just after the target system, are rejected. Théent, the carbon contribution to the Gldpectra is subtracted.
scattering angle is determined by calculating the particle traThis is illustrated for a few angles in Fig. 2, where an energy
jectory through the first two DCH?’s, using both the horizon- binning of 1 MeV is used. The open histograms represent the
tal and vertical coordinate information. The particle momen-energy spectra from the GHoils, while the cross-hatched
tum is determined by a ray-tracing procedure, usinghistograms are those of the pure carbon targets, after normal-
magnetic field maps and position information from theization to the same number of target nuclei.
DCH's. Three DCH'’s are required for this purpose. The use The np scattering peak contents are determined by inte-
of the fourth DCH offers a possibility for a redundancy gration. Since the energy resolution varies with angle, differ-
check. The few events with dubious energy determination, oent integration windows are used. These are defined in a
with a trajectory outside the magnetic-field limits or an ori- consistent way, and the final peak contents are determined by
gin outside the neutron beam spot are rejected. To avoithtegrating the data in a region ¢fAE around the centroid,
vertical acceptance corrections, a narrow software gate offhereAE is the peak FWHM. With this definition, the car-
+0.8° is applied on the vertical scattering angle, ensuringon background amounts to maximum 15% of the hydrogen
that no events are lost in the magnetic gap. The momentumpeak for the largest recoil angles.
information, in combination with the pulse heights from two  The variation of the width of thep peak with angle also
of the large scintillators, is used to discriminate between proeauses an angular dependence in the background contribu-
tons and other charged particle@most exclusively deuter- tion from the low-energy continuum of th&.i( p,n) reac-
ons. tion. The data are corrected for this effect by using experi-

A. Data reduction and corrections
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tively. Thus there is a significant overlap of these two re-
gions. Furthermore, there is no systematic shape difference
between distributions with similar angular coverage, which
is also verified by the sma}f?’s mentioned.

Many sources of uncertainties contribute to the total error
in the relative cross section. These errors are of both random
and systematic character. Since the measurement is relative,
only those systematic errors that affect the shape of the an-
gular distribution have to be considered.

The random error is dominated by counting statistics, giv-
ing a contribution in the range 1.0-2.7 % per point for the

new data. The smaller value is valid for the data points close
to 127°. Another small, random error contribution is due to
bin truncation when integrating thep peak. This error is at
most 0.6% per point.

The most important contribution to the systematic error is

FIG. 3. Relative differentiahp scattering cross sections &,  related to the subtraction of the carbon background in the
=96 MeV. The open symbols represent data from the two magCH, energy spectra. Above about 145° the hydrogen peak is
netic settings, while the filled circles are the previously publishedwell separated from the carbon spectrun@ alue
backward-angle datfl4]. The three data sets were normalized to =—12.6 MeV), and below 125° the hydrogen peak is su-
each other in the overlapping regions. perimposed on a flat carbon continuum. In the latter region
the uncertainty in the relative thickness of the ahd pure

arbon targets introduces an error in thp cross section.

With an estimated relative thickness uncertainty of 5%, the

1 1
60 90 120 150 180
Ocm. (deg)

mental neutron spectra from this reaction determined b
Byrd and Sailof17] at E;=90.1 and 139.9 MeV. To simu-

late the finite resolution of our experiment, the Byrd and_ "o angular region 75°—127° is less than 0.7%.

Sailor spectra, which have a much better resolution than in In the angular range 125°—145° the hydrogen peak inter-

the present experiment, are folded with Gaussian resolutioperes with the rising slope of the carbon background. Hence

functions. From these folded spectra, the neutron contmuurg small error in the relative energy loss corrections for the

contribution to the peak, as defined above, can be determln'siélll_|2 and carbon spectra, respectively, affects the background

as a function of peak width, and a_ppropnate relative COMECSubtraction. This causes an error in the determimpdross
tion factors €£3%) can be determined.

. , . . section of<2%, using an estimated relative energy uncer-
Since the energy of the recoil protons varies with scatter ainty of +1 MeV. The problems arising from this effect

ing angle, the variation of the proton absorption with energyt . . ; o
in the detector system has to be taken into account. To fi%:n be seen in the Roquistet al. [14] data around 133° in

order, elastic in- and out-scattering of protons cancel, an ig. 3. Since the effect occurs in the middle of one of the

thus only nonelastic losses have to be considered. We hav onr_u_qvist angular se.ttings, It is not expected to co.ntribut_e
calculated these losses in the targets, detectors, and heliuﬂgmf'camly to a possible progressive shape uncertainty aris-
gas, using the total reaction cross sections given by CarlsoR? from the oyerlap gormallzatlon pr_oce_dure.
[18]. The proton attenuation gives non-negligible corrections The corre_ct|on £3%) f(_)r the contribution from the low-
only in the angular regiord; ,,=74°-110°, and the maxi- energy cont!nuum of théLi(p,n) spectrum to thmp sca_t-
mum correction amounts to 1.8%at 74°). tering p_eak introduces a systematic error that varies Wlth_the
peak width and thus with the angle. Assuming a relative
uncertainty of 10% in the correction, an error in the data of at
most 0.3% arises.

The relative cross section data from the two different The error from the small correction due to the energy-
spectrometer settings, together covering the 74°—-1281) dependent attenuation of the protons is estimated to be less
angular region, are used to extend the data ohriRwist  than 0.6%.
et al.[14]. The three individual data sets, all treated as rela- When adding the various systematic uncertainties qua-
tive cross sections, are matched pairwise in the two uncorredratically, the total systematic error varies from 0.5 to 2.0 %
lated overlapping regions using a minimuygA criterion[2].  in the full angular region. The largest errors are found in the
The result of this matching is shown in the c.m. system inrangeé, ,=125°-145°.

Fig. 3. As can be seen, the agreement in shape in the over- In addition to the random and systematic errors discussed,
lapping regions is very good. Final relativep scattering the shape of the full angular distribution is affected by the
cross sections are obtained by averaging the data from theatching of the data sets. A quadratic addition of the uncer-
different data sets in each 2&.m) angular bin. A similar tainties in the fitted coefficients, emerging mainly from the
matching procedure was used by riRgvist et al. for five  finite counting statistics, results in a shape errortd.1%

data sets to generate the full angular distribution. It should béetween the most forward and most backward data sets, i.e.,
pointed out that the five Rmqvist sets, which were taken at in the 75°/179° cross section ratio. This slope error includes
different occasions, essentially fall into two main angularthe corresponding uncertainty af1.3% from the Ranqvist
regions, i.e., 148°-180° and 116° to about 156°, respecet al.data. There could in principle be additional slope errors

B. Relative cross sections and uncertainties
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1 Los Al 1982
H(n,n) at 96 MeV o 100 | : Horvord 1965
14 - - 0.995 NI93 PWA (solid)
¢ Present data 0.971 Nijm93 potential (dotted)
12 + 0.966XNI93, x*/Ny=0.95 0.992 SM95 PWA (dashed)
’g ------ 1.004XXSM95, X'/Ny=1.27
o e 0,944 XNIiJmMO3, ¥°/Ny=1.74 /.8
o 101 ... 0.941XBonn B, x¢/Ny=2.20 £
\g (Fitted to minimum x*/Ny \—; 80 |
- 8 for 0=74°-154°) g
Q ©
E 6
o .
©
4 .....
60
2 0 1 1 1
0 | | | . | 80 90 100 110 120
60 80 100 120 140 160 180 £, (MeV)

Ocm (deg) FIG. 5. Totalnp cross section versus energy in the range 80—
FIG. 4. Relative differentiahp scattering cross sections &, 120 MeV. The different symbols represent experimental data
=96 MeV. The filled circles represent the present data, while thé21,22, while the lines are from PWA'’s aniN potentials, renor-
solid and dashed lines are the SME®] and NI193[27] PWA's,  Malized by us to the data in the shown energy region.

respectively, and the dotted and dot-dashed lines are the Nijm93 ) ) )
[27] and Bonn B[26] NN potentia]s’ respectivew' all |east-squares data should be normalized. Thus we require that the |ntegral

fitted to the data in the angular region 74°—154°. over the solid angle of our data should be equal to
caused by small inhomogeneities in the drift chamber effi- - _ flSO"d_o'dQ:Fa-exp o)
ciencies, which could amplify from one setting to the next 7471807 [ dQ T

one. This does not seem probable, however, since 75% of the

angular distribution, i.e., from 74° to 154°, is extremely well where

described by the PWA'’s. This is shown in Fig. 4, where the PWA PWA

normalization of the N19319] and SM95[20] PWA'’s have F=074"1g0lo7 2
been least-squares fitted to the experimental data in the an- ey

gular range 74°—154°. The? per degree of freedom is 0.95 10 obtaino7*?, we have used the Los Alamos data of
and 1.27 with respect to the NI93 and SM95 PWA's, respeckisowski et al. [21], and the Harvard data of Measday and
tively. Lowering the upper angle limit point by point results Palmieri[22]. The total error of the former is below 1% and
in fits with similar quality, while increasing it leads to a Of the latter about 4%. These data are in very good agree-
rapidly increasingy? per degree of freedom. Thus shape ment. At slightly higher energies, i.e., above 125 MeV, one
deviations from these models are found only beyond 154°has also excellent agreement between_ these data and those
which is within one of the angular settings, and more or lesdrom PSI by Grundieset al. [23], for which the errors are

outside the overlap region for the next setting. For compariless than 1.5%. _ , _ n
son we show also in this figure similar least-square fits for The total cross section at 96 MeV is determined by fitting

the Nijmegen(Nijm93) and Bonn B potentials witly? per  the absolute scale of the Nijmegen energy-dependent PWA
degree of freedom of 1.74 and 2.20, respectively. One cal¥!93 [19] to the experimental data in the energy region 80—
see that in the 74°—154° region the shape of the Nijmo3t20 MeV, as illustrated in Fig. 5. A slight renormalization of

potential angular distribution is closer to that of the data tharP-995 is needed to obtain a good fit. Also other PWA's and
the shape of the Bonn B potential. potentials have been tested, but it is found that NI93 gives

the best description of the energy dependenceidf. The

C. Normalization procedure resulting total cross section at 96 MeV is

Absolutenp scattering cross sections are obtained by nor- o P=77.74£0.78-0.43=77.74-0.89 mb, (3
malization to the totahp cross section, which can be done
since other reaction channels are negligible at 96 MeV. Thavhere the first error corresponds to the 1% systematic error
total cross sectionr; has been experimentally determined of the Lisowski data, and the second error is due to the
around 100 MeV by several groups, and is considered to bec0.5 MeV uncertainty in the neutron beam energy, because
well known. If the entire angular range, i.e., from 0° to 180°, the total cross section has a slope of 1.11%/MeV.
had been measured in the present experiment, it would have The fractionF of the total cross section covered in the
been possible to normalize the data to the total cross sectigeresent experiment is determined from the PWA's SM95
directly by integration. Since that is not the case, we considef20], VL40 [3], and VZ40 [24] of VPI, and NI93 of
our angular distribution as a measurement trhationof the  Nijmegen [19]. VL40, VZ40, and NI93 are energy-
total cross section, i.e., the part between 74° and 180°. Bdependent PWA'’s based on data in the 0-350 or 400 MeV
using a number of PWA’s or potential models, it is possibleregion, while SM95 was obtained by fitting up to 1.6 GeV.
to estimate the magnitude of this fraction, to which the The result is given in Table I, together with integrated cross
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TABLE I. Total cross sectionsdy) and angular fractionsH 8 ( ;
= 07401507l o'7) for different PWA's andNN potential models. The CERat o) H(n,n) at 96 MeV
weighted experimental value is 77.74 niee the text for more ¢
details. g °r
. = 5
PWA or potential o1  0ge_740 O740_180° F o¥Plor 2 ,
€
SM95(20] 78.22 30.88 47.34 0.6052 0.9939 _gd 3
VZ40 [24] 7752 30.22 47.30 0.6102 1.0028 @ 5
VL40 [3] 77.70 30.19 4751 0.6115 1.0005 »
NI93 [19] 78.07 29.30 4877 0.6247 0.9958 § !
O | | | 1 |
Average 77.88 3015 4773 06129 0.9982 1o L% erenentaota B
VZ40 (solid line) %
. =~ 12 SMO5 (dashed line)
Paris[25] 79.75 29.80 49.95 0.6263 0.9748 3 ’(“;ﬁié‘j::;ﬁje"';fg 61277.74 mb)
Bonn B[26] 77.96 28.95 49.01 0.6287 0.9972 ‘é 10 -
Nijm93 [27] 79.99 30.12 49.87 0.6235 0.9719 \g 8L
©
Toer
o}
sections and fractions for the Pafi5], Bonn B[26], and ° 4r
Nijmegen[27] (Nijm93) potentials for comparison. For the 2r
final value of F we take the average of the four mentioned 0 . . . . .
PWA'’s to obtainF=0.613. The potential models are not 0 30 80 90 120 150 180
included in the determination, because we believe that the Ocm, (deg)

PWA's are more reliable since they describe the total cross
section better. Thus the integrategh scattering data have
been normalized to

FIG. 6. Angular distributions for the SMY20], VZ40[24], and

NI93 [27] PWA's, and the present experimental déthed circles

at 96 MeV. The VL40[3] PWA solution is almost identical to

VZ40 and is not shown for clarityta) Differential np scattering

T3P 1g0=FoyP=0.613x77.74=47.65 mb. (4 cross sections multiplied by the solid angle elementsih 6. (b)
Differential cross sections farp scattering.

The result is shown in Fig. (6), where the differential pensated by lower backward cross sections to conserve the

cross section has been multiplied with the solid angle eletotal cross section, and in this case our normalization would
ment 2 sin d. In this representation, each angle bin directly have to be lower.

shows its contribution to the total cross section. Also shown
in the figure are the PWA'’s used to determifgafter nor-
malization too$*P=77.74 mb. As was discussed in the pre-
vious section, the data are well represented by any of the The final experimental differential cross sections are
PWA'’s in most of the covered angular region. Deviationsgiven in Table Il and are shown as filled circles in Figh)s
occur only at the extreme backward angles which, howeverThe errors given are the quadratic sums of the statistical and
carry only small contributions to the total cross secfisee  systematic uncertainties of the relative cross sections dis-
Fig. 6@)]. cussed above. They do not include, however, the normaliza-
The spread irF for the various PWA'’s andN potential  tion uncertainty of+1.9% and the shape uncertainty of
models can be used to estimate the precision of this normak-2.1% between the most forward and backward data sets,
ization procedure. One can see from Table | that the maxiie., in the 75°/179° cross section ratio. These errors are
mum deviation from the average value is1.3% for the correlated, and thus no individual point has a normalization
SMO95 solution and+2.6% for the Bonn B potential. From error larger than about 2.2%. Also shown in the figure are the
this comparison, we believe that it is fair to say that thepwA'’s used to determine the normalization. As can be seen,
normalization uncertainty is withirt 1.5%. In addition, we the data are steeper than the PWA'’s in the 154°—180° re-
have the “intrinsic” uncertainty inoT*? of 1.1%. Summing  gion, while they are well described at smaller angles, as has
these effects yields a total normalization uncertainty ofbeen discussed earlier. As can be expected from the figure,
+1.9%. However, a word of caution should be given hereand as has been mentioned in R&f, these data and those
The estimated uncertainty relies on the assumption that thef our previous measurement at 162 MEX] lead to a very
various models give a reasonable account of the main chahigh y? for the PWA NI93[19].
acteristics of the angular distribution. If the balance between The present extension in angular range of the previous
the two humps at about 40° and 130° seen in Fig) &  Ronnqvistet al. data[14] leads to a 1% higher normalization
considerably different, our normalization would of course befor the latter, which is well within the 4% normalization
affected. If, e.g., the cross section in the forward hemisphererror stated in that work.
is larger than predicted by the models, this has to be com- The new 96 MeV data are compared with other experi-

IV. EXPERIMENTAL RESULTS
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TABLE II. Differential cross sections fonp scattering at 96 16

MeV. ral (@ "H(n,n) at 96 MeV B
* Present data ¢

Oem.  doldQ 6., do/dQ 6.,  dal/dQ 12 B e e ey g ﬁ)

(deg) (mb/sh (deg) (mb/sh (deg) (mb/sp 10 F j(» 4 :gg:ﬂfgf»;(?; M;;/\Z) *"H

750 4.0750.109 111.0 4.9850.068 147.0 8.4920.151 8r ’+Hi¢ ,i";'

770 3.957-0.108 113.0 5.18t0.068 149.0 8.8860.101 6 w by .}“?”

79.0 3.956:0.106 115.0 5.2480.069 151.0 9.1280.101 ~ 4l H 4*0%% }

81.0 4.08&:0.106 117.0 5.3980.063 153.0 9.40%0.101 2 }

83.0 4.098:0.105 119.0 5.5560.064 155.0 10.0670.121 £ 20 +

85.0 3.988:0.103 121.0 5.8360.066 157.0 10.5220.121 g 0 (b)' ' ' : —

87.0 4.08%0.103 123.0 6.0730.068 159.0 10.9150.141 N 14t « Present dota

89.0 4.0380.102 125.0 6.1980.069 161.0 11.1780.141 g 1ok B ) ey i

91.0 4.1320.102 127.0 6.3740.069 163.0 11.8340.141 NijmO3 (dotted line) #

930 4.11%0.101 129.0 6.63#0.121 165.0 12.3290.151 10 X 2

950 4.176:0.100 131.0 7.1190.131 167.0 13.0560.162 8 -

97.0 4.110-0.098 133.0 7.26680.131 169.0 13.5260.121
99.0 4.3280.055 135.0 7.3910.141 171.0 13.9340.131
101.0 4.442-0.056 137.0 7.4520.141 173.0 14.4290.131
103.0 4.566:0.056 139.0 7.7350.141 175.0 14.7880.141
105.0 4.666:0.056 141.0 7.94%0.141 177.0 15.0750.151
107.0 4.78%0.057 143.0 8.0380.141 179.0 14.9440.172
109.0 4.8980.057 145.0 8.2800.141 Ocm. (deg)

FIG. 7. (a) Differential np scattering cross sections of the
present work(filled circles. Also plotted are other data from the
mental data from measurements performed close to that eljterature at energies close to 96 MdZ8—31.. (b) The present
ergy in Fig. 7a). Thus we give in the figure the data of Stahl differential cross sections plotted together with the P8, Bonn
and Ramsey28], Chih and Powel[29], Scanlonet al.[30], B [26], and Nijm93[27] NN potentials.
and Bersbaclet al.[31]. It can be seen in the figure that the
present data are higher at the most backward angles, which The Scanlonet al. data[30] at 99 MeV from Harwell
indicates a larger steepness at those angles. The PWA'’s agdver the angular range from 7° to 173° in the c.m. system.
the potential models have been adjusted to the Bonner data Absolute cross sections between 7° and 120° were deduced
higher energies, as well as to these earlier, not very precisey measuring the count-rate ratio between scattered neutrons
data. A comparison to the various models is therefore morend those of the direct neutron beam. Between 80° and 173°,
instructive than a direct comparison to the data. From thehe recoil protons were detected and only relative values for
study made in the last paragraph of Sec. Ill B, the result othe cross sections could be obtained. This data set was nor-
which was shown in Fig. 4, one can conclude that the shapmalized to the small-angle set in the 80°—-120° region. Ab-
of our backward differential cross section, i.e., for anglessolute values were also determined by normalizing tonthe
beyond 154°, is clearly steeper than that of the models, antbtal cross section. The final differential cross sections,
thus also steeper than the older data. Our data has alsoshown in Fig. Ta), were obtained by combining the results
larger 180°/90° cross section ratio. of the two methods. The normalization uncertainty was

The Stahl and Ramsey ddi28] at 91 MeV from Harvard claimed to be better thatt 4%. The Scanlon data have been
are included in the fits of the VPl PWA's, but not in that of under critical examination by Hammaasal.[32] and Hen-
the Nijmegen group. The experiment covered scatteringieck[33], who recommend rejection of these data, based on
angles between 60° and 180°, comprising in total 25 dat@xperimental problems. The Nijmegen group has removed
points. The data were normalized to the total cross section, ahese data from their PWA fit, while the VPI group includes
that time believed to be 7853 mb (the present value is them in all their PWA versions.

82.0 mb[21]). For the region not covered by the experiment, The 97-MeV data of Bersbaatt al. [31] were measured
other np experimental data were used. The normalizationbetween 10° and 50° in the c.m. system, and are included in
error was assumed to be5%. both the Nijmegen and VPI PWA fits. The normalization

The Chih and Powel[29] data at 90 MeV consist of 18 uncertainty was estimated to be10%. Like the Scanlon
points distributed over the angular range 8°-180°. The medaorward-angle data, absolute cross sections were obtained
surement, which was performed with a cloud chamber, wagrom scattered versus direct beam count-rate ratios.
relative and was normalized to a totap cross section of The older data show a larger spread than the present ones,
76.0 mb(the present value is 82.8 mbrhe normalization and it is therefore difficult to judge upon the degree of agree-
uncertainty is not discussed in the paper. The data are imnent. Furthermore, they are taken at slightly different ener-
cluded in the Nijmegen PWA fit, but are not present in thegies, which affect the shape of the angular distribution. If the
VPI data base. Stahl and Ramsey data, which show the smallest spread of

1 Il
0 30 60 90 120 150 180

044001-7



J. RAHM et al. PHYSICAL REVIEW C 63 044001

the old data sets, are corrected for the energy differédte Iute normalization of the differential cross section. If the dif-
vs 96 Me\) using the NI93 PWA, which increases the ferential cross section is incorrectly normalized by a factor
180°/90° cross section ratio by about 7%, they agree fairlyN, the extrapolation gives/ﬁgii_ This is one of the most
well with the present ones up to 175°, after upward renorimportant sources of uncertainty in the practical extrapola-
malization of about 10%. tion from data.

In Fig. 7(b), the present data are compared with thikeé An improvement on this rather slowly converging expan-
potential models, namely the Pafi5], Bonn B[26], and  sjon is the difference method introduced in our previous
Nijm93[27] potentials. The angular distributions of the Paris,, 0. ot 162 MeV[1,2], and also applied tpp charge ex-

and Nijm93 potentials are rather similar, and describe thechange [36. The difference method applies the Chew
data reasonably well in the 160°-180° region, while a 7%y qihq 1o the difference between the functjgx) obtained

overprediction is seen in the 110°—-160° region. One shoultﬁom a model with exactly known coupling constant and
keep in mind, however, that both the Paris and Nijm93 pot,om the experimental data, i.e.

tentials overpredict the total cross section by 3%. It is inter-
esting to note that although the Nijm93 potential and the n-1
present data do not agree over the entire interval studied, the YM(X) = Yexp(X) = E dix! (7)
180°/90° cross section ratio is in good agreement. The Bonn =0
B potential is relatively close to the data in the 130°-165°

region, but underpredicts it at 180° by 6%. This potentiaIW'th 9r Of Eqs.(5) and(6) replaced by the model valug, .

gives, on the other hand, a totap cross section which is in At the pole
good agreement with the experimental one. g’ —g4
M +
yM(O)_yexp(O)EdOE —477 (8
V. DETERMINATION OF THE a&NN COUPLING Im

CONSTANT . _ . .
This procedure should diminish systematic extrapolation er-

We have in the previous sections achieved our primaryors and remove a substantial part of the irrelevant informa-
aim, which is to give normalizedp cross sections. We now tion at large momentum transfers, provided that the data and
briefly explore the bearing these data have on the discussiadhe model have a similar behavior at large momentum trans-
of the 7NN coupling constant. We closely follow the proce- fers. Otherwise, the difference method has little advantage as
dure previously discussed in our work at 162 MeV to whichcompared with the Chew approach.
we refer for detail§2]; here we only sketch the procedure.  As previously, we apply the difference method using four
The analysis is based on the fact that the charged pion exomparison models, i.e., the Nijm937] and Bonn B[26]
change contributes importantly to the charge exchange at potentials, the Nijmegen energy-dependent PWA NP3,
small momentum transfers. This was realized already irand the VPI energy-dependent PWA SM2®)|. The previ-
1958 by Chew, who suggested a model-independent extrapous y? study performed in the angular range 74°—154° has
lation to the pion pole for the determination of the couplingshown that the NI93 model agrees quite well with the data at
constant. large momentum transfers as does the Nijm93 @feFig.

The Chew extrapolation proceduf®4,35 is based on a 4). For the region 74°-86° the SM95 model deviates mark-
polynomial expansion in the square of the momentum transedly from the data and these are also not very well described
fer, g°. The technique used to extrapolate to the pion pole idy the Bonn B model. Already at this stage one should ex-
to first construct a smooth physical function, the Chew func-pect the difference method to work better for the NI93 and
tion, by multiplying the cross section by{+ mi)z, which  Nijm93 models than for the SM95 and Bonn B ones. For the
removes the pole term, after which the extrapolation can bease of the Bonn B potential, some minor modifications must
made far more safely and controlled. Hene is the charged be made in Eq(8) to account for the fact that it uses an
pion mass. More exactly, in the physical region the functionaverage pion mass qﬁﬁ: 138.03 MeV, which shifts the
y(x) is defined by pole position. This changes slightly the difference between
the model and experimental Chew functions, and induces a
small correctioh for the relation betweegii anddy. The
resulting yy (x) —Yexp(X) are shown in Figs. 8 and 9, to-
gether with polynomial fits irx of different ordersn—1. As

Heres is the square of the total energy axe q2+mi- At can be seen, the error bars blow up at laxgevhich is a
the pion polex=0, the Chew function gives

n—-1

do .
qo (=2 ax. (5)

. sx?
X fr
Y gt

y(O)anEQirlgé (6) Yn  Eq. (8 one replaces yu(x) by yu(X)

=(sx/mtgh) dal/dQy(x) where x=x+6m? with Sm?=m?2

in terms of the pseudoscalar coupling consgfp_lzm. The —m2. At the pion pole and to first order iném?, do
quantitygﬁ is a reference scale for the coupling chosen for=(m_/m_)* [1+ 5m2y,’v|(0)]—gi:/gf\‘,, with ym(0)

convenience. It is important to realize that the model-=dy,,(x)/dx[;o. This gives to first order indy, g°.=g[1
independent extrapolation requires accurate data with abse-dy/2+ 6m?y;,(0)/2]. Here, sm?y;,(0)/2=0.01.
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0.8 — - points arounck= 2.5, which might be affected by the carbon
0.6 L (a) Nijm93 potential background subtraction problem around 133° discussed in
F o — n=3 Sec. Il B. For the Nijm93 potentialFig. 8a], the NI93
O4r PWA [Fig. 8b)], and the SM95 PWAFig. Aa)], do=
0.2 —0.155), leading to g>.=14.60(34), 14.6(84), and
§ oF 14.7834), respectively. For the Bonn B potent{&ig. Ab)],
§ _0.2 dp=—0.145), which gives gii:15.26(36). This is in
x ST agreement with the more sophisticated and accurate analysis
= 0.4 below.
'Tu 08 The values of the charged coupling constant obtained
é 0.6 _ (b) NI93 PWA from the extrapolation using the polynomial fits are given in
% L —— n=3 Table Il for the four different comparison models consid-
X 04 ered here. Let us recall thatis the number of terms in the
02 f polynomial expansiony?/Ng; is the average? per degree
0 ; of freedom andgfrt is the resulting value of the coupling
constant, with its statistical and extrapolation efrdie be-
—0.2F havior of x2/Ngy; as a function o is characteristic. It falls
o4 Lt with increasingn to a nearly constant value with variation
o 1+ 2z 5 4 5 6 7 less than 2%, corresponding to the usual criterion that a de-
x=g*+1 (pion mass units) crease in the tota}? by one unit whem is increased by one

FIG. 8. Extrapolations of the Chew functigrix) to the pion step, is an indication that the o!ata are overparametrized. In
pole at 96 MeV with the difference method using different compari-the present case of 53 data po!nts, this occurs TNy
son functions and different polynomials orders. The comparisorf:h'_"mges by less than 2%. Addltlonal terms give only small
functions are(@) the Nijm93 potential modd7], (b) the Nijmegen ~ 9ains, the data become rapidly overparameterized and the
energy-dependent PWA NIg39]. uncertainty large. The values ngt remain, however, com-

patible within errors. We determir@it from the first value

consequence of the multiplication of the cross section withof n for which y?/Ng4¢ becomes nearly constant. This is in
x?, leading to a smaller weight for the largé region in the  accordance with standard statistical procedures. The value
extrapolation. Already a visual extrapolatione=0 gives  for y?/Ng; of 0.93 to 0.95 in Table IIl is well within the
gi . to a precision of about 3% for any given comparisonstatistically expected range. Note, however, thatNy; as

function in Figs. 8 and 9, especially if one ignores the fewexpected becomes close to undy the averagdor a large
number of pseudoexperiments, when the number of param-

0.8 eters used is sufficient to describe the data yeae Table IV
F - (a) SM95 PWA below).
Sl T h=3 With the Nijm93 potential and NI93 PWA our best choice
04F — n=4 of nis 3 according to the procedure described in the previous
ook n=5 * paragraph. This gives a small statistical extrapolation error.
T Going ton=4 gives approximately the same quality of fits

Of and does not really change the extrapolated vaILng of but

the errors become larger. With the SM95 PWA of VPI and

the Bonn B potential, the best choice fis 4. The corre-

spondinggfTi values are larger than those with the previous

two models, and so are their uncertainties. While gﬁT@

using SM95 is compatible within errors to the Nijm93 and

NI93 ones, that using Bonn B is slightly larger. The shape of

the angular distribution of the Bonn B potential fits the data

less well than those of the other modgtee Figs. 4, @),

ok and 7b)]. This difference is most probably responsible for
the relatively Iargegit value obtained in this case.

-0zt As in our preceding work, we establish the systematic

-0.4t ' . : . . . uncertainties of the extrapolation procedure from pseudodata

0 ! 22 3 * 0 ) 6 7 with uncertainties corresponding to those of the present ex-
x=qg°+1 (pion mass units)

02
~0.4 L

0.8 [
0.6F
0.4 F
0.2f

}’(X)Model - y(x>Uppsala

FIG. 9. Same as Fig. 8. The comparison functions (arethe
Virginia energy-dependent PWA SM9Y20], and (b) the Bonn B %Recall that this error has only a meaning when §féN is
potential mode([26]. close to 1.
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TABLE Ill. Values of the coupling constant obtained from polynomial fits witerms to data at 96 MeV
using the difference method for the full range of data<@®<5.8 mf,). The experimental values at the
minimum x?/Ng; are indicated in boldface. The comparison models are the Nijf@9Band Bonn B[26]
potentials, and the NI9B1L9] and SM95[20] energy-dependent PWA's. The model coupling constants are
2., (Nijm93)=g>..,(NI193)=13.58,¢> .,(SM95)=13.75, andy ., (Bonn B)=14.40.

n x*INgt 9. X*INgj 9. x*Ngg 9. x*INgt 9.
Nijm93— Uppsala NI93- Uppsala SM95- Uppsala Bonn B-Uppsala
2 1917 14.1%0.04 1.242 1416004 1333 14.020.04 1.107 15.340.03
3 0.956 14.69-0.09 0.966 14.49-0.09 1.359 14.030.09 1.081 15.460.08
4 0.956 14.540.18 0.974 14.610.18 0.962 14.77+0.18 0.932 15.01+0.18
5 0971 14.7%0.39 0970 14.980.39 0.955 15.170.38 0.951 15.0%0.38

periment, according to the following procedure. For each okather large systematic shinﬁgf,¢= —0.43 forn=4. This is
the four models mentioned above, which all have a knowng pe expected, since the Bonn-B “N193” difference fol-
coupling constant, we simulate our experimental data byows mathematically from the NI93- “Nijm93” one for
generating 10000 pseudoexperiments from the exact modgl= 4 as seen from Table IV. One has

values. The individual pseudodata are obtained by adding to

these exact values a random error with a Gaussian distribu- 5gzi(Bonn B—NI93" )

tion [6,37]. We then analyze each pseudoexperiment using i

the difference method, with the three other theoretical mod- = 6git(Bonn B—'Nijm93"" )
els as comparison models, and determine a value for the

coupling constant. The average value for this sample of —5git(Nl93—“Nijm93” )

simulations is obtained to high accuracy. We list the result of
this exercise, with all six permutations, in Table IV. The

model in quotation marks is the one used to generate th1|=_h . . .
. . Y 2 . e Bonn B potential belongs to a previous generation of
expenme_ntal pseudodata. Herne: . is the mean valug of descriptions ofNN observables as compared to the other
the coupling constant for the 10000 pseudoexperlment%odeb_ It has a notably worse value g/ Ng; with respect
while the errors quoted are standard deviations for individual, o, data than the other models. After adjustment for nor-
pseudoexperiments. _ o malization, they?/Ny; is 13.0, as compared to 5.02, 5.64,
We now discuss the systematic deviatiohg- of the  and 2.6 for Nijm93, NI93, and SM95, respectively. The
mean value in the sample from that of the true value in theBonn B potential gives a larger systematic error than those of
model (see Table V. We first note that oncg®/Ngs has  a typical realistic modern comparison function.
reached its minimum plateau close to 1 within a few percent, To summarize, polynomial fits using the difference
there are few systematic deviations clearly outside the statisnethod for the present experimental data give3 for the
tical uncertainty. The principal one occurs in the Bonft B N|93 and Nijm93 models and=4 for the SM95 and Bonn
“Nijm93” difference for n=4 with 5gi:= —0.50 B models. The value fox?/Ngy; is systematically somewhat
(—3.7%). The Bonn B-“NI93" difference also exhibits a smaller than 1, which reflects the fact that ten points have

=—0.50+0.07=—-0.43.

TABLE IV. Values of the coupling constant obtained from polynomial fits withrms to “pseudodata”
at 96 MeV using the difference method for the ranged¥< 5.&1137. The comparison models and the model
coupling constants are the same as in Tabledgtjzi is the systematic shift from the true model value.

n o XN 9. 892.  X°INg 9. 892 X°INg 9. 89>
NI93—“Nijm93” SM95 —“Nijm93” Bonn B —“Nijm93”

2 1.27 13.630.04 —-0.05 2.56 13.4¢0.04 0.08 1.67 14.860.04 —-1.27

3 1.07 13.35:0.10 0.23 1.62 12.860.10 0.72 1.08 14.460.09 -0.82

4 1.01 13.650.20 -0.07 1.01 13.820.19 -0.24 1.00 14.080.19 —-0.50

5 1.00 13.86:0.42 —-0.28 1.00 14.060.42 —-0.48 1.00 13.950.42 -0.37
Bonn B—“NI93" Bonn B —“SM95” NI93 —“SM95”

2 1.39 14.79¢0.04 -1.21 2.15 15.0¢0.04 —-1.34 1.56 13.960.04 -0.15

3 1.29 14.6%0.09 —-1.03 2.13 15.2£0.09 —1.46 1.29 14.220.09 —-0.47

4 1.02 14.0%0.19 -0.43 1.02 14.0£0.19 —-0.26 1.00 13.580.20 0.17

5 1.00 13.6720.42 —-0.09 1.00 13.640.42 0.11 1.00 13.5560.43 0.20
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their errors increased by 25% to account for uncertainties in As a by-product of the present investigation we obtain an
the carbon subtraction procedur®], as previously noted. extrapolated value gfri=14.74t 0.33(f727i=0.0814
This leads to a decrease of the OVGWNdf by about 0.07, +0.0018) for the chargedNN coupling constant using the
quite apart from the fact that smaller or larger values than Hifference method. This is consistent with the value
normally occurs in a sample. We have chosen to average the 14.52+0.26 found in our previous work at 162 Mq¥,2].
values of the four comparison models, and fng:14_74 Both these values are 3—6 % higher than those indicated by
+0.14. The systematic extrapolation uncertainty is detersN data and these problems are presently under débaie
mined from the spread of values to beD.26(1.8%), while It is noteworthy that the recent model-independent determi-
the uncertainty from normalization is 1%, i.e-0.15. Thus hation of the coupling constant from the Goldberger-
the final value for the chargedNN coupling constant from Miyazawa-OehmeéGMO) relation gives a noticeably larger

the present work is/Ng>. = 14.74* 0.14 (extrapolation and value than those derived from the indirect meth(88. The
statistical = 0.26 (sygiematib: +0.15 (normalization present value is within about two standard deviations of this

—14.74+0.33. This result is consistent with our previous independent new value. Our values depend critically on the

. 2 . L absolute normalization of thap cross sections, presently
finding, \/Ngvi__l4‘52t0'13 (extra_pol:_sltlon and statistigal inferred indirectly using theoretical assumptions about the
+0.15 (systematiz =0.17 (normalization =14.52+0.26,

unmeasured cross section in the forward hemisphere. These
extracted at 162 MeV1,2]. missing data are urgently needed, and are expected to be-
come available in the near futuf89] (see below In addi-
VI. SUMMARY AND CONCLUSIONS tion, directly measured absolutely normalizep cross sec-
ions in the backward hemisphere are expected to appear on

e market within a few yeard 3].

Our future plans include measurementsngf scattering
'l%etween 10° and 170¢c.m,) at a few energies in the 50—
180-MeV range. To this end, a new experimental setup is
under constructiof39]. The new detector system has been
éjesigned to detect either recoil protons or scattered neutrons.
1 this manner, it will be possible to cover both the backward

the total cross section. This fraction was determined by usin ngles by. detecting the recoil protons and the forward angles
y detecting the scattered neutrons. In particular, we plan to

the angular shape of a number of energy-dependent PWA'S.
The data were normalized to the average fraction, obtaine§*t€nd the data we have at 96 and 162 MeV to cover the full

from those PWA'’s, multiplied with the experimental total ang.ular range, i.e., also the forward angigs, =10°-70°. .
cross section. We estimate the normalization error td3Y including these forward-angle data, we could normalize
+1.9% our angular distributions to the totalp cross section di-

without any assumptions about the angular shape.

Thenp differential cross section has been measured at 9
MeV using the neutron beam facility at the The Svedbergt
Laboratory in Uppsala. The data from iRwjvistet al. have
been extended to cover the 74°-180° region. The data we
normalized using the totalp cross section, which has been
experimentally determined with high precision by Lisowski
et al. Since our data do not cover the full angular range, th
experiment was considered as a measurement of a fraction

A general feature is that our data have a steeper slope ir@ctly,
the 150°—-180° angular region than most of the existing data
in the same energy region. As a consequence, the slope is
also steeper than several of the current PWA'’s B po- We thank The Svedberg Laboratory crew for careful op-
tential models. A similar situation is also present at highereration of the cyclotron. We are also grateful to M. Lacombe
energies, where large data sets disagree significantly ifor discussions on contributions to the cross sections for the
shape. Paris potential, and to W. R. Gibbs for advice on producing

The np scattering cross section at 180° is used as a pripseudodata from models. T.E. acknowledges an interesting
mary standard for normalization of most other neutron-discussion with M. Rentmeester and B.L. acknowledges the
induced cross sections. Uncertainties of the order of 10% imospitality of The Svedberg Laboratory. This work was fi-
this cross section are therefore unacceptable. Remeasuringncially supported by the Swedish Natural Science Re-
the absolutenp scattering cross sections with high precisionsearch Council and by the CNRS French-Swedish Bilateral
and at several energies should be of high priority. Cooperation Program.
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