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Abstract

After completion of the data taking for the ��������� oscillation search, the CHORUS lead–scintillator
calorimeter was used in the 1998 run as an active target. High-statistics samples of charged-current
interactions were collected in the CERN SPS west area neutrino beam. This beam contained predom-
inantly muon (anti-)neutrinos from sign-selected pions and kaons. We measure the flux and energy
spectrum of the incident neutrinos and compare them with beam simulations. The neutrino–nucleon
and anti-neutrino–nucleon differential cross-sections are measured in the range �
	 �
�
�������
	�� ,
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and compare these with results from other experiments.
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Università di Cagliari and INFN, Cagliari, Italy

E. Di Capua
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1 Introduction
High-energy neutrino–nucleon scattering provides a unique view on the inner structure of the

nucleon through charged-current interactions that probe the quark-flavour structure in different ways
than with charged-lepton scattering. Previous high-statistics measurements of neutrino–nucleon interac-
tions [1, 2] have provided strong constraints on the momentum fraction of the nucleon carried by the
anti-quarks.

The precision of high-statistics measurements of structure functions is limited by the detailed
understanding of the experimental apparatus. Therefore, in large parts of the range covered experimen-
tally, the accuracy is determined by systematic uncertainties rather than statistical errors. The two high-
statistics data-sets mentioned above show significant differences in some kinematic regions. Thus addi-
tional measurements of the structure functions in a similar kinematic domain are of importance.

The CHORUS detector is well suited to perform measurements of neutrino–nucleon differential
cross-sections owing to its high-resolution calorimeter and the large acceptance of the muon spectrom-
eter for neutrino interactions in the calorimeter. In this paper, we describe a measurement of

� ��������� �
	
,� � � ������� �
	

, and � ������� �
	
, obtained in an exposure of the lead–scintillator calorimeter of the CHORUS

experiment to sign-selected neutrino and anti-neutrino beams. The high-statistics exposure of the CHO-
RUS calorimeter allows us to present the experimental differential cross-section � ��
�� � � � ��� 	 , in different
bins of the neutrino energy, with minimal model-dependence and allows QCD analyses to be performed
with these data by others.

In charged-current interactions of muon neutrinos with a nucleon, the full kinematics of the in-
teraction can be reconstructed from the measurement of the muon momentum ��� , the angle ��� of the
produced muon with respect to the beam axis, and ������� , the energy transfer to the hadronic system:

���  � �"! �#����� � (1)

�  ���$������ � (2)

� �  %��&�'� �)('*,+ � � � �- 	 � (3)

�  � �-/.10 ���$��� � (4)

where �&� is the energy of the incoming (anti-)neutrino, � is the fractional energy transfer to the hadronic
system, 2 � �

the squared four-momentum transfer,
. 0

the mass of the nucleon, and � the longitudinal
momentum fraction carried by the struck parton. In these relations, the mass of the muon and of the
neutrino have been neglected.

In the single- 3 exchange approximation, the cross-section of neutrino–nucleon scattering can be
described in terms of three structure functions that depend on two variables only, namely

�
� ������� �
	

,� � ������� � 	
, and � � � ������� � 	

:

� � 
� � ���  
4 �5 .60 � �7 ��8 ! � � � . �9 	 �

: � �- - � � � ! ��8 2;�<2 .60 � �- ��� 	 � �>= � �?2 � �- 	 � � ��@ � (5)

where
4 5 is the Fermi coupling constant and

. 9 the mass of the W boson.
For isoscalar targets (with an equal number of neutrons and protons), it can be shown that

- � � �
�  - � �BA�

� and
� ��  �BA�� , while � �CA��ED � � �� owing to the difference between the strange and the charmed

sea. In the remainder of the text we use � � �  ��� � �� ! � � A�� 	 � - and F � � �  ��� � �� 2 � � A�� 	 � - .
In the quark–parton model, corresponding with leading order and leading twist QCD, neutrinos

scatter only off quarks, and for an isoscalar target we find:- � � �  � �  G !IHG ! � ! H� !KJ)!LHJ � (6)� � �  GM2 HG ! �N2 H� !KJ 2 HJ � (7)

where G � HG 	 , � � H� 	 , and J � HJ 	 are the � - and � �
-dependent up, down, and strange quark (anti-quark) distri-

butions in the proton, respectively.
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Beyond leading order, gluons contribute to the scattering process, and the structure functions can
no longer be directly related to the quark densities. Violations of the Callan–Gross relation [3] ,

- � � �  � � , are usually expressed in terms of � ������� �
	
:

�  � 8 ! % . �0 � �� � � � �- � � � 2 8&� (8)

where � can be interpreted as the ratio of the longitudinal and transverse cross-sections,

�� � 
��

.

2 Experimental parameters
The CHORUS experiment was primarily designed to search for neutrino oscillations through �	�

production in nuclear emulsions placed in a beam of predominantly muon neutrinos [4]. The data used
for the present measurement were taken in the 1998 run, after the nuclear emulsions and the air-core
spectrometer had been removed. The available space was used to place nuclear targets used for the
measurement of nuclear dependence of the neutrino–nucleon cross-section [5].

Neutrinos are obtained from the decay of pions and kaons, produced in interactions of 450 GeV/ 

protons accelerated by the Super Proton Synchrotron at CERN, and extracted every 14.4 s in two 6 ms
spills containing typically 8���
�� 8�� � � protons each [6]. Two pulsed toroidal magnets downstream of
the production target focus either positively charged particles (neutrino mode) or negatively charged
particles (anti-neutrino mode). The decay of these charged particles results in a wide-band neutrino
beam. A shielding of 225 m of iron and 144 m of earth stops most particles, except neutrinos.

The CHORUS detector has been described in detail elsewhere [7]. Here we briefly describe the
systems that are most relevant for this analysis: the lead–scintillating-fibre calorimeter that serves as
an active target, and the magnetized-iron spectrometer that measures the muon charge, momentum, and
direction.

The CHORUS calorimeter is made of lead and scintillator in a volume ratio of four to one and has
both longitudinal and transverse segmentation [8]. Lead–scintillator modules are positioned transversely
to the neutrino beam and are read out on both sides by photomultipliers. The first section (EM) consists
of 1 mm thick scintillating fibres interspersed in lead, bundled together in modules of 4 cm � 4 cm, and
arranged in four planes with alternating vertical and horizontal orientation. The second section (HAD1)
has the same fibre/lead structure as EM, but has modules of 8 cm � 8 cm, arranged in five planes. The
third section (HAD2) has a readout unit of 10 cm � 10 cm and is constructed as a sandwich of 4 mm thick
scintillator strips with 16 mm lead strips. Eleven sets of streamer tube detectors are installed between
the calorimeter planes to aid the tracking of muons to the primary vertex. The energy reconstruction and
vertex location is performed with a neural net algorithm with two hidden layers that has been trained
both on test beam data [9] and on simulated neutrino interactions. The calorimeter energy reconstruction
is linear up to 100 GeV, at higher energies the linearity is compromised by saturation of the calorimeter
ADCs. When the scintillators of the muon spectrometer are included in the shower energy reconstruction,
an energy resolution of 20% is achieved for 8 GeV showers, improving to 12% for shower energies above
35 GeV. The same neural net also determines the longitudinal vertex position with an accuracy of 2.3 cm.
A 5% scale uncertainty is attributed to the calorimeter energy determination. This has been determined
from the observed variation of the raw calorimeter response as a function of the interaction depth of
testbeam hadrons. The uncertainty on the offset is 150 MeV, corresponding to the energy deposit of a
minimum-ionizing particle in one plane of the HAD2 section of the calorimeter ��� . An uncertainty of
2.5% is attributed to the hadronic energy resolution, corresponding to the statistical uncertainty from the
test-beam exposure. The composition of the calorimeter, used in this analysis as a target, is summarized
in Table 1.

The muon spectrometer consists of six magnetized iron disks with an outer diameter of 375 cm
and an average strength of the toroidal field of 1.7 T. The disks are interspersed with scintillating strips
used for measuring the energy leakage of showers not fully contained in the calorimeter. Drift chambers
and streamer tubes are positioned between the magnets to follow the muon trajectory and to measure
its curvature in the magnetic field. During neutrino running, negatively charged muons are bent toward
���

In the EM and HAD1 calorimeter sections the energy deposit is 50 MeV and 100 MeV per plane, respectively.
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Table 1: Material composition of the calorimeter. The column ‘other’ refers to scintillator material for
EM, HAD1, and HAD2, and to PVC and aluminium for the streamer tubes.

Planes Density Lead Iron Other � � � � � �����
(g cm � � ) (g cm � � ) (g cm � � ) (g cm � � )

EM 4 37.33 34.67 1.89 0.77 5.60 0.203
HAD1 5 76.09 71.36 3.15 1.58 11.47 0.412
HAD2 5 92.23 87.93 2.36 1.94 14.02 0.495
Streamer tubes 22 0.77 0.77 0.02 0.009
Total 1007.86 935.13 35.11 37.62 150.29 5.545

the centre of the magnets and positively charged muons are bent outward; for anti-neutrino running
the polarity is inverted. The muon momentum is determined from the curvature of its trajectory in the
toroidal magnetic field. The momentum resolution varies from 15% [10] in the 12–28 GeV/ 
 interval to
19% [7] at 70 GeV/ 
 , as measured with test-beam muons, and is well reproduced in simulations. A 2.5%
scale uncertainty is attributed to the momentum measurement due to imperfections of magnetic field
measurements, and the uncertainty on the offset is 150 MeV/ 
 .

For the 1998 run, the CHORUS trigger system [11] was adjusted to record charged-current interac-
tions with minimal bias. Three or more calorimeter planes with hits in the central parts of the HAD1 and
HAD2 sections are required, in coincidence with activity in at least two of the four most upstream spec-
trometer magnets. Neutrino interactions upstream of the detector are vetoed by means of a large plane
of veto scintillators 4 m in front of the calorimeter. The data acquisition system [12] makes it possible to
record up to 16 interactions for every accelerator cycle.

3 Analysis procedure
The accuracy of detailed simulations of wide-band neutrino beams is insufficient to be used di-

rectly for the flux normalization. Therefore, we first measure the neutrino flux and its energy spectrum
from the data. In a second step, the differential neutrino–nucleon cross-section is measured as a function
of � , � , and �&� for both neutrinos and anti-neutrinos. Finally, the measured differential cross-sections
are used to extract the structure functions

� ��������� �
	
, � � � ������� �
	

, and � ������� �
	
. An overall scale factor

is applied to the results to reproduce the neutrino and anti-neutrino total cross-sections available in the
the literature [13].

The event selection of charged-current interactions is based on the presence of a muon with a
momentum of at least 5 GeV/ 
 and an angle � � with respect to the neutrino beam direction of less than
300 mrad. To ensure a high purity, the muon candidate is required to penetrate at least four spectrometer
magnets. The interaction vertex is required to be reconstructed in the central part of the downstream
half of the EM sector or the HAD1 sector. Quasi-elastic interactions and most resonance production are
rejected by requiring a minimum hadronic energy of 4 GeV; and a maximum of 100 GeV is applied to
reject events in the non-linear regime of the calorimeter energy measurement. A summary of the number
of events surviving these criteria is shown in Table 2.

A parametrized simulation is used to correct for the finite acceptance and detector smearing. The
differential cross-section is modelled based on the GRV98LO parton distribution functions (PDF) [14].
The ratio of longitudinal to transverse structure function, � ������� �
	

, is modelled after the SLACR90
parametrization [15], and the nuclear dependence follows the parametrization of Ref. [16]. Target mass
corrections are incorporated by evaluating the PDF at the Nachtmann variable � , which is defined as

�  - � � ��8 ! � 8 ! % . �0 � � � � � 	
[17]. Suppression of the cross-section due to charm production is

taken into account by replacing � by the slow rescaling variable � ��8 !�� ��
� � � 	
[18], where we use� �  8��
	 8 GeV/ 
 � [19]. Radiative corrections are applied according to the prescription of Bardin [20].

We evaluate the uncertainty of the radiative corrections from the full difference between using GRV98 or
CCFR parton distribution functions as input. Finally, a phenomenological correction 
 ������� �
	

is applied
to the cross-section model to obtain a better description of the measured differential cross-sections at
low � �

[21]. This correction is obtained iteratively by comparing the measured cross-sections to the

3



Table 2: Numbers of events obtained for the beam flux analysis. ������� and � ����� are the horizontal coor-
dinate perpendicular to the beam and in the beam direction, respectively, while � ������ is the coordinate
perpendicular to � ���	� and the beam axis.

neutrino mode anti-neutrino mode
Run selection 3,631,967 1,031,741
Reconstructed muon 3,105,332 859,309� ���	� in plane 2–7 1,857,352 523,6092 
 ��� �
���	� , � ������ � 
 � cm 1,252,289 335,927� H� � H�
Muon charge 1,224,051 28,238 83,769 252,158� ��� 
 GeV/ 
 1,161,238 26,599 80,695 243,317% � �#����� �L8�� � GeV 898,522 17,925 64,538 147,410� � � 	�� � mrad 882,132 17,900 64,348 146,6508���� �&� � - � � GeV 870,252 17,142 62,005 145,816

model until they agree. The magnitude of this correction can reach up to 30% for � ��� 8 GeV
� � 
 � ,

but is negligible for � ��� 
 GeV
� � 
 � . We apply a systematic uncertainty due to these corrections by

evaluating the difference in acceptance between the default cross-section model and a model without
phenomenological corrections.

The detector smearing and muon reconstruction efficiency have been evaluated making use of a
GEANT3 [22] simulation incorporating a detailed description of the detector geometry. We find that the
detector response depends predominantly on the muon momentum, the hadronic energy, and the longitu-
dinal vertex position. The events are binned in these three variables, and the resolutions and efficiency are
determined for each combination. While most detector resolutions behave as expected from test-beam
data, some degradation of the muon-momentum resolution and reconstruction efficiency is observed for
neutrino interactions with large shower leakage into the muon spectrometer. We have compared the hit
multiplicity between data and simulation of events with a high energy hadronic shower and a vertex posi-
tion in the downstream part of the detector. We find that the multiplicities are consistent between data and
the full detector simulation. An uncertainty of 5% is attributed to the fraction of events not reconstructed.
This value was estimated by observing the difference of the results of the simplified simulation and the
full simulation of the detector response.

To ensure that the reported values refer to the centre of each bin and not to the average over the
bin, bin-centring corrections are applied to the data. This correction is determined as the ratio between
the beam flux or cross-section at the centre of the bin and the average value over the bin, calculated from
the beam flux and cross-section models. For most bins, the correction is well below 10%.

Systematic uncertainties are evaluated by repeating the analysis with either a 1



shift or taking the
difference between two models. The sources of systematic uncertainties and the applied variations are
listed in Table 3.

A more detailed description of the analysis procedure can be found in Refs. [21, 23].

4 Beam flux measurement
For the beam flux measurement the data are binned in 10 bins of � � with variable bin size, from

10 GeV to 200 GeV. After acceptance corrections, the yield is normalized to the thickness of the fiducial
volume; to the number of protons delivered on target, measured with beam current transformers (BCT)
and corrected for the detector dead-time; and to the total neutrino–nucleon cross-section [13]:
 ���� � 
 ��� � ���  � � ������� = � � � 8 % 	 � 8�� � � 	 cm

�
GeV � � � (9)
 A���� � 
 A��� � � A�  � � ��
�� � = � � � ��� 	 
 ���� � (10)

In the energy range relevant for this analysis, the non-linearity of the neutrino–nucleon cross-
section is smaller than 1% per 100 GeV and the anti-neutrino to neutrino cross-section less than 0.5%
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Table 3: Overview of the variations applied to evaluate systematic uncertainties. The uncertainty from
the calibration of the beam current transformer (BCT) affects the beam flux measurement, but cancels
for the cross-section and structure function measurements.

Error source Variation
Hadronic energy scale 5%
Hadronic energy offset 150 MeV
Hadronic energy resolution 2.5%
Muon momentum scale 2.5%
Muon momentum offset 150 MeV/ 

Reconstruction inefficiency = 
��
Total � -nucleon cross-section 2.1%
Ratio of H� -nucleon and � -nucleon cross-section 1.4%
Non-linearity of the � -nucleon cross-section 1%/100 GeV
Non-linearity of the H� -nucleon to � -nucleon cross-section ratio 0.5%/100 GeV
Acceptance corrections with/without pheno-

menological corrections
Radiative corrections CCFR/GRV98
Callan–Gross violation � = - ���
Strange sea F � � � = - ���
BCT calibration (beam flux only) 2%

per 100 GeV. A correction for the neutron excess in the target is applied to the flux measurement such that
the measured flux is defined as the rate of interactions on an isoscalar target. The size of this correction
is about –6% (+6%) for the neutrino (anti-neutrino) flux.

The results are shown in Fig. 1 and are compared with the prediction from the CHORUS beam
simulation GBEAM [24, 25], a GEANT3 simulation of the neutrino beam, using the FLUKA [26] pack-
age for the primary hadronic interactions. We find that the energy spectra are well predicted by the beam
simulations, but the absolute yields are overestimated by about 10% (20% for anti-neutrinos). Our mea-
surements are in agreement with the NOMAD measurements of the same beam [27]. For the Monte
Carlo generation, the neutrino spectra are fitted to a smooth function:

� � ��� 	  ����	�
� � � 2 �&�� � 2 � ���� � ! ���	�

� � � 2 ���� � 2 � ���� � � (11)

where the first term represents the soft component from pion decay and the second term represents the
hard component from kaon decay.

5 Measurement of the differential cross-sections
The differential cross-section measurement is normalized to the total neutrino–nucleon cross-

section and is thus not affected by the discrepancies between the beam simulation and the beam flux
measurement. For the determination of the differential cross-sections, the neutrino and anti-neutrino data
are counted in bins of � , � , � � . Only the focused components of the neutrino and anti-neutrino beam
exposures are used. The data sample and the selection criteria are identical to those used for the beam
flux measurement. The cuts on � � , � � , and ������� restrict the kinematical domain of the differential cross-
section measurement. Only those bins that are fully contained within the kinematical cuts are accepted
for the analysis.

The differential cross-section is determined by the ratio of events
� � ��
 � �
�/� ��� 	 to the total number

of neutrino interactions in the same energy bin:8�&� �
�$


� � ���  

 ��� ��&�

� � ��
 � �
�/� ��� 	
� � ��
 	 F �
� F?��� � (12)

where F �	� and F?��� are the sizes of the bins in � and � respectively, and

 ��� � is the total � � cross-section

according to Eq 9–10, corrected for the neutron excess in the target.
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Smearing and efficiency corrections are calculated bin-by-bin by taking the ratio of the number
of events generated with the true value in a bin to the number of events reconstructed with the smeared
values in that bin. From an event migration study we find that 64% of the events is reconstructed in
the right energy bin, 41% in the right � -bin and 67% in the right � -bin. The results of the differential
cross-section measurement are shown in Fig. 2. The differential cross-section has not been corrected for
the non-isoscalarity of the target and thus refers to the cross-section on the material of the CHORUS
calorimeter, which is 93% lead, 3.5% iron and 3.5% other materials.

The differential cross-section of the model is shown as a curve in Fig. 2. The agreement between
the measurement and the model validates the use of the model for the calculation of the acceptance and
smearing corrections applied to the data.

Several characteristic properties of the differential neutrino–nucleon cross-section can be observed
in Fig. 2. The numerical values of all measurements reported in the figures are available in Ref. [28].
At low � , it is expected that the cross-section is dominated by scattering off sea quarks, and indeed
the relative difference between the measured neutrino and anti-neutrino cross-sections is small. Scaling
violations, predicted by QCD, are also visible: at low � the cross-section increases with �<� , while at high� the cross-section decreases with ��� .
6 Structure function extraction

To extract structure functions corresponding to an isoscalar target, the cross-section data are cor-
rected for radiative effects and for the 9.7% excess of neutrons in the target, based on the difference
between the G and � ( HG and H� ) distributions in the GRV98LO parton distributions. Isoscalarity correc-
tions are most significant at high � , but never exceed 15%. The cross-section points are grouped in bins of
( � , � �

). The binning in � is the same as used for the differential cross-section measurement. The binning
in � �

is equidistant in ����� � � �
	
and divides the range 0.1–100 GeV

� � 
 � into 15 bins. The low- � �
bins

have more entries at low � , while the high- � �
bins have more entries at high � . A correction is applied

to shift the cross-section points to the centre of each � �
bin.

The � dependence of both neutrino and anti-neutrino data is then used to extract the structure
functions

� � ������� � 	
, � � � ������� � 	

, and � ������� � 	
, by applying a linear 3-parameter fit in each ������� � 	

bin according to Eqs. (5) and (8). The results for � ������� �
	
are shown in Fig. 3 and compared with the

SLACR90 parametrization.
Since the results on � ������� � 	

are in agreement with the more precise measurements from charged-
lepton scattering, � is fixed to the SLACR90 parametrization to improve the precision and extend kine-
matic range for the extraction of the structure functions

� � ������� � 	
and � � � ������� � 	

. The results are shown
in Figs. 4 and 5 and compared with the results from the CCFR [1] and CDHSW [2] experiments. For� � � ������� � 	

our results are in agreement with both experiments. For
� � ������� � 	

, where the two other
experiments disagree, our data favour the CCFR results and confirm the expectation that the difference
between the nucleon structure functions of lead and iron is small. Preliminary NuTeV results [29] are in
agreement with the CCFR data for low and intermediate � but indicate higher values of

� � for � � � ��
 
 .
Due to the relatively large systematic uncertainty at high � and the difference in target material, we are
not able to distinguish between the two.

7 Conclusion
Using data from the 1998 CHORUS run, we measure the muon neutrino and anti-neutrino beam

flux and energy spectra. Detailed beam simulations give a good prediction of the energy spectra but
overestimate the absolute flux by 10% for the neutrino component and by 20% for the anti-neutrino
component. We provide the first high-statistics measurement of the differential (anti-)neutrino cross-
sections on a target predominantly made of lead as a function of the neutrino energy and the Björken
variables � and � . The differential cross-sections are used to extract the structure functions � ������� �
	

,� � ������� � 	
, and � � � ������� � 	

. Our data on � are in agreement with SLAC data and our measurement of� � � agrees with both CCFR and CDHSW. Our measurement of
� � favours the CCFR data over CDHSW.
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Figure 1: Measurements of the neutrino beam fluxes for neutrino beam (left) and anti-neutrino beam
(right). The measurements (solid triangles) are compared with the GBEAM simulation (open triangles).
The solid (dashed) lines indicate fits to the data (simulation) described in the text.

8



Eν(GeV)
 25

x

0.020

0.045

0.080

0.125

0.175

0.225

0.275

0.350

0.450

0.550

0.0 1.0
y

0.650

 35  45  55
 = ν

 70
 = ν

−

 90 110 130

0.0

1.0

2.0

170

0.0

1.0

2.0

0.0

1.0

2.0

0.0

1.0

2.0

0.0

1.0

2.0

0.0

1.0

2.0

0.0
0.5
1.0
1.5

0.0

0.5

1.0

0.0

0.5

0.0
0.2
0.4
0.6

0.0

0.2

0.4

Figure 2: Measured differential cross-sections of neutrino–nucleon scattering on the CHORUS calorime-
ter. Points are from data where the inner bar represents the statistical uncertainty and the outer error bar
the quadratic sum of statistical and systematic uncertainties. The curves indicate the cross-section model
described in the text. Numerical values of these measurements are available in Ref. [28].
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Figure 3: Result of the extraction of the structure function � ������� �
	
. Points are from data where the

inner bar represents the statistical uncertainty and the outer error bar the quadratic sum of statistical and
systematic uncertainties. The curves indicate the SLACR90 parametrization. Numerical values of these
measurements are available in Ref. [28].
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Figure 4: Comparison of our
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results with measurements from CCFR and CDHSW. The inner
bars represent the statistical uncertainties and the outer bars the quadratic sum of statistical and systematic
uncertainties. Numerical values of these measurements are available in Ref. [28].
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Figure 5: Comparison of our � � � ������� �
	
results with measurements from CCFR and CDHSW. The

inner bars represent the statistical uncertainties and the outer bars the quadratic sum of statistical and
systematic uncertainties. Numerical values of these measurements are available in Ref. [28].
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