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Abstract

This presentation describes the experience of the
RHIC/ATLAS Computing Facility (RCF/ACF) in building
and managing its 2,700+ CPU (and growing) Linux Farm
at Brookhaven National Laboratory over the past 6+ years.
We describe how hardware cost & configuration, resource
requirements, software support and other considerations
have played a role in the process of steering the growth
of the RCF/ACF Linux Farm in the midst of an ongoing
transition from being a generally local resourceto aglobal,
Grid-aware resource within a larger, distributed computing
environment.

INTRODUCTION

The RHIC Computing Facility (RCF) is a large scale
data processing facility at Brookhaven National Labora-
tory (BNL) for the Relativistic Heavy lon Collider (RHIC),
a collider dedicated to high-energy nuclear physics experi-
ments. It providesfor the computational needs of the RHIC
experiments, including batch, mail, printing and data stor-
age. Asthe U.S. Tier 1 Center for ATLAS computing, the
ATLAS Computing Facility (ACF) providesfor the compu-
tational needs of the U.S. collaboratorsin ATLAS. Increas-
ing support for Grid-like technologies is transforming the
RCF/ACF from alocal into a globally available computing
resource, with growing design and operational complexity
that requires increasing staffing levels (see Fig. ??) to han-
dle additional responsibilities.
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Figure 1: Staffing Levelsat the RCF/ACF.
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THE LINUX FARM —PAST, FUTURE AND
PRESENT

The Linux Farm is the main source of CPU and dis-
tributed storage resources and the user interface to other
services such as HPSS (mass storage), NFS (central stor-
age) and AFS within the RCF/ACF. The fast growth of the
Linux Farm cluster and the appearance of Grid-like tech-
nologies have a direct impact on the operation, manage-
ment and availability of the Linux Farm. We discuss be-
low how these changes are creating changes in manage-
ment philosophy, hardware reguirements, software support
and security-related matters.

Change in Management Philosophy

The growth of the Linux Farm cluster makes it impera-
tive to have a scalable, automated monitoring (see Fig. ??)
and management system with capabilities such as remote
power management and predictive hardware failure anal-
ysis. The ability to quickly and accurately determine the
status of the cluster is important for prompt problem reso-
Iution and service restoration. Serversare no longer treated
as individua servers but as part of a larger collective of
servers. High availability is based on the sheer number of
identical servers, not on the 24-hour availability of individ-
ual servers. Increasingly larger clusters are only manage-
ableif serversareidentically built, hardware and software-
wise. For this reason, building specialized, custom servers
within the Linux Farmis discouraged.

Evolution in Hardware Requirements

Early versions of the Linux operating system (OS) co-
incided with the appearance of desktops and servers built
with commodity hardware in the early 90's, and rack-
mounted servers generally appeared in computer centersin
themid 90's. The growth of the Linux Farm also coincided
with adrop in server price (see Fig. ?? and ??). A parallel
dropin price for server-based disk storage (see Fig. ?? and
??) and the Grid-driven interest for distributed storage has
changed the focus of our hardware acquisitions from be-
ing solely CPU-driven to CPU & storage-capacity driven,
since, based on our experience, centralized fiber-channel
storage is several times more expensive than server-based
storage (SCSI, SATA or IDE technologies). Fig. ?? shows
how we increased the storage-capacity per server in our
most recent hardware acquisition cycles. To keep hard-
ware reliability high, we have restricted our acquisitionsto
high-quality vendorswhich can deliver serversand scalable

1149



f'Ei\e Edit Wiew Go Bookmarks Tools Window Help

i_ : " . _ ) N == S
| o © et Reload  Stop & https://ganglia0l.rcf.bnl.gov/?m=&r=month&s=descending&hc=4 .
' ZhHome | ‘WfBookmarks ¢ Red Hat, Inc. 4 Red Hat Network (4§ Support 25Shop 4Products 5 Training
-
BNL RHIC and ATLAS Computing Facility Grid Report for Mon.
puting ¥ pa ’ Get Fresh Data
BROOKHEUEN 55020152534 -0am [
NATIONAL LABORATORY
Last Imonth j Sorted IdES(EHdIﬂg j
BNL RHIC and ATLAS Computing Facility Grid > I --Choose a Source j
BNL RHIC and ATLAS Computing Facility Grid (10 sources) (tree view)
CPUs Total: 2616 NL RHIC and ATLAS Computing Facility Grid Load Tast norifi NL RHIC and ATLAS Computing Facility Grid cPU last montl
Hosts up: 1306 : 100 !
. . £ 2ok Y - ]
Hosts down: 1 £ ) Wwﬁ"’ﬂmf ot s 0 i g S
< 10 ¢ T T
= w Mt Tl
wvg Load (15,5, Im): |~ 4 . i ﬂii“liﬂlﬁ &
T6% "0%. 76 week 34 week 25 weelk 38 week 37 o -
itk ! 5 X week 34 Week 3% we
Local . O 1-min Load [@ Hodes B CPUs B Runhing Processes
ocalime : W user cPU [ Wice cPu W system cPU [0 Idle cPU
2004-09-13 15:28
ATLAS Linux Cluster (physical view)
CPUs Total: 170 ATLAS Linux Cluster Load last month ATLAS Linux Cluster CPU last nonth
Hosts up: 85 " 3 1 100 ! v
Hosts down: ] Z 9ED ih fd\,! ﬁﬂ'f'\-ﬁ A t"ﬂ!ﬂv]‘ = w ) -
g w L : B = -
ER L :
\vg Load (15,5, Im): | =~ @ ; - 1 ]
113%. 131%, 130% week 34 weelk 35 week 38 week 37 e e i R
Local . O 1-min Load [ Hodes B CPUs B Runhing Processes
ocalime R W User CPU [ Kice cPU M System CPU [ Idle CRU
2004-00-13 15:28 E
% &b «# E3 @ | Transfering data from ganglia0l.rcf.bnl.gov... | |- 5 |G

Figure 2: The ganglia[?] monitoring software at the RCF/ACF.

cluster management software with minimal labor-intensive
mai ntenance requirements.
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Figure 3: Growth of the Linux Farm over time.
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Figure 4. Server cost based on price/performance.
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Figure5: Cost of local storage over time.

Evolution in Software Support

Gradual changes in software support at the Linux Farm
are also occurring to keep up with changing needs. In the
recent past, locally-built, commercially available or open-
source software was chosen on the basis of familiarity, lo-
cal requirements and ease of use. The fast growth of the
Linux Farm and the transformation to a globally available
resource make software scalability and inter-operability
with other sites more critical than inthe past, and it islead-
ing the Linux Farm towards a loose set of basic, mutually
acceptabl e software packages that are common among dif-
ferent sites. Criteria for defining this common set of soft-
ware packagesis still being defined, but open-source, wide
acceptance and scalability are important considerations at
the RCF/ACF. Table ?? summarizes some of the major
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Figure 6: Growth of loca storage capacity in the Linux
Farm cluster.
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Figure 7. Growth of storage capacity per server in the
Linux Farm.

transitions in software package support within the Linux
Farm over the last few years.

Table 1: Software Evolution

Package Old New Date
(O] RH Linux 8 SL 3 2004
Batch Home-Built | Condor/LSF | 2004/2000
Monitoring | Home-Built Ganglia 2003
Security NIS K5/GSI 2003/2004
Dist. Stor. - HRM/dCache 2004/?

An example of a new software package that meets our
evolving requirements is the Condor [?] batch system.
Fig. ?? shows the monitoring interface for Condor that al-
lows the RCF/ACF track usage of this batch system.

Security

As in many computer facilities, the RCF/ACF started
with telnet/NIS in the 90's. Security concerns stemming
from frequent cyber-attacks at U.S. and foreign computer
centers (many of linked to scientific laboratories) caused
the RCF/ACF to devote more resources to cyber-security.
It led to the installation of firewalls, creation of gatekeeper
servers and a migration to ssh (secure shell) as the ac-
cess method at the RCF/ACF. The Linux Farm is currently

only accessible through these dedicated gatekeepers. Se-
curity updates for the Linux Farm OS have become more
common-place, and OS upgrades in general must pass
higher security standards than in the past.

Thereison-goingtransition to Kerberos 5 (K5) authenti-
cation, with the eventual phasing out of NIS authentication.
Testing and support of GSI authentication are also growing,
mainly among those services where this form of authenti-
cation is required.

Currently, authorization and authentication are con-
trolled by the local site. A migration to GSI will require a
central CA (Certificate Authority) and regional VO's (Vir-
tual Organization) for authorization and initial authentica-
tion. The RCF/ACF aso foresees the possibility of accept-
ing certificates from a finite number of CA’s (rather than a
single one). The local sites would perform final authenti-
cation before granting access to local resources. The tran-
sition from complete to partial control over security issues
has been and will continue to be difficult due to concerns
about loss of control over security issues at local sites.

SUMMARY

The RCF/ACF Linux Farm is undergoing many changes
initstransition from alocal to aglobal facility.

Building reliable computer clusters with commodity
hardware with open-source software has become preva-
lent and affordable. Major computer vendors have been
offering an increasing variety of servers built with com-
modity hardware, insuring that prices will stay competitive
for the foreseable future. Distributed storage has also be-
come increasingly feasible as cost for disk storage drops,
although major questions about management software re-
main unanswered. Tests with dCache [?] look promising.
Inter-operability with remote sites has and will continue to
play an increasingly important role in our choice of soft-
ware packages.

A transition to a globally available computing resource
will likely take longer and be more difficult than generally
expected. Changesin hardware and software requirements
must be complemented by changesin management and op-
erational philosophies, particularly with regardsto security
and user access issues.
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Figure 8: The graphical monitoring interface for the condor batch system.
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