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Abstract.

We compare 3 methods of classification used in High Energy
physics:cut on the most discriminating variable,discriminant
analysis,neural network.We apply these methods to 2 problems: the
classification of an hadronic event according to the primary
quark,when considering the variables computed from the tracks of
the entire event or from only the most energetic jet.

1-Introduction

Some works have been devoted to the comparison of discriminant
analysis and neural networks[1],but the application was not a
problem of high energy physics where the data are noisy and where
the different classes overlap strongly.

A first attempt was done for the classification of b quark
events[2],but the variables connected with the vertex detector were
not used,and only one class was considered. v

In this paper,we'll use variables extracted from the vertex
detector of ALEPH and we'll consider b and c quark events.

In a first part of this paper,we recall the different methods
used to classify hadronic events,in a second part,we present the
different results.

2-Methods

With a detector equiped with a detector of vertex,the most
discrimininating variable to classify b quark events is the
variable connected to the outputs of this detector.When the
detector of vertex is absent,the sphericity product is the most



discriminating variable[2].

For the 3 methods,we proceed the same way to get our
results.The ouputs of the 3 methods are presented in histograms for
the different classes(figures 1 to 4).From these histograms,with a
moving cut,we can get samples with increasing purity.For each
position of the cut we define the following parameters for the
events above the cut: )

-purity for one class=(# of true events of the class)/(# of
events classified in this class)

-efficiency for one class=({# of true events of the
class)/(total # of events of the class)

Then for every method and different classes,we can draw the
curves purity/efficiency.

In the first method we use the variables connected to the
impact parameter defined for the entire event and for one jet[3].

For the study of  the 2 other methods,we have generated 150
variables with the ALEPH Monte-Carlo.The detector is then fully
simulated:the variables are very noisy and the different classes
overlap strongly.These variables are diveded into 2 groups:the
first group is the group of the variables which consider all the
tracks of one event;the second group the variables are computed
with the tracks of the 2 most energetic jets[4-6].

We choose the same set of selected variables for the
discriminant analysis and for the MLP neural network.To select the
variables we use the method called F-test,this method is presented
in reference [2].

For the study of the entire event,the first wvariable is the
variable connected with the impact parameter.We find then variables
connected with all the tracks as the sphericity product or 3-D
invariants and variables connected with the jets or groups of
tracks as Wisconsin variables[5].

We have selected 20 of these variables.

When we consider only the 2 most energetic jets,the number of
variables is more limited.Using The same F-test method,we have also
selected 20 variables.

These 2 sets of variables are computed on 10000 events of each
of the 3 classes:b quark events,c quark events and light quark



envents have feeded the learning of a discriminant analysis and the
learning of a MLP neural network with 2 hidden layers.This network
has 20 inputs,2 layers of 20 and 8 neurons and a layer with 3
outputs.

The test was done with a different sample of 73376 events.

3-Results

We have <classified the test set of the 2 cases with
discriminant analysis and neural network.

For the entire event case the percentage of well classified
events 1is 67.2 for discriminant analysis and 71.2 for neural
network.

For the classication from one jet the percentage is 62.4 for
discriminant analysis and 66.6 for neural network.

In figures 5-8,we give the comparisons of the curves
purity/efficiency for the differents cases and the b and c¢ quark
events classes.We can see that the multivariate methods are more
powerful than the single variable method.In the b quark events
classes,the discriminant analysis is almost as powerful than the
neural network:this class is almost linearly separable from the
other classes because the impact parameter variable 1is very
powerful.The conclusion was different when the impact variable was
not used[2].

' But in the c quark events class, the conclusion is
different.The single variable method does not give a
result;discriminant analysis gives a result inferior to the neural
network result:it is more difficult to separate,with a simple
classification,the c quark events from the others.

4-Conclusion

We have compared 3 methods of <classification.The most
efficient one is the neural network;but when one variable is
strongly discriminating,the discriminant analysis gives a good
result.Only these 2 methods allows a separation of c¢ quark events
from b quark events.
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figure captions

Figure 1l-Histograms of the impact parameter variable of the
entire event for the 3 classes:b quark events,c quark events,light

quark events.

Figure 2-Histograms of the impact parameter variable of the

most energetic jet.

Figure 3-Outputs of the disriminant analysis.
-1:b quark
-2:¢c quark
-3:1light quark
-4:not b quark
-5:not ¢ quark
-6:not light quark

Figure 4-Outputs of the MLP neural network

Figure 5-Pur/eff for b quark,all the tracks
star:single variable
lozenge:discriminant analysis
circle:MLP neural network

Figure 6-Pur/eff for c quark,all the tracks

Figure 7-Pur/eff for b quark,one jet

Figure 8-Pur/eff for ¢ quark,one jet



Figure 1
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Figure 2
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Figure 3
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Figure 4
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Figure 5
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Figure 6
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Figure 7
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Figure 8
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