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Abstract

The high antiproton-proton luminosity obtained by using a target system consisting of a hydrogen
gas-jet crossing a coasting beam of cooled antiprotons circulating in one of the rings of CERN’s ISR
provides the possibility to measure low cross section reactions with very high precision. We present
measurements of the antiproton-proton elastic cross-section at 90 CM at incident momenta between
3.5 GeV/c and 5.7 GeV/c. The precision of these measurements is much higher than previously
reported results. The data show that the cross-section of this reaction decreases faster than s~'? over
this momentum range.
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1. Introduction.

The experiment R-704 at the CERN ISR used a circulating antiproton beam and a hydrogen
gas-jet target to obtain very high antiproton-proton luminosity. Although the cxperiment was
dedicated to the detection of electromagnetic decays of charmonium [1-51, a few runs with a tngger
accepting hadrons were performed. The integrated luminosity collected during these runs is sufficient to
provide precision data on some processes which were rather poorly measured earlier due to low
statistics. Iere, we present measurements of the antiproton-proton elastic cross-section at a center of
mass angle of 90° and incident momenta between 3.5 GeV/c and 5.7 GeV/e.

2. Experimental Apparatus.

The R-704 detector system consisted of two non-magnetic spectrometer arms mounted
symmetrically around the interaction region, covering the polar angle from 17° to 66° in the laboratory
frame. Fach arm covered an azimuth of 45° and consisted of a section designed for charged particle
tracking followed by a segmented electromagnetic calorimeter. The first part consisted of scintillation
hodoscopes used for triggering on charged particles, a threshold Cherenkov counter for triggering on
electrons, and a set of multiwire proportional chambers (MWPCs) for tracking. Each detector arm
included two MWPCs, placed at distances of 30 ¢m and 82.5 cm from the small antiproton-proton
interaction region (with a volume of about 1 cm?). Each chamber contained threc wire planes at
different orentations. 'The wire spacing was 2 mm. The calorimeter part consisted of a precalorimeter
(a lead/scintillator sandwich of 5X,), proportional chambers with analog readout, a scintillator
“shower” hodoscope and finally a lead-glass wall (10Xg). A system of veto counters surrounded the
two detector arms covering a polar angle from 1.7° to 77" and the full azimuthal angle. The remaining
solid angle (polar angles less than 1.7° and larger than 77°) remained uncovered. Small angle elastic
scattering events were used for luminosity measurement and monitoring. The recoiling protons were
detected with a sct of silicon counters mounted at polar angles ranging from 84° to 87° with respect to
the incoming beam. Another measure of the luminosity was deduced from simple coincidence rates in
pairs of scintillators. All luminosity monitors were real-time gated.

An extensive description of the apparatus is found in ref. [1].
3. Data Collection and Analysis.
a} Trigger:

The data collected can be grouped in four sets of incident momenta. The momenta and the
momentum ranges arc the following : 36504£25 MeV/c, 3830£10 MeV/c, 407045 MeVic and
56504100 McV/c. The momentum range covered in each of thesc bins corresponds to the range
covered when scanning for charmonium. The trigger was designed to accept cvents with a single
charged particle in each detector arm, and no signal in the veto counters. The charged multiplicity
should not be larger than 1 in any of the hodoscope or shower hodoscope plancs. In order to be able
to correct for losses due to this tight multiplicity requirement, a few runs were performed without any
requirements on the hodoscope multiplicity. We refer to [1] for further details on the trigger, but recall
here that the definition of a charged particle in a detector arm required a hit in all scintillator plancs,
including the shower scintillator plane which was situated downstream of 5 radiation lengths (0.3
nuclear collision length) of material. No specific kinematical corrclation was required at the trigger
level. However, in order to reduce the rate further, events with particles at small angles in both detector
arms were rejected. In addition to providing data for this analysis, these “hadron runs” were also uscd
as a tool to study the performance of the detector.

b) Data reduction :

In order to speed up the analysis, the hit pattern in.the MWPCs was studied before track
reconstruction. Unless contaminated with clusters due to chamber noise or some kind of physical



process (e.g. back-scattering from the calorimeter), one should, for an elastic event, expect just onc
cluster of hits in each of the six MWPC planes in a detector arm. A mild requirement was imposed in
both arms independently; if two or more clusters were found in at least two of the first three MWPC
planes, the trigger was rejected. ‘This cut effectively removed multitrack events, hence increasing the
speed of the analysis considerably. The loss of good events due to this filter was studied by analysing a
few runs twice, once with and once without this filter. It was found that (6.842)% of the events werc
lost due to the filter. The remaining triggers were subjected to track reconstruction. Whenever a
combination of tracks with a good vertex reconstruction also satisfied elastic kinematics to within
certain cuts in coplanarity and the opening angle, the cvent was retained (see fig. 1).

¢} Final analysis :

The remaining events werc subjected to a kincmatical fit, uvsing encrgy and momentum
conservation as constraints. Only events with a x*/nd of less than 10 were retained (nd is the number
of degrees of freedom in the fit). The remaining background was studied in two different ways. First,
the distribution of the confidence level deduced from the x? distribution was studied, it is expected to
be flat for a sample with only good events. An accumulation of cvents towards low confidence levels
was interpreted as the presence of background (fig 2). A way to check this method was to use a sample
of background frec y — e*e™ events [1]. Unfortunately this sample did not contain more than 158
events, but its study suggests that the background is slightly overestimated using this method. This first
method was cross-checked by studying a bi-dimensional plot of the coplanarity vs. the difference
between the expected and rcconstructed polar angle for one of the tracks (sce fig. 1). This yiclded
results compatible with the first method. In conclusion, we adopted the first method, but assigned a
systicmatic crror of 4 % to the cross-section calculation due to a possible over-estimate of the
background. The background level varied between 10% and 30% depending on the incident
momentum.

4. Cross-section calculation.

Only cvents with |cos(0*)] < 0.04, where 0* is the centre of mass scattering angle, were
considered. Background and correction factors were cstimated separately for cach encrgy, and for
different trigger conditions. The cross-section is given by :

de N = Np

= (N
dQ 27 Acos(0*) 1, K

where N is the number of events, Np is the number of background events, Acos(9*) is the range in the
cosine of the scattering angle at which events were collected (Acos(0™*) = 0.08), I, is the integrated
luminosity and K is a correction factor accounting for geometrical acceptance and inefliciencies. The
geometrical acceptance was calculated by Monte-Carlo and found to be ranging between 21% and
25%, depending on incident momentum and trigger matrix setting. The correction factor due to the
tight trigger multiplicity requirement accepting one and only onc hit in cach scintillator planc was
estimated by studying particularily good event candidates of runs without any condition on the
multiplicity. This correction turncd out to be rather large; just 47.3+0.5 % of the elastics had
multiplicity of exactly I in all of the hodoscope planes. This is explained by the large fraction of
protons (or antiprotons) cxpected to initiate a hadronic shower in one of the precalonmeters, cach of a
thickness of 0.3 interaction length, hence the charged multiplicity often becomes larger than | at the
entrance of the shower hodoscope. Another trigger incfficicncy is due to the possibility that the charged
particles could be stopped altogether before reaching the shower hodoscope.  Unfortunately, a
correction due to this effect cannot be estimated from our data. Tlowever, knowing the mean range of
protons of a few GeV/e, one may estimate the loss duc 1o this effect to be about 5% (with a small
variation over our cncrgy range). The product of the remaining cfficiencies (MWPC filter and
reconstruction efficiencics) was typically somewhcere between 80% and 85%. The correction factor, K,
was cstimated on a run to run basis, and was typically somewhere between 0.07 and 0.09. In table 1
we summarize the results.



5. Discussion.

In fig. 3 we show a log-log plot of do/dt at 90" CM versus s, the square of the centre of mass
energy. The precision of our data points with respect to previous measurements is clearly visible. A fit
of the form s~ has been performed using our four data points, neglecting the systematic errors. The
fitted value is n=12.3, but clearly the data do not seem to behave according to a power law of this
type. When compared with pp data, it is noted that the pp cross-section falls off much faster than the
pp cross-section. This contradicts two well known maodels for elastic scattering, the dimensional
counting rule [6], and the constituent interchange model [7], both predicting power law behaviour of
the cross-section with the same exponent for both the pp and the pp case (n=10 and n=12
respectively). In fig.4 we show the ratio between the pp and the pp elastic scattering cross-section at
90° as a function of s. Qur data confirm the previously noted trend of a change of this ratio over the
range of energies for these measurements [ 8].

6. Conclusions.

We have presented measurements of the antiproton-proton clastic cross-section at 90% CM for
several incident momenta in the range between 3.6 and 5.7 Gev/c. The precision of these
measurements is superior to previously reported measurements from dedicated experiments. The
cross-section seems to fall off faster than s™*? over this energy range.

Table 1. Summary of results for the measurements of the antiproton-proton elastic scattering
cross-section at 90° CM.

P N L de/dQ2 —t de/dt Relative error( %)
GeVic nb~! ubjster | {GeV/e)? | ub/(GeV/c)? stat syst
3.65 3151 | 12.04 4.75 2.65 11.20 1.8 10.0
3.83 684 2.16 4.12 2.78 9.29 3.8 10.0
4.07 1577 10.32 2.23 3.03 4.61 2.6 10.0
5.65 107 21.06 0.043 4.50 0.060 19.0 13.0
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Figure captions.

Fig.1)

Scatter plot of the coplanarity versus A(6) for a sample of triggers. The coplanarity is defined as cos(&),
where ¢ is the angle between the incoming beam and a vector normal to the plane spanned by the two
outgoing particles. A(8) is the expected minus reconstructed polar angle in arm 1 of the detector. The
small square indicates the limit for accepted events (jcos(£)|=0.01 and {Af[=15 mrad). The region
between the large and the small square was studied in order to get an estimate of the background.

Fig.2a)
Distribution of the kinematical y? per degree of freedom (x?/nd) for the elastic scattering hypothesis.
The events are those passing the cuts mentioned in figure 1.

Fig.2b)
Confidence level {c.l.) distribution. The curve is a straight line fit to the distribution between cl.=0.2
and ¢.l.= 1, and was used to estimate the background level in the sample.

Fig.3)

The pp and pp elastic differential cross-sections at 90° CM as function of the square of the CM
energy, s. Open circles are pp data from [13]. These data fit well to the drawn curve proportional to
s~%. The remaining points are pp data. Shaded circles from this expenment. Otherwise from [9]
(open square), [10] (open triangle), {11] (shaded triangle) and [12] (shaded square). The lower curve
is an 8”0 fit to four data points of this experiment, neglecting systematic errors. One obtains
n=12.340.2, but evidently the data do not seem to follow this kind of a power law.

Fig.4)

The ratio between pp and pp elastic cross-sections at 90° as function of s. The figure is taken from [8]
with our data points (shaded circles) added. The pp data used for calculating these ratios for our data
points are from [13].
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