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Abstract

The CMS datagrid systemwill storemary typesof datamaintainedby the CMS collaboration.An
importanttypeof datais theeventdata,whichis definedin this noteasall datathatdirectly represents
simulated,raw, or reconstructedCMS physicsevents. Marny views on this datawill exist simulta-
neously To a CMS physicscodeimplementerthis datawill appearas C++ objects,to a taperobot
operatotthe datawill appeaiasfiles. This noteidentifiesdifferentviewsthatcanexist, describegach
of them,andinterrelateshemby placingtheminto a vertical stack. This particularstackintegrates
several existing architecturaktructuresandis thereforea plausiblebasisfor further prototypingand
architecturalvork.
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1 Some terminology: objects, events, data products

The CMS experimenthasanobject-orientedoftwareeffort andasaresulttheword’object’ is heavily overloaded.
In somecasesthe word ‘object’ is understoodo mean‘a persistentobject as definedby the Objectvity/DB
databasenodel’. In othercasespnetakestheworld-view that‘everythingis anobject’. In theselatter casesthe
descriptionof somethingasbeing‘an object’ not saytoo muchaboutthe statusof thatthingin thedatamodel.

To preventambiguities this note avoids usingthe word 'object’. Insteadtheterms‘event’ and‘dataproduct’are
used,aswasdonein [1]. Thesetermsaredefinedasfollows.

e Event. In thecontet of the storageandanalysisof CMS detectordata,aneventis definedasthe collision
phenomendhat occur during a single bunch crossing. An eventis not ary particularpieceof datain a
databaseratherit is adistinctrealworld phenomenothatcanbe measuredby the CMS detectoyandabout
which datacanbekeptin databaseln othercontexts, in particularin detectorsimulationsaneventcanalso
beasingleindividual collision duringabunchcrossing.

e Data Product. In this note,thetermdataproductis usedfor a small self-containegieceof data.In CMS
terminology asinfluencedby the Objectvity/DB terminology dataproductsareoftencalled‘objects’. The
typical sizeof adataproductis 1 KB - 1 MB. A dataproductis by definitionatomic it is the smallestpiece
of datathatthe systemcanindividually handle or needgo handle.

In this note,a dataproductusuallyis a pieceof datathatholdssomeparticularinformationabouta single CMS

event. Oneexceptionis the‘parametedataproduct’in sectiord.1,which holdsparameterfor aphysicsalgorithm
instead.Eacheventthatis representedn storagausuallyhasmary dataproductsassociatedvith it, dataproducts
which all hold information aboutthat event. However, in this note a dataproductholding event datais only

associatedvith one single event for which it holdsinformation. Figure 1 illustratesthis relation betweendata
productsandevents.
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approximation of the expected product naming scheme.

Figure 1: Differentraw andreconstructedlataproductsthat exist at somepointin timefor two events.
Eacdh eventhas a fixed numberof raw data products,but a variable numberof reconstructeddata
products.(Thisfigure wasreproducedirom[1].)



2 The view stack

The view stack,asintroducedin the abstraciof this note,is a vertical stackof differentviewpointsof the CMS
eventdatain the CMS datagrid system.A descriptionof the CMS datagrid systemcanbefoundin [1].

Fromtop to bottomthe stackcontaingthe following views.

High-level data views in the minds of physicists
High-level data views in physics analysis tools
Virtual data product collections

Materialized data product collections

File sets

Logical files

Physical files on sites

Physical files on storage devices
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Device-specific file views

Figure 2: Theview stak, containing9 different views of the CMS eventdata in the CMS data grid
systemThehighest-leel view is on top.

2.1 Description of views 1-4

The high-level data views in the minds of physicistsareat the top of the stack. In the end,thesearethe sole
purposeof having a CMS datagrid systemat all. However, this notedoesnot elaborateon thesehigh-level views,
as CMS doesnot currently expectthe Grid projectsto getinvolvedin the shorttermin directly supportingthe
managemenf suchviews throughresearctor software[1].

Next arethe high-level data viewsin physicsanalysistools, thetools usedby the physiciststo interactwith the
CMSdatagrid system.Many suchtoolsmightexist, offeringmary differentviews. Seg[1] for alongerdescription
of thesetools,againthe Grid projectsarenot expectedo getinvolvedin theshorttermin building thesetools.

Thisnotedefinesheview of virtual data product collectionsasthehighest-leel view thatis auniform,common
view acrossthe whole CMS collaboration. Section4 containsan exhaustve descriptionof this view. A short
descriptionis asfollows. A data product is a small self-containegieceof data,a pieceof datathatholdssome
particularinformationabouta single CMS event. The typical sizeof a dataproductis 1 KB - 1 MB. A virtual
data product is onethatdoesnt necessarilfhave a physicallyexisting representatioof its valueuntil this value
is requestedA virtual productexists purely because specificationof how to computeits valuehasbeenstored
in thegrid. Theactof computingthe valueof avirtual dataproductis calledthe materialization of thatproduct.
A virtual dataproductbothhasavirtual existenceandavirtual location. Thesetwo typesof virtuality werefirst
definedin [6]. Virtual existencemeansthe physicalproductvalue might not exist at all. Virtual locationmeans
that, if a physicalvalue doesexist, thenit canbe referencedrrespectve of whereit is stored. Eachvirtual data
producthasa UID (uniqueidentifier)thatcanbe usedto obtainthe productvaluefrom thegrid system A virtual
data product collection is a setof virtual dataproducts,usually a setof productsthatarerelatedin someway
thatis significantin higherlevel views. Sucha collectioncanbe definedin full by specifyinga setof virtual data
productUIDs.

The supportof a virtual dataproductcollectionview in its computingsystemis a long term goal of the CMS
experiment,a goal that has remainedsurprisingly constantsinceits initial formulationaround1996[3]. The
exhaustiedescriptiorof thisview thatis providedin sectiord is relatively new though thisdescriptionvascreated
aroundrFebruary?2001andis gearedowardsthe Grid projects.CMS doesnot currentlyhave animplementedAPI
that supportghe completevirtual dataproductcollectionsview in a Grid context. RathertheimplementedAPIs
in the currentCMS physicsanalysisframework [5] shouldbe seenasbeingoneconcretestepin anevolutionary



developmentprocesgowardsfull supportof this view. In the shortterm (from now till 2003,see[1]), the Grid
projectsare not expectedto be involved directly in enhancingthe implementationof this virtual dataproduct
basedpr objectbasedyiew. However, long-termGrid researclstill hasto take thisview into accountasit is more
fundamentato CMS computingthanary file basedview.

Thematerialized data product collectionsview is relatedto the previousview of virtual dataproductcollections.
Thedifferencebetweerthetwo is thatthe dataproductsn amaterializedcollectiondo nothave avirtual existence
anymore. By definition, if a collectionof materializeddataproductsis saidto exist in the grid, this implies that
all the valuesof the dataproductsin that collection exist somevhereon storagein the grid. The productsstill
retaintheir virtual location: the locationswherethe productvaluesexist arenot presenin this view, alsoit is not
guaranteethatall thesevaluesexist on storageatthe samdocation,andin factsomevaluesmightexist on storage
in multiple locations. Again, eachof the productsin a materializeddataproductcollectioncanbe identified by
a UID. The CMS physicsanalysisframework [5] currentlyimplementsa basicservicefor creating,accessing,
andmanipulatingmaterializeddataproductcollections. In the currentframework, collectionsarereferencedy
name. The framewvork supportsseveral typesof mary-to-mary mappingsfrom thesecollectionsto the actual
(Objectvity/DB databasefiles containingthe productvalues.The exactmary-to-mary mappingmechanisnthat
is supportedvasnot specificallydesignedor the grid. Insteadseveral elementsandcapabilitiesof it have arisen
almostaccidentallyasby-productsof featuresof the Objectivity/DB databaseroduct. The questionof how well
the currentmechanisnis adaptedo the grid usecaseis still very mucha researchguestion. At this pointit is
uncertainrhow muchof the solutionwe have already

2.2 Description of views 9-5

Theremainingviews arebestintroducedby startingatthe bottomof the view stack.

Device-specificfile viewswill play alimited role in the grid monitoringandhardware maintenanc&lomain. As
anexample,in thedevice-specifiocview of afile onatapesystemtheidentity of thetapecartridgewhich holdsthe
file is visible. In generalgrid componentsvill notmanipulatdiles usingAPIs basedon this view.

Theview of physicalfiles on storagedevicesis thelowest-lerel genericview of files. Thisview is correspond$o
thecommondevice-independeritle accesandmanipulationinterfacethatis implementedy thegrid components
wrappingtheactualdevicesin the CMS datagrid system.In thisview, mary devicesexist, andeachdevice contains
asetof files. For eachdeviceit is known atwhich grid sitethisdeviceis located.For eactfile onadevice, estimates
of performanceharacteristicik e thefile accesgime canbeobtained. Theexactdefinitionof thisview is coupled
to theexactdefinitionof the commonstoragedevice interfacein the CMS datagrid, andthisinterfacedoesnotyet
have afixed, stabledefinition. The Grid projects,in particularPPDGin collaborationwith the EU DataGrid,are
still actively designinganddevelopingsucha commoninterface,alsothe Global Grid Forum (GGF)will likely be
involvedhere. Thebasicfile operationsaarewell understoodf course but otheroperationexpectedat this level,
like file pinningandobtainingperformancesstimatesarestill in amoreconceptuaphase.

Theview of physicalfiles on sitesis similar to the previousoneexceptthatit abstractgaway from file locationon
specificdevicesinsideasite. In thisview, thereis asetof grid siteseachcontaininga setof files. If asite.S contains
afile F', thisimpliesthat,in the storagedevice view, atleastonedevice atsite S containsfile F'. Thedistinction
betweerthis view andthe previousonewasintroducedin [7]. Thedistinctionis motivatedby datamanagement
issuesat large siteswhich have mary distinct storagedevices. Sucha site might wantto move or replicatea file
betweenits storagedevices, while at the sametime maintaininga fixed site-specifichut device-independertile
namewhich it canexposeto the outsideworld. This way the site can move the file internally, without fear of
causingglobalinconsistenyg, evenif the network link to the outsideworld is down.

Theview of logical files is afile view whereall locationinformationis absent.Logical files simply ‘exist’ in the
grid. Logical files will often have someapplication-specifienetadataassociatedvith them. A peculiarproperty
of logicalfiles is thatthereis no grid API by which onecanopenandreadthe contentsof a logical file. Instead
the modelis thatthe grid may containseveral physicalfiles which areknown to be representationsf thelogical
file. To operateon the ‘contents’of alogical file, an API hasto be invokedwhich mapsthe logical file to one of
the physicalfiles thatrepresent#t, andthenthis physicalfile canthenbe opened.In the caseof read-onlylogical
files, this indirectway of doingthingshasno big implications,evenif thelogical file hasmary physicalfiles that
represenit. However, in the caseof read/writelogical files, write operationswill causethe physicalfiles to go out
of syncat leasttemporarily andthis leadsto the needto defineconsistencymodelsand policies which specify
the exact allowed write operationsand the semanticrelationshipbetweenthe logical file, its metadataandits
associateghhysicalfile contents.



Theconceptof logicalandphysicalfiles arestronglyrelatedto the Globusreplicacatalog8], whichimplementsa

serviceto maintaina mappingfrom logicalto physicalfiles. By designthe Globusreplicacatalogavoidsdefining
a specificconsisteng model,insteadthis modelis definedasapplication-preidedandapplication-specificThis

makesthe Glohus replicacatalogimplementatiormoreusefulto a wider rangeof applications.However, it also
leavesalargesemantiggapthathasto befilled. Severalconsisteng modelswith relevanceto physicsapplications
weredevelopedin [1] and[10]. Somefurther pointsaboutconsisteng managemenraremadein section5 of this

note.

At the level of abstractiorabore logical files, thereis the view of the grid containingseveralfile sets Thefile
setconceptwasintroducedn [1] asa generalizatiorof somedatahandlingpatternghatarepresenin the current
CMS productioneffort [4] [5]. A file setis a setof logical files, usually a setof logical files that arerelatedin
someway thatis significantin higherlevel views. This setof logical files is representedsa setof logical file
namesaA file setcanalsohave someapplication-specifienetadatassociateavith it. A file setexistsby virtue of
beingregisteredn agrid-widefile setcatalogservice.Thecontentf file setscanoverlap:onelogicalfile maybe
presenin mary file sets.As with logicalfiles, thereis no API to directly openandreadthe ‘real’ contentsor afile
set,sothereis againa needfor consisteng models.In fact,the definition of file setsin [1] requiresthateachfile
sethasa particularconsistencymanagementpolicy registeredwith it in thefile setcatalogservice. This policy
specifiesvhich accesandreplicationoperationsareallowableon the underlyingphysicalfiles, if the consisteng
modelof thefile setis to bemaintained.



3 Relation of existing and planned software to the view stack

This sectionrelatesexisting andplannedsoftwareto theview stackabove.

3.1 Replica catalogs

Replicacatalogs(figure 3) provide mappingsbetweenview levels 6,7, and8. Both GDMP [4] andthe Globus
ReplicaCatalog[8] do not make a distinctionbetweena singlesite anda singlestoragedevice, somappingthese
to aview levelis abit arbitrary

GDMP canbeintegratedwith a massstoragesystem(MSS) baclend,which takescareof stagingfiles from tape
to disk. At bothCERNandFermilabthereare GDMP senersdeployedin thisway: in thatcasethefilesin asingle
GDMP sener canbeinterpretedasfiles on a site,ratherthansiteson a particularstoragedevice.

The Globus ReplicaCatalogwith HTTP redirectionasproposedn [7] implementsa mappingfrom a logical file
to a physicalfile on a site,andthen,usinga site-specifiaccatalog,down to a physicalfile on a storagedevice.

GDMP with 6. Logical files
MSS backend \

_— . <1 Globus RC with
7. Physical files on S|tes\ . .
|GDMP | Globus RC | HTTP redirection

\ Site-specific catalog

8. Physical files on storage devices

Figure 3: Relationwith existingfile catalog implementations

3.2 Current CMS production

Figure 4 showns how variouscomponentsisedin the currentCMS productioneffort provide mappingsbetween
view levels. A brief overview andintroductionto CMS productioncanbefoundin section6 of [1].

1. High-level data views in the minds of physicists
é 2. High-level data views in physics analysis tools
\ CMSIM simulation tool or

ORCA/CARF+Objectivity simulation tool
when creating new simulated data

CMS production
web site 3. Virtual data product collections

4. Materialized data product collections

—" 5. File sets ORCA/CARF+Objectivity to0l,
ORCA/CARF+-ObJeCtIVIty ; : using extended AMS server,
tool when reading data 6. Logical files when reading data

GDMP and 7. Physical files on site

. Extended AMS server
GDMP with MSS backend 8. Physical files on storage devices‘A

9. Device-specific file views

Figure 4: Relationwith thecomponentsisedin current CMSproduction

In termsof views, productionproceedsoughly asfollows. First, somephysicistin CMS decidethatthey need
anew datasebf simulatedCMS physicsevents,a setwith certainproperties. They communicatehis requesto
the CMS productionteam. This requestwill thenbe registeredin the ‘CMS productionweb site’ [9]. Thisweb
siteis not just a setof HTML pagesit is really a specializeddatabasevith a webfront-end,andwe call it ‘web
site’ for lack of a betterterm. After registrationin the CMS productionweb site, andthe requestediatasewill
have a new uniquedatasehameassociatedvith it (for exampleeg_el e_pt 30_et al7). The productionweb
site will alsohave (referencego) all informationneededo createthis dataset.This informationtakesthe form
of input parameterso the CMS simulationcodes alsosometimesncluding referenceso specializedrersionsof
somecodeswhichareneededThewebsitethereforemaintainsamappingfrom the datasehame(anidentifierfor
aview atlevel 1) to aview atlevel 2, aview in termsof the CMS simulationtoolswhich producethe data.



Thena simulationtool canberun to createthe data. First the site hasto be choserwherethe tool will actually
be run: this choiceis currentlydone‘by hand’. Thenthe tool input parametersaken from the productionweb
site are extendedwith the necessargite specificparametersik e the filesystemlocationon which the outputis

to be written. This preparatiorof the full site-specificsetof input parametergor a run of a tool is still partially

doneby hand,but it is in the processof beingfully automated.Therearetwo simulationtools, taking care of

differentpartsof a full simulationchain: thefirst is CMSIM which is Fortran basedandthe secondis the C++

basedORCA/CARFtool whichis integratedwith the Objectivity/DB databassystem.CMSIM will bereplacedn

futurewith amoremoderntool similarto ORCA/CARF[1]. In termsof view manipulationjt canbesaidthatboth

currentsimulationtools mapaview at level 2, their input parametersto views at bothlevel 4 andat level 8. At

view level 8, thesetools create(or appendo) files on particularstoragedevices. Thefile namesandlocationsare
encodedaspartof thetool input parametersAt view level 4 however, thetools outputcollectionsof materialized
dataproductsandthesecollectionscanbe navigatedlateron whenreadingthe simulationoutput.

For CMSIM output, the mappingbetweenthe materializeddata productcollection view andfile view is very
direct: onefile containsexactly onecollection,andfile nameis alsousedasthe collectionname.For the outputof

ORCAJ/CARF+Objectiity, the mappingis muchmorecomple. The nameof the ‘output collection’ is specified
asaninput parametewhenrunningthe tool, andthe outputfile namesare generatedccordingto somelogical

schemehat embedghis collectionnameinto eachgeneratedile name. Multiple instanceof the ORCA/CARF
tool, runningconcurrentlyat the samesite, canbe writing at the sametime to the sameoutputcollectionandthe
sameoutputfiles. Thecurrentwriting schemariesto ‘fill up’ outputfilesto sizesjustbelon 2 GB beforecreating
additionalfiles. This stratgy of filling up files is usedmainly to copewith a constraintof the currentlydeployed
versionof the underlyingObjectvity/DB databassystem.This versionmalesit very painful to have morethan
64K differentdatabasdiles in the productioneffort, sothe goalis keepthis numberbelowv 64K. Newer versions
of Objectvity/DB have facilitiesto easesomeof the pain of having morethan 64K differentdatabasdiles, but

thereis no time-frameyet on a switchto usingthesenewer facilitiesin the CMS productioneffort. In thelonger
term however we canexpecta lowering of the pressureo fill up files to near2 GB, which shouldbe goodfor

scalabilityandmanageabilityof the productioneffort, asit allows for a greaterdecouplingbetweerthe different
runninginstance®f the ORCA/CARFtool.

In ORCA/CARE an exampleof collectionnameat level 4 is / Syst em Si nHi t s/ h115gg/ h115gg. The
actualmappingfrom suchacollectionnameto asetof physicalffilesis maintainedy creatingor updatingmetadata
structuresin two places. First thereis metadatan an Objectvity/DB ‘federationcatalog’file, secondthereis
metadatan an ORCA/CARF'.META." databasdiles. Whena collectionis moved or copiedelsavhere,it is
not sufficient to just move the databasdiles holding the materializeddataproductvalues:to make the collection
accessibl®nealsohasto replicatethe mappingmetadatareplicatepartsof the onehasto replicatedatafrom the
federationcatalodfile, andsomeof the’.META.’ files. Many ORCA/CARFrunswill needtwo input collections,
a‘signal’ anda‘pileup’ collection,which bothhave to be presentatthe samesite.

At somepoint after new datahasbeencreatedfor a particularproductionrequestthe productionweb site will
be updatedo recordrelevantinformationlik e the new requesistatus,outputfile namesandthe currentlocation
of thesefiles. In the end,whenthe whole requestediatasethasbeencreatedthe productionweb site contains
mappinggrom thedatasetnameto multiple views of thecreatedlata,views at (roughly)levels4 to 7. In addition,
the GDMP systenmrecordsthe mappingfrom view level 6 (logical file name)on thedatato views 7 and8.

Readingof productiondataproceedsasfollows. First, the productionsite is usedto discover the nameof the
productiondatasethatis needed.Thenthe this nameis mappedto the setof files that are needed.Thesefiles
will alreadybe at a suitablesite, or elsethefile setcanbe suppliedto a GDMP commandwhich copiesthe files
to aselectedsuitablesite. The GDMP systemwill alsotake careof updatingan Objectivity/DB federationcatalog
file atthatsitein suchaway thatan ORCA/CARFinstanceunningatthatsite canmaptheappropriatecollection
nameat level 4 to the appropriatephysicalfiles atlevel 8. After that, ORCA/CARFcanberun atthesite,with the
collectionnameasaninput parameter

Somelarge siteswill not run a plain versionof ORCA/CARF+Objectiity, but a versionthat usesan ‘extended
AMS sener’. This extendedsenerimplementsa mappingbetweerfiles on the site andfiles on specificdevices,
andalsooften providesintegrationwith a massstoragesystem allowing the site greaterflexibility in moving files
betweerdevices.



3.2.1 Multiple mapping routes

Figure5 shovsthatin CMS productiontherecanbealternatve routeswhenmappingfrom level 1 down to 8. One
routeis to govia the productionwebfrom 1 to 6, thenvia GDMP to level 8. Anotherrouteis to govia thewebsite
from 1 to 4, thenwith ORCA/CARF+Objectiity to level 8. Theformerrouteis usedwhenmoving dataaroundin
the grid, thelatteris usedwheninvoking actualphysicscodesonceall dataneededy thesecodesis on a single
site.

The existenceof multiple routesto map betweenviews hasmary consequencesTo keepthe productioneffort
manageabldf is of courseessentiathatthe alternatve routesyield the sameresult. This meansthat the differ-
ent storedrepresentationsf the differentmappingsneedto synchronizedwvith eachotherwhendatais added,
copied,or moved. Stratgyiesfor this re-synchronizatiomave beengrown asthe productionefforts becamemore
distributed,but asthetime of writing this re-synchronizatiors still ataskthatreliesto alargeextentontheknowl-
edgeand commonsenseof the productionmanagerensurethat everythinggoesright. This relianceon human
supervisioris of courseanimpedimento the scalabilityof the productioneffort, scalabilitybothin the plain size
of thehardwareusedandin the numberof mappingupdateoperationghatcanbe supportedAn effort is currently
undervay addmoreautomationn this area by formalizingthe manualpracticeghathave beendeveloped.In the
longertermit is expectedthattools andexpertisefrom the Grid projectswill play arole in increasinghelevel of
automationrobustnessandscalability

3.2.2 No use of the virtual data view

The currentCMS productionsetupdoesnot usethe virtual dataproductview at level 3. Insteadonemapsdirectly
from a descriptionof how to materializedata,atlevel 2, to a materializeddataproductcollectionatlevel 4.

3.3 CMS data grid system of 2003

Figure5 shavstherelationbetweertheview levelsandsereralsoftwarecomponentin the CMS datagrid system
of 2003asdescribedn [1]. See[1] for amoredetaileddescriptionof therolesof thesecomponents.

Comparingthe left handside of figure 5 with the left handside of figure 4, the productionweb site and GDMP

have now beenreplacedvith 4 componentsOntheright handsideof thesefigures,the ORCA/CARF+Objectiity

componentfiave beengeneralizednto the‘CMS framewnork andobjectpersisteng layer’. The CMS file catalog
componenbn theright in figure 5 generalizeshe managemenissuessurroundinghe Objectvity/DB federation
catalodfiles on the differentsites.

1. High-level data views in the minds of physicists

2. High-level data views in physics analysis tools

| Physics analysis tools 3. Virtual data product collections =—_ [ cMms framework and

P object persistency layer, writing

CMS grid job > 4. Materialized data product collections
decomposition [~
5. File sets CMS framework and
|File set catalog ’( o object persistency layer, reading
/ 6. Logical files
;ﬁg;ﬁ?g'ﬁe g t 7. Physical files on sites CMS file catalog
catalog

8. Physical files on storage devices

9. Device-specific file views

Figure 5: Relationwith the softwae componentin the CMSdatagrid systenof 2003[1]

3.3.1 Mapping from view 2 down to 5 in 2003

Accordingto [1], in the CMS datagrid systemof 2003, asa baselinethe mappingsfrom level 2 down to 5 are
all implementedoy CMS-provided software components.Neverthelessin the context of the Grid projectsit is



usefulto considethow thesemappingsareexpectedo work. For example themappingmechanismabovethefile
level have animpacton the propertiesof thefile basedgrid systenworkloadasseenat lower levels. Also, these
mappingsarerelevantto thelongertermresearcleffortsin thegrid projects.

Themappingfrom level 2 to 3is expectedo betool-dependentandwill beperformedby variousphysicsanalysis
tools.

The mappingfrom level 3 to 4 will be doneby job planningcomponentsn the grid system,componentsvhich
translatgobsexpressedtlevel 3, asjobsonvirtual dataproductcollectionsto jobsatlevel 4, on materializedlata
productcollections.Sectiond.2 describeshevirtual dataproduct requestsets’of jobsatlevel 3 in moredetail.

Theexecutionof ajob with arequessetR of virtual dataproductswill alwaysinvolve obtainingthe materialized
valuesof all thesedataproducts. However this is not necessarilydoneby creatinga set M of materializeddata
productswith M = materializedS). Insteadthe job planningcomponentgansuffice with obtainingmaterialized
dataproductcollectionsMy,. .., M,, sothatmaterializedS) C M; U...U M,,. For obtainingeachM; thereare
threeoptions:

1. find setM; amongthe setsof materializeddataproductsthatarealreadystoredin the grid,

2. compute(materialize)M; from scratch py insertingthe necessargubjobsinto the concretgob description
thatis beingcreated,

3. createM; from otheralready-storedollectionsof materializeddataproductsby insertinga subjobthatruns
a dataextractiontool.

As a baselinefor the 2003 CMS datagrid system,a CMS-written componentwill do the above job planning,
thoughnot necessarilyn a very optimalway. In thelongerterm,the Grid projectscanmake R&D contributions
here.

The mappingfrom level 4 to 5 is expectedto be a one-to-onanapping: onesetof materializeddataproductsis

expectedto mapto onefile set. However, onesingle productin a materializeddataproductcollectionmight not

have a mappingto a singlefile in thefile set. It is possiblethatthe representationf a single productmight be

scatteredver multiple files in the set. Whetherthis scatteringwill actuallyoccurdepend®ontheimplementation
of the CMS ‘object persisteng layer’.

With respectto the mappingfrom level 4 to 5, it is alsoimportantto note that the contents of file setsmay

overlap. It is possiblethattwo file setsbothcontainthe samédogicalfile. In termsof view level 4, this meanghat
the contentsof two differentcollectionsof materializeddataproductsmight sharesomephysicalstoragespace.
Thiswill in factbeacommonoccurrenceit is expectedthata hugejob, in which saya 50 TB collectionof data
productsis to be materializedwill be parallelizedby the job plannerinto smallersubjobs say50 subjobswhich

eachmaterializea 1 TB collection,followed by a subjobwhich memges,by referencethese50 collectionsinto a

singlecollectionof 50 TB. It is expectedhatevenafterthis memging operationthe 50 smallercollectionsandtheir

underlyingfile setswill continueto be registeredin the catalogs asthis informationwill likely be usefulwhen
optimizingthe parallelizationof futurejobswhich use(partsof) thesecollectionsasinput data.

3.3.2 Other types of data

Materializeddataproductcollections,with eachdataproductrepresentingartof a CMS event, arenot the only
typeof datathatis storedandtransportedn the CMS virtual datagrid system.Othertypesof data like ‘calibration
data’ and ‘slow control data’, will alsobe storedin file sets. Thesetypeswill have their own high-level view
modelsandtheir own mappingsnto thefile setlevel.
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4 Detailed definition of view 3: virtual data product collections

This sectiongivesan exhaustve descriptionof the view 3 of virtual dataproductcollections. This is the highest
view level that representsa uniform, commonview acrossthe whole CMS collaboration. The view was first

formulatedaround1996(3], but its descriptionhere,gearedowardsthe grid projects,is relatively new. Besides
virtual dataproductstheview alsocontainsentitieslik e ‘uploadeddataproducts’and‘algorithms’, thesearealso
introducedbelow.

4.1 The CMS data grid system in view 3

Figure6 shavsthestructureof the CMS datagrid systemwhenseerfrom thevirtual dataproductcollectionsview.
A(PAL1,LP1,RA_1,RB_1)

Data grid boundary ; "= B(PA2,A(PALLP1RA_1,RB_1))
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Figure 6: CMSdatagrid structue in thevirtual dataproductscollectionsview

The datamodelof this view containsfour typesof entities: uploadeddataproducts,virtual dataproducts,algo-
rithms,andanalysigobs. A data productis a self-containegieceof datawith typically asizeof 1 KB to 1 MB.
A dataproductis by definitionatomic it is the smallestpieceof datathatthe systemcanindividually handle,or
needgo handle.Seeg[1] for alongerintroductionto dataproductsandtheir usein CMS. In view 3 therearetwo
typesof dataproducts:uploadedandvirtual. An uploadeddata product is onethatwasgenerate@xternallyand
thenuploadednto the grid. In anuploadingoperationthe value of the dataproductis transferrednto the grid,
andauniqueidentifier (UID) is assignedo theproduct.

The UID (Unique IDentifier) is a label that uniquelyidentifiesan uploadeddataproduct,virtual dataproduct,
or algorithm. For uploadeddataproductsandalgorithms,theseUIDs are generaten the fly, whenerer a new

productis uploadedr new algorithmis addedo thegrid. The UID is generate@itherby thedatagrid itself or by

softwareoutsideit. It is notrequiredthattheseUIDs areshortor meaningfulto humans:usersof physicsanalysis
softwareshouldnever have to handletheseUIDs directly, softwarecomponentsutsidethe datagrid, operatingat

higherview levels,usemetadatdo connectheseUlDs to higherlevel human-understandabdenceptsExamples
of UIDs in Figure6areRA_1, A, B andPAl.

The grid is responsibleor safely and perpetuallystoringthe valuesof all uploadeddataproducts. To keepthe
versioningissuesn this datamodelsimple,uploadeddataproductvaluesareread-onlyandcannever be changed.
New or updatedvaluescanenterthe grid asnew uploadeddataproducts andthesealwaysgetnew UIDs. Some
typesof uploadedoroductsthosethatrepresenthe outputof simulationprogramsgouldbe deletedfrom thegrid
aftersometime, in orderto regycle tertiary storagespace.

Overtime,asshavn ontheleft of figure 6, the CMS detectoimeasuretheraw datafor differentsubsequergvents.
For eacheventa setof raw data productsis uploadednto the grid. The figure shavs two productsRA i and
RB_i for eacheventi. Thisi is the event ID, a compactidentifier that uniquelyidentifiesthe event. In practice
theraw datafor oneeventwill probablybe partitionedinto some5—20products.Partitioningis doneaccordingto
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somepredefinedschemehatfollows the physicallayoutof the detector Severalsubdetectosliceswill be defined
andmappedo products,with eachproductcontainingthe measurementsf all sensitve detectionelementsn a
singlesubdetectoslice.

An algorithm is a pieceof executablecodethatcomputeghe valueof avirtual data product. Algorithmsalso
getUIDs. Versioningof algorithmsduring developmenthappensutsidethe grid system,andthe sameUID is
never usedfor two differentversionsof algorithms. An algorithm cantake dataproductsasinput. In this data
model, every algorithm also takes at leastone parameter asinput, theseparametersnfluencethe functioning
of the algorithm. The parameterare all modeleduploadeddataproducts. This is modelingas uploadeddata
productsis mainly donefor simplicity: a richer datamodelcould alsocontainparametersvhich arevirtual data
productsthemseles, but sucha richer structureis not modeledhere,to avoid having to go into detail aboutthe
mechanismghat generatethe parametewvalues. Thereare two typesof parameter Normal parameters are
uploadeddataproductsof a sizeof a few KB, examplesin figure 6 are PA1 and PA2. Large parametersare
uploadeddataproductsin the MB—TB sizerange. An examplein figure 6 is LP1. Theselarge parametedata
productseencapsulatall large datavolumeswhich do notfit easilyin theevent-by-eventdataflow schemeof figure
6. Examplesof suchlarge parametedataproductsin CMS area versionof the detectorgeometrya versionof a
calibrationdatasetanda setof simulatedpileupevents). If analgorithminsidea CMS executableneedsa large
parameteralue,the algorithmwill on average perevent, only reada small part of the parametewralue. Which
partis readis generallynot visible beforehando the grid componentsAn algorithmthat hasa large parameter
valueasinputwill thereforehave to runin alocationthathasthewholelarge parametewalueavailableon local
storagesothatfast'random’ accesdo thevalueis possible.

In this datamodel,the outputof analgorithmis uniquely(anddeterministically)determinedby: 1) theUID of the
algorithm,and 2) the valuesof the dataproducts(including parametersjhat sene asinput and 3) the platform

on which the algorithmis run. The platformis the combinationof hardware, OS, compiler, libraries, etc. used
to executethe algorithm. Platform differencesmay resultin small, but for the physicistsometimessignificant,
deviationsin the output. The CMS datagrid will thereforehave to include somefacilities to handleplatform
differences.

For the identification of virtual data products this datamodel combinesalgorithm, parameterand otherup-
loadeddataproductUIDs in a function notation. Someexamplesin figure 6 arethe virtual dataproductUIDs
A(PA1,LP1,RA1,RB.1) and B(PA2, A(PA1,RA_1, RB_1)). In the CMS dataflow modelinsidethe grid
boundarie®f figure 6, therearenever two ‘alternative routes’to a single product,routesin which differentalgo-
rithms or parametersre usedto computewhatis conceptuallythe sameproductvalue. Therefore the function
notationin the productUIDs ensureshatevery singleCMS virtual dataproducthasa singleUID only.

The UID of a materializedvirtual dataproductencodesxactly which algorithmsand parametersvere usedto
materializeit, but doesnot encodeary information on the platforms used. We thereforeintroducethe con-
ceptof a platform-annotated UID, which is a virtual dataproductUID in which eachalgorithmis annotated
with the identifier pi of the platform on which the algorithm was run, or needsto be run. An exampleis
Bps(PA2,A,;(PA1,LP1,RA_1,RB_1)). If two virtual dataproductvalueshave the sameplatform-annotated
UID, they areguaranteedo be byte-wiseequal.

In figure 6, the virtual dataproductsobtaineddirectly from raw dataare generallycalled ESD (eventsummary
data)productsby CMS physicists thoseobtainedfrom ESD productsaregenerallycalled AOD (analysisobject
data)products. Arrangementf algorithmsmore complicatedthan this 2-stagechain are also possible,tough
thereareno standarcacrorymsfor the intermediateproductsin suchmore complicatedarrangementsNo matter
how complicatedhe arrangementhereis alwaysa strong separationbetweenevents virtual dataproductscan
alwaysbetracedbackto theraw dataproductsof a singleeventonly. Datafor differenteventsis only combined
insideanalysigobs.

D A setof simulatedpileup eventscould alsobe modeledasa setof virtual dataproductvalues. In factthis would be more
naturalthantheapproachiakenhere whichis to modelit asasinglelarge parametedataproduct. Theapproachiakenhere
hasthe benefitof keepingthe dataflow insidethe grid simple,but on the otherhandit fails to exposesomeschedulingand
optimizationopportunities.In the dataflow modelof figure 6, a setof simulatedpileup eventscould be generatedy first
definingsomevirtual dataproductsin termsof CMS simulationalgorithms thenrunninga job which requestgheir values
andmemgestheminto asetwhichis thejob output,andfinally uploadingthis setinto the grid againasa singledataproduct.
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4.2 Analysis jobs and request sets

At this view level, physicistsmake use of collectionsof virtual and/or uploadeddata productsby submitting
analysisjobs to the CMS datagrid system. An analysisjob consistsof a usersuppliedpieceof analysiscode
anda specificationof a setof dataproducts.The job instructsthe grid systemto deliver the valuesof thesedata
productsto the job code. In the caseof virtual dataproducts,the productvaluesmight needto be materialized
beforethey canbe delivered. The job codeis run insidethe grid, underthe control of the grid schedulers.The

analysigob codeis highly parallel:thejob decompositiocomponentn thegrid systemcanbreakup thejob into

mary subjobswhich differentsubjobsreceving differentpartsof the requestedetof dataproducts.See[1] for

moreinformationaboutthe job modelandaboutcommunicatiorbetweersubjobs.

Therequestsetof ajob is the setof dataproductsof which the valuesarerequestedy thejob. An exampleof a
requesset(for job 1 in Figure6) is

Uee{1,2)B(PA2,A(PA1,LP1,RA e,RBe)) .
Jobrequessetsalwayshave theform
Uece{PSi1(e)U...UPS,(e)},

whereFE is aneventID set This E generallycorrespondso a sparsesubsebf the eventstakenover a verylong
timeinterval. Insidethetime interval, eventselectionis essentiallrandom,uncorrelatedvith time. Thougheach
setFE in isolationhasthe propertiesof a randomsubsamplethe eventID setsof subsequenjpbs submittedby
oneuser or by agroupof usershave importantcross-correlationthatcanbe exploited by cachingandreplication
stratg@ies. ThetermsPS; (e) ... PS,(e) in the above requestketareproduct selectors functionswhich take an
eventnumbere andmapit to a dataproductUID, with the constrainthatall raw dataproductsmentionedn that
UID belongto the evente. To reflectplatformconstraintsa job requessetmight include platform-annotation

theproductUIDs. Theshapeandencodingof platformconstraintss anissuethatneedsurtherwork.

Somejobswill userandom event navigation techniquesn accessinghe dataproductsrequestedor eachevent.

For example,ajob mightlist in its requessettwo dataproductsP.S; (e) and P.S,(e) for eachevente in its event

set,but for a particulareventeg a worker subjobmight first read P.S; (eg) andthendecideon the fly thatit does
notneedto readthemuchbiggerP .S (eg) anymoreto produceits output. Thejob requessetof ajob with random
eventnavigationwill alwaysbe a supersebf the actualsetof dataproductsread. In extremecasesthis superset
canbe ordersof magnituddarger. This over-specifications not necessarilywery inefficient: in generalrandom

eventnavigationwill only beusedby a physicistif it is known thatall virtual dataproductvaluesin therequestset

areavailablealreadyin materializedorm. Also, to helpthegrid schedulerin generallythejob will be submitted
with hintsthatestimatethe degreeof randomeventnavigationused.

4.3 Quantitative aspects

Extensve quantitatve informationrelatedto productsizesandworkloadsin the virtual dataproductcollections
view is availablein [1] and[2]. Theremaindeof this sectionprovidessomeadditionalestimate®f the complexity

of this view, for the year2007. For every parameterthe first valuegivenis the expectedvaluethat needsto be
minimally supportedor the datagrid systenmto be usefulto CMS. The secondvalue,betweerparenthesisis the
expectedvalueneededo supportevenvery high levelsof chaoticuseby individual physicists.

e Events(EventIDs) addedto thegrid: 2 * 10%/year(10'!/year)(Both realandsimulatedevents)
¢ Dataproductsuploaded:10'®/year(10'!/year)

¢ Algorithmsaddedo thegrid: 500/year(500/day)

e Parametedataproductsuploadedo thegrid: 1000/yea(500/day)

e Numberof algorithmsin thechainfrom araw dataproductto ajob: 0-5(0-30)

e Numberof dataproductsthatsene asinputto analgorithm:0-10(0-50)

e Numberof virtual dataproductsdefinedby uploadedproductsandalgorithms:>> 10'%/year
e Virtual dataproductsmaterialized# x 10'°/year(10'2/year)

e Virtual dataproductsvaluescachedoy thegrid: 10'° (10'!) atany pointin time
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5 Consistency management from an application viewpoint

In adistributedsystemlik ethe CMS datagrid, it is necessaryo relaxconsisteng in orderto presere performance
andscalability However, this doesnot meanthatveryweakconsisteng is desirableor evenacceptablén all cases.
Therelaxed consisteng thatwill exist at somelower view levels needgo be carefully controlled,and cannotbe
allowedto ‘trickle up’ into higherview levels. At higherlevel views, no answelis oftenbetterthanananswerthat
mightbeincorrect.

In the CMS datagrid system thefile setview level playsa particularrole in consisteng managementThe file

setoperationshouldberobust: any operatiorshouldeithersucceedinderthe consisteng modelof thefile set,or

fail. Considerthe caseof alargefile setreplicationoperation.Saythatthe network goesdown whenthe operation
is 99% complete that the only actionthatremainedo be donewasto verify thatthe local replicaswereindeed
still up-to-dateaccordingto the file setconsisteng model. However, eventhougha lot of work hasbeendone,
therobustnessequirementmpliesthatthe operationcanonly reportfailureto the caller Thefailurereportmight
of courseinclude detailsthat can help optimize ary future retry decisionsto be madeby the scheduler As an
alternatveto reportingfailure,onecouldchoosdnsteado extendthe operationsemanticgo allow for completion
with a ‘partial successstatuscode. A sufficiently intelligentcaller might be ableto make someprogresausinga
partially completedeplica. Howeverthis assumes$oo muchintelligenceandflexibility on behalfof thecaller. In

practicethe callerwill beagrid job, with no codeinsideto dealwith imperfectinput data.

Our ability to imaginecomplex mechanismsyhich userelaxed consisteng asa way makingprogressn spiteof

resourceoutages outstripsour ability to implementand test suchmechanisms.The physicsapplication-leel

programmerswho write the code which calls on grid-level servicesto maintain data, are always undertime

pressure.To make the bestuseof their time, they will take the following baselineapproachin designingtheir

code.For ary particulartype of data,onesingleconsisteng modelwill beselectedandtheapplication-leel code
will be written to work reliably underthis model. If resourceoutagesesultin the grid-level componentdeing
unablefor the momentto offer datamanagemenbperationswvhich guaranteeconsisteng underthis model, the
stratgyy will beto simply have the application-leel codewait with further operationsuntil operationswith these
guaranteepecomeavailableagain. Only in casesn which the systemohviously spendsoo muchtime waiting

will therebeinterestin implementingadvancedstratgiesfor makingprogresswith operationsinderlower levels
of consisteng. Comparethis to useof the NFS filesystem:it is annging thatyour applicationsfreezeup when
theNFSseneris down, but this is betterthanan alternatve thatcontinuego run the applicationswith therisk of

datacorruption.Rewriting all theapplicationgo usemoreelaboratdilesysteminterfaceswith relaxedconsisteng

modelsis not consideredisanoption.

For the designof grid componentghat maintaindata, this implies the following. It will not be very usefulto

createa grid servicethatsupportsan elaboratesliding scaleof consisteng modelsfor the datait contains by way
of gracefuldegradationduring outages.Therewill not be enoughsoftware manpaver to exploit all the various
optionswhich areoffered. Ratheragrid componentvhich maintainsdatashouldhave a simple,well-definedand
well-documenteaonsisteng modelfor its data,with operationghatarerobustin spiteof outagesA tradeof has
to be made,for eachsuchservice betweeroffering a very strongtype of dataconsisteng, which makescoding
againsthe serviceeasierandsupportinga morerelaxedtype,which will allow for a greaterserviceavailability in

thefaceof the expectedprobabilitiesfor resourceoutage.Clearlyit will be non-trivial to make thesetradeofs, as
they rely on quantifyingthe probabilities.
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