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Abstract

The paper discusses the architecture and functionality of the muon trigger track finder processor. The system
segmentation and algorithm are described in detail. The system and algorithm has been optimized using the
hardware description language VHDL. The processor is based on data from the drift tube muon chambers. The task
of the processor is to identify muons and measure their transverse momeribata f more than two hundred
thousand drift cells are used to determine the location of muons and measure their transverse momentum.
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INTRODUCTION A sector processor matches the track segments identified by
the drift tube trigger primitive generator logic [7] and tries to
form complete tracks. If the sector processor succeeds, it

The basic architecture of the track finder processor #gsigns a transverse momentodetermines the location i
described. The mapping of the chamber structure onto #¢dn to each track. Tracks which traverse more than one
hardware level is discussed. Every single part of the procesgetector segment are given out by the sector processor of the

model is discussed in detail. Due to the bending of the tl’a(d@tector segment from where the track’s innermost track
and the non-projective geometry of the chamber system mu@agment is found.

cross segment boundaries. This requires a large amount of
interconnection between processing units. Using the hardwareOf the 60 (12p times 5 wheels) times two possible tracks
description language VHDL a simulation of the processdiientified by the sector processors only the four tracks with the
model was conducted. The model was used to prove fhighestp; are retained by the wheel sorter. All the information
functionality of the algorithm. Moreover it served to optimiz&n these tracksp, chargen, ¢, quality - is forwarded to the
the system partitioning with respect to the amount @obal muon trigger. The latter combines the track finder
interconnections between processing units and processiigcessor information with the trigger information given by the
latency. Using the VHDL model a FPGA prototype wa&RPC-system [6, 8].
designed [1,2,3,4,5].
TRACK FINDER
LOGIC SEGMENTATION PROCESSOR ALGORITHM

Processing of the entire muon data of the detector within one In fig. 2 a simplified block diagram of a sector processor is
logical unit is impossible and also unnecessary. The amounwigplayed. The sector processor is divided into three parts - the
10 kbit data per crossing cycle yields an input data rate of abeutrapolator (EU), the track assembler (TA), and ghen-,

400 Mb/s. The large amount of data to be processed causgsaad quality-assignment units (AU).
severe integration problem. When splitting up the processor °

track

several physical units an interconnection problem betwe: > e
those units arises. Fortunately a muon track passes only a st T et ||
number of detector segments [3]. — e TRI— —
In order to render communication between processing un | "™ ESEEE e o 0 v “H pycaion
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrr T e BEWE AmR TR
global  1x
muon trigger
s | S Fig. 2.: Block diagram of a sector processor.
ﬁ 1x
detectorlx The extrapolation unit EU attempts to match track segment
sorter pairs of distinct stations using the extrapolation criteria
described in [1]. When track segment pairs meet these criteria
?SX 12 the information is forwarded to the track assembler TA. All
—— extrapolations between all station pairs are carried out in
processor parallel.
Irift tube Since tracks may cross detector segment boundaries the
trigger information of the extrapolation units of the neighbouring
5’;‘1”;:2;’; detector segments are also routed to the track assembler TA.
MS1to4 The track segment linker (TSL) and track selector (TSEL)

evaluate all extrapolation results in order to find up to two tracks
with the innermost track segment in its own detector segment.
possible at a minimum extent, the logical structure of thEhey forward the relative track segment addresses of the track
chamber system is mirrored inside the track finder process@gments of found tracks to the track segment router TSR.
hardware. In fig. 1 the logical segmentation of the track find&xuring the execution of the track assembler algorithm the track
processor is shown. segment data are stored in a buffer memory located in the TSR.
The relative addresses are used by the track segment router TSF

Like the detector itself it is divided into five wheef(xAQ g extract the corresponding track segment data out of the buffer
= 2.56 m x Z). Each wheel is subdivided into twelve sectopemory.

processors with a segmentatiin x Ag = 2.56 m x 0.52 rad
(30°). The track segment data are forwarded topthen-, ¢- and
quality-assignment units (PAUAU, AU, gAU).

Fig. 1.: Logical segmentation of the track finder processor.
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Fig. 4.: Reduction of possible track candidates by the track finder algorithm.

Short description of the track finder algorithm For each innermost source track segment the single track
selector (STS) retains only the track candidate with the highest

In the following a short overview of the track finderextrapolation quality. A total of 22 track candidates can survive
algorithm is given. The various processing units are descri L4 9).

in detail later. Fig. 3 shows a more detailed block diagram. The
algorithm reduces the number of possible track candidates fromThe cancel out units (COL) cancel tracks using track
about 1800 to two. Fig. 4 illustrates the first part of theegments already contained by longer tracks. Thus the cancel
reduction. out units (COL) also erases track patterns which are part of
longer track patterns. An example is a track consisting of track
The extrapolation units (EU) match track segment pairs §agments in station two and three which are found to be

each other. As a result the information daiindicating which  equivalent to track segment two and three of a track containing
track segments belong to each other and the quality @pofl  segments from all four stations.

the matched track segments are given out. After the

extrapolation 1800 possibilities to assemble valid track The track class selector (TCS) selects the two highest
candidates exist. The track candidates are called track segniignking tracks out of the remaining 22 track candidates and
patterns. (fig. 4 b, c) . forwards the relative addresses of the matched track segments.

The extrapolation result selector (ERS) selects the two best The track segment router (TSR) uses these relative
extrapolations for each source track segment. It outputs g@dresses mentioned above to output the corresponding track
relative addressdr of the track segments as well as theegment data.

extrapolation qualityq (fig. 4 d). i i
P q ¥4 (fig ) The assignment units (AU) use the track segment data to

The track segment linker (TSL) attempts to link trackletermine the track properties.
segments together starting from the innermost track segment.
As the extrapolation result selector (ERS) delivers up to two ) . .
extrapolation addresses per source track segment more thanPSR&ESSOr are described in full detail.
track candidate may be found originating from the innermost
track segment (fig. 4 e). In order to cope with inefficiencies of EXTRAPOLATION UNIT (EU)
the chamber system a given number of track segment linker
modules start in stations other than station one. The track The extrapolation unit attempts to join a track segment with
segment linking scheme reduces the number of track candidatask segments of other stations. The extrapolation unit assigns
from 1800 to 72. A quality information remains attached to eatd each possible track segment pair an extrapolation result and

In the following chapters all elements of the track finder

track candidate. an extrapolation quality.
extrapolation track assembler | assignment
1800 TSL TSEL Buffe] units
patterns 22 patterns
1800 with TsL 72 patterns without 22 patterns 2 track
ali ith quali i ith ali add
>106 EU [Ditvauiy | ERGE Sl Sl srf- i o [ aaint regl e | popi2tatkel | AU L
patterns
extrapolation unit  extrapolation  track singletrack  cancel out unit track class  track segment assignment unit
result selector  segment linker selector selector router

Fig. 3.: Block diagram of a sector processor.
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straight line the particles will not change their flight direction
\\ r2-projection with respect to the z-direction of the detector. Checking the

wheel contrary to the flight direction is not necessary. In all
— wheels but the central wheel the flight direction of the muons in

[ 1L 1T ]

" ; ! > ! : z-direction obviously is outgoing. Thus in all wheels but the
. . . central wheel the sector processor algorithm examines six
nteraction onttr . .
' on pal detector Q¢)-segments (fig. 7). When extrapolating from the
z centre of the detector (wheel 0) the target track segments of the

nine adjacent detector segments have to be evaluated.

From now on the sector processor of an outer wheel is
. ) . . described. For the sector processor in the centre of the detectol
Fig. 5.: As seen in the rz-view muons can only
traverse two wheels. (wheel 0) the number of target track segments and thus the
Due to the bending a muon can cross detector segmeHtber of extrapolations has to be increased accordingly.
boundaries ing@-direction. Thus when joining two track : - .
L : In every chamber the trigger primitive generator delivers up
segments it is necessary to involve the track segments of thef ; .
. : . : to two track segments. The extrapolation unit has to attempt to
neighbouringgp-sectors. The maximum deflection for strongly

bent lowp, muons is found to be below the dimensions of tWgnatch each source track segment to twelve (twelve = two track

detector segments (D.52 rad or ZBC) [3]. Fig. 6 shows the zggmgzi gfetrhcehgg(?irt;tzzis(;'x ;)e|ghbour|ng chambers) track
deflection of muon tracks between station one and tpyg ( g g

over their transverse momentygfor n=0.. Simulation of trigger acceptance shows that it is necessary
g-o.oz - % ®
9: [ % % A, Y A
S % b % % A \
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Fig. 7.. At least five
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Fig. 6.: Deflection of muons between stations one and two segments must be evaluated.

@, over their transverse momentumfpr pseudo rapidity
n=0. The error bars give theo deviation from the medium
value.

to accept tracks with at least two out of four track segments [1].

Thus for the matching process six station pairings are
The non-projective geometry of the chambers with respawtcessary; 1-2, 1-3, 1-4, 2-3, 2-4 and 4-3. (The extrapolation
to the muon tracks in the rz-view requires to examine also them station three is not possible. The extrapolation is carried
neighbouring wheels. Fig. 5 illustrates that a muon originatirayut the other way round [1].) In total twelve source track
from the interaction point does not cross more than one wheefjments exist per detector segment. Thus the sector processc
boundary. The deviation from a linear track in the rz-plane iilscorporates twelve separate extrapolation units. Each
small. The track can be approximated by a straight line. extrapolation unit extrapolates one source track segment to
another station and compares the extrapolated value to twelve

When joining track segments it is sufficient to look into thg, et track segments. As a consequence 144 comparisons ar
corresponding detector segment and its directly adjaceried out in the processor.

neighbours. As the muon track in the rz-projection is almost a
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Fig. 8.: Block diagram of the entire track finder processor.
In order to process tracks crossing detector segment difft
boundaries the information of neighbouring extrapolation Giff =
systems must be made available to the sector processor. The S*threshold ‘

ed

output of the neighbouring extrapolation units EU23, EU24 and
EUA43 from the five neighbouring detector segments are routed
to the sector processor. A sector processor searches for tracks
with the first track segment within its detector segment. The
output of the neighbouring extrapolation units EU12, EU13 and
EU14 is not needed. The block diagram of the entire track finder
system is illustrated in fig. 8.

Using the extrapolation method allows to calculate the
expected deviatioyeyiation (difference between extrapolated
hit position@.yt @aNd source hit positiops,, e See fig. 9) and
an extrapolation thresholthreshold,, The extrapolated hit
position Qa4 IS compared to the hit position of each possible
target track segmenf,ge If the difference is found to be
below the extrapolation threshdhteshold,,the extrapolation
is considered successful. The extrapolation result bit is set. An
extrapolation quality word is assigned to each successful Fig. 9.: Extrapolation from
extrapolation; it is derived from the track segment qualities station one to station two.
given by the drift tube trigger primitive generator.

etween hit position in the source chamipgy;,ceand the hit

. . . b
The hardware implementation of the extrapolation using ﬂb%sition in the target chambege;to be within a lower and an

medium deflectiongyeyiation and the extrapolation threshold,, er limit,diff* anddiff", which greatly reduces the number of
thresholg,; proves cumbersome because the absolute valuecgf)

. . » culation steps (see fig. 9).
the difference of the extrapolated hit positipg, and the s ( 9-9)
actual hit positiong,rger Needs to be calculated. A window  Itis too time consuming to obtain the extrapolation limits by
comparator is more efficient. It checks for the differedife means of digital arithmetic logic units. The valdé§" anddiff”
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Extrapolation result selector (ERS)

'El extrapolation quality
(eq1)

@C1..Q0 comparator 1

Psourcetaualsoyrce
®,source

The extrapolation result selector selects the two best
extrapolations per source track segment and outputs the relative
address of the target track segment.

-9

extrapolation result
(erl)

)—il

The selection criteria are the extrapolation qualities and the

12 X Qarget* aitt” relative location of the target track segment with respect to the
qualigrget diff

t:a = — source track segment. The first criterion is the extrapolation

- quality. In case of equality the target track segment is checked

~lif for its origin which may be either the same detector segment or
@ = :ﬁiﬂﬁ a neighbouring segment.

For each of the two target track segments the extrapolation
result selector ERS outputs:

Fig. 10.: Extrapolation unit extrapolates from one track

segment and compares the extrapolated value to twelwe pejative address of the target track segment. In case the

target track segments. It outputs the extrapolation result (er) : : S

and the extrapolation quality (eq) for each comparison. extrapolatlpn was unsuccessful a certam_code is given out.

) i e Extrapolation quality. The extrapolation quality the

are therefore predetermined and stored in memory based l00kuRg|ection was based on.
tables (EXT). The bend angig of the source track segment is
used to address two RAM-based lookup tables which output the ; ; Lo
upper and the lower limitl{ff* anddiff") of the difference of the enc‘(l’)r(ljeersk.lardware implementation uses a st of priority
position values of the two track segments in question. At the
same time the actual differend#éf between the hit position in ~ The main task of the extrapolation result selector is to reduce
the source chambeg,,ccand the hit position in the targetthe data stream from the extrapolation units to the track
chamberp,,get is calculated. A window comparator checks iissembler. The probability to find more than two successful
the differencediff is found to be within the given limitglif®  extrapolations originating from one single track segment is
anddiff’). In case of a successful extrapolation the extrapolatioegligibly small. However, the extrapolation units deliver the
result bit ér) and the extrapolation quality worded) is extrapolation result and the extrapolation quality for each of the
assigned. In the FPGA prototype [2,3] the extrapolation qualityelve possible track segment pairs. The extrapolation result
is a one bit word (it is set to ‘1" if both track segments of theelector simplifies track segment assembly.

matched pair have the quality status ‘correlated’ ; i.e. a track
segment uses measurements from betuperlayers [7]). For TRACK ASSEMBLER (TA)
the final implementation further simulations have to show

whether this single quality bit is sufficient. Each extrapolation The task of the track assembler is to find the two tracks in a

lity inf tion f h of the twelve t t track @Btector segment exhibiting the highest number of matching
quality information for each of the twelve target track segmens, . segments and the highest extrapolation quality. It outputs

(see fig. 10). the track segment measurements belonging to these tracks. The
A problem arises when subtracting the hit coordinatdkack assembler TA consists of the track segment linker TSL,

Gsource @Nd Qigrger Of track segments of differesegments. the track selector TSEL and the track segment router TSR.

The origins of coordinates are different and thus the difference

diff is shifted by the chamber dimension@r(0.57 rad). The

obvious solution were to add or subtract this offset from t

target track segment positiaf,ger The disadvantage is the

The task of track segment linker is to link the track segment
airs formed by the extrapolation units to full tracks. It forwards
fil track candidates to the track selector, which selects the two

g ; . ) highest ranking tracks and gives out the relative addresses of the
additional calculation delay. In order to avoid this delay t g g J

o . . Mmatching track segments. The track segment router extracts the
offset compensation is carried out already during the calculat|8

; " ¢ segm " extracts
of the extrapolation limitsiff+ and diff-. Accordingly two Biresponding track segment data from the data pipeline using

. X the relative addresses of the track segments.
further extrapolation lookup tables must be introduced; one Is g

used for the extrapolations ggsectors on the right hand sideTrack sgment linker (TSL)
(EXT_r) and the other one for the left hand side (EXT_l). The

lookup tables EXT_land EXT_r deliver the offset-compensated A pattern matching method may be considered to implement
extrapolation limitgdiff*anddiff (fig. 10). the track segment linker. The output of the extrapolations units

(extrapolation result and quality) can be used. A valid track
consisting ofn track segments is identified by a pattermeif

extrapolation result bits. This task can be performed using
simple gate array logic. Each valid track segment combination
is recognized by its dedicated AND gate. A priority encoder
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(pattern selector) retains only the two highest ranking patterns Considering  these  requirements the  hardware
and gives out their code. This code unambiguously identifisaplementation using a pattern matching method for the track
the track segments contained by the found tracks. Fig. 11 sh@@gment linker proves impossible. Each short pattern might be
examples of valid track segment pair patterns. In total there astoed by a longer track. Simple four fold AND gates to
about 1800 valid patterns. On one hand this relatively higlcognize full patterns are by far not sufficient.

number of valid patterns is due to particles crossing detector

segment boundaries. On the other hand this high number arise€'\PPIYing the extrapolation method reduced the number of
due to possible tracks consisting of less than four traPRtterns to some 1800. Even at this stage a pattern comparison

segments. Even a single track segment pair has to be acceptgificd in the track segment linker is not feasible.

as a full track. There are eleven valid track classes OVer@k:/namic track sgment linking with indirect addressing

T1234, T123, T124,T134, T234, T12, T13, T14, T23, T24 and

T34 (the digits denote the stations belonging to the track). The track segment linker comprises the track segment linker

units and the single track selectors. Each of the track segment

linker units is responsible to find tracks of a certain track class

ronsiond originating from one track segment. The track segment linker

e units forward their track candidates to their single track

== selectors. There is one single track selector for each track
7 segment linker unit. The single track selectors retain only the

{Tsr0 Tz track candidate with the highest extrapolation qualities. The

% ot linking result and the relative track segment addresses of all

% extrapolation
% matchestwo

7 wadksogmens involved track segments for each track class and source track
TS S segment are given out.

and TS3.1 form
a track segment
pattern T123

TS40 muon station 4

o
s

=
o

Track segments
TSLO, TS20,
T80 and
TSA40 form a
track  segment
pattern T1234

Since the scheme works comparable to the indirect
Fig. 11.: Example of track linker patterns. addressing in a microprocessor and links the track segment
pairs without comparing it to a predefined set of patterns it is
A track consisting of four matching track segments, T1234alled ‘dynamic track segment linking with indirect
is assembled by three matching track segment paiddressing’. The basic principle is to assemble all tracks from
(1-2/2-3/3-4). However, both the combination of track segmetifeir innermost starting points in a serial way.
pairs ‘1-2/2-3" and ‘2-3/3-4’ each form an additional valid track

(T123 and T234) consisting of three matching track segments.o s moy —o  1he €xtrapolation result selector
Furthermore even each single track segment pair (1-2,2-3,3%% S &5 &5  delivers the addresses of the target
forms more valid track segment pair patterns. This is illustrated & SN §N §&  track segments of previously formed
in fig. 11. These sub patterns must be suppressed in case 5ty P FF P track segment pairs. In order to
complete track T1234. Basically the recognition of 1800 append a second track segment pair
patterns of a length of up to four bits is easily configured b to form a track consisting of th_ree
hardware. Problems arise when the sub patterns need to be track segments one has to look if an
suppressed. Every single ‘short track’ (consisting of only two qc extrapolation from the target track
one track segment pairs) is a sub pattern of a vast number of segment of the first track segment
longer tracks (see fig. 11). This fact raises a seveke pair to another track segment was

interconnection and integration problem within the trackig. 12.: Eight track Successful. One looks atthe output of
segment linker. In order to find tracks overlapping acrosandidates ~of the the extrapolation result selector of
detector segment boundaries the extrapolation results of ffgek class  T1234 the first track segment pair. The

detector segment neighbours also have to be evaluated. r%%gfrrr?gr]]ta single obtained  extrapolation  address
patterns have to be cancelled out even by tracks originating ' denotes the source trf_iCk segment for
from a different detector segment. the track segment pair to append. If

the extrapolation result selector of this source track segment

The extrapolation qualities must be taken into consideratigives a valid target segment address, this address indicates the
in order to find the best track. It is not sufficient to recognize thgidress of the linked track segment. A track consisting of three
track pattern and to mark its appearance. Furthermore thgck segments is formed. The scheme is repeated once more in
attached quality information must be provided to the pattesnder to form tracks comprising four track segments.
selector. The latter must select the highest ranking pattern with ] ) ]
respect to the number of involved track segments and with One track segment linker unit attempts to find a track
respect to extrapolation quality. This process is time consumig@didate for one track class originating from one single track
and complicated because the pattern selector would haveS@gment. There are eleven track classes. Two track segments in

Compare qua“ty Words Of 1800 patterns to each Other. eaCh Station are delivered by the dnft tube trigger pr|m|t|Ve
generator. As a consequencel2 =) 22 track segment linker

units are being applied and form one track segment linker.
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Every extrapolation result selector ERS delivers up to two As illustrated in the figure the extrapolation addresses
addresses. The theoretically possible number of track branchagle the track linker unit from the innermost track segment to
originating from the same track segment3. is the number the outermost.
of involved track segments (see fig. 12). The sum of all valid ) ) i
track branches yields 72. For every possible track branch all The hardware implementation employs multiplexers (see
track segment addresses are given out. The linking resﬂﬂ; 13). The extrapolation addrgsses of the f|rst track segment
indicating the presence of a track candidate, can be derived 8@ are connected to the select input of a multiplexer. All target
the track segment addresses of the outermost station. If it eq@§idresses of extrapolations of the next station pair are routed to

the code for a valid track segment, this track candidate has bi{¥n data input. The address on the select inputs selects the
“found”. according target track segment address among twelve. Thus &

twelve to one multiplexer is employed. The output of the
The result of this scheme is a priority ordered bit stream wiultiplexer is the address of the appended track segment. This
72 bits. The dynamic track linking scheme reduces the numipginciple resembles the indirect addressing in a microprocessor.
of patterns from about 1800 to 72 by a factor of 25 withothe advantage of this method lies in the speed of multiplexers

sacrificing measurement accuracy. implemented in hardware. Only a small number of logic gates is
o res required. Although the scheme proceeds in a serial way (with up
s to two multiplexer stages in a row) it is much faster than a
\ e ssome pattern comparison approach. An important issue for the
T3 1 TS3.0 / . . . . . .
‘ — inevitable error monitoring is the clear and simple concept of
\rod 1o | the scheme.

muon station 2

Single track selector (STS)

The single track selector retains only one track originating

/3 from one source track segment by selecting the track with the
: g highest extrapolation quality.

/ ;f For two reasons only one track originating from the same

‘/ T4 r-inine track segment is tolerated. Firstly multiple hits in the drift

0 ts“;fmq- chamber caused bg-rays will trigger several valid track
daalg] MUX12:1 candidates (see fig. 14). Secondly it is time consuming to select
- 158 the two best patterns amongst 72 if the extrapolation quality has
- tss;jlmeqs to be included in the selection process.

. Lomalg)muxiza Anyway, it is very unlikely to find a track segment
- measurement caused by two different muons but with exactly
adra+eq? the same location. Thus the ‘single track selection’ STS may

safely be applied. The single track selector retains one track
branch per source track segment.

L0 Fig. 14 illustrates the principle of the single track selection.
o-rays triggered track segment measurements in station two and

four. Four track candidates are being provided by the track

segment linker units TSL1234. The single track selector cancels

branches with lower extrapolation qualitg and retains only

the track consisting of track segments with the highest quality

attached to.

Fig. 13.:Principle of track segment linker operation.

Simulation showed that in most cases track segments causec

An example is given in fig. 13. It assumes a track to B¥ d-rays have an uncorrelated track segment quality status [9].
Comprised by track Segment zero in station one, track Segm-éh[s is due to the limited range of the electrons in matter. Hence
1 in station two and three and track segment zero in station fdtRCk segment pairs with a track segment causelrays are
As a consequence the extrapolation units and extrapolatltsgly to have low extrapolation quality.
result selectors of the extrapolation from track segment zero in

. : ; Starting from the outermost branching point (in case of the
station one to station two give the address of track segment on e : .
. . . . tracks T1234 this is the extrapolation between station 3 and 4)
(in station two). The extrapolation units of track segment on : : S
ne branch with the lower extrapolation quality is cancelled. In

stat!on two give out the address for track segment Onelclgse of equality the branch with the higher internal index is
station three and so on.
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T1234.3
T1234.2
T1234.1
T1234.0
Tresaq
T1234.0
T1234.0

muon track

eq12.1 < eq12.
eql.

Fig. 14.: Principle of single track selection operation.

removed. After selecting the highest ranking branch 34 the

single track selection is applied again to the branches 23 and 12. eql eq0 ERSXL.O ERSWL.1

The number of possible tracks is now reduced to 22. Only | |
one track per track origin is given out. Applying the single track

selection reduces the number of valid patterns from 72 to 22. >=

The hardware implementation employs multiplexers and - c| Mux
comparators (see fig. 15). The extrapolation qualities of the |
branches are compared. The comparison result controls the ERSXX.S

multiplexer. It routes the address and the linking results of the

remaining branch through the multiplexer. Single Track Selector

All remaining linking results - a 22 (two start track segments Fig. 15.: Block diagram of a single track
times eleven track classes) bit field with each bit indicating if selector.
the corresponding track segment combination was found - and
the track segment addresses are forwarded to the track selectoiThe previous stage, the track segment linker, provides all
However, there is no quality information attached to the traglossible track candidates. However, some of the track
candidates anymore. The single track selector already includasdidates may be entirely part of a longer track candidate. For
the quality information into its decision. instance this is the case if a track containing track segments

] ] from all four stations, T1234, is being found. In addition tracks

Simulation showed that for up to 75 % of muon tracks @hntaining some of the same track segments (like T123, T234,
least one station delivers a second track segment [19)5 ) will be found. The track with the highest number of
Assembling the tracks without the single track selection schefg . segments is referred to as mother pattern while the others
would cause the track finder processor to output a second tragk .5 jied sub patterns. The cancellation unit suppresses the sub
in all these cases. VHDL simulation of the processor revealggorns in presence of their mother patterns and removes tracks
that application of the single track selector decreased ijitferent track class originating from one track segment. The
fraction of double tracks given out to only 4 %. Howevefn, s are the 22 linking result bits from the track segment
optimization of the drift tube trigger primitive generator argnyer The linking result bit of a certain track class is masked
ongoing in order to reduce the number of double or ghost rag it his track is part of a longer track. The cancellation unit
§egments dehver_ed to the track finder. However, this redu_Ct'BUtputs the masked 22 linking result bits to the track class
is performed without any loss of real tracks. Certainlgjector, which selects the two highest ranking track candidates

algorithms may be found which reduce the number of doubl@y tonwards the relative address of the track segments.
tracks further but this might be at the cost of efficiency when

two real tracks close to each other need to be treated. Cancellation units (COL)

Track selector (TSEL) The basic principle of the cancellation scheme is to alter
) _ ) only the linking result bits in presence of a mother pattern. The
The track selector retains onlythe_ two highest ra_mkmg traﬁjéck segment addresses remain unchanged. The hardware
candidates amongst the 22 provided. It consists of thgo tis minimized. The cancellation units are divided into three
cancellation units and the track class selector. groups: cancellation sub pattern, cancellation single track and
cancellation down.
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Cancellation sub pattern checks the presence of a motlpeassignment unitgAU)
pattern. Cancellation single track attempts to distinguish ) ) )
between multiple tracks caused Byays or by tracks close =~ Measurementipcan be given out very accurately since the
together and removes tracks causeddbyys. Cancellation POSition of the track segmentsgris known well. The binning

down finds double tracks caused by double hits in the innerm8&¢he track segments corresponds gerasolution of 0.018or
chamber. 0.3 mrad. That means the track positiopiran be given in the

same resolution. The first level global trigger cannot process the
The hardware implementation employs simple logic gatesb trigger data with such a good resolution. ivalue of the
and comparators. innermost track segment of the track is given out with a reduced
resolution of 8 bits for the wholaizange. This is equivalent to
a binning of 1.4 or 25 mrad.

Track class selector (TCS)

The task of the track class selector is to find the highgst,scignment unit(AU)
ranking track amongst all track candidates. On the set of track
classes (as defined above) an ordering is defined. The first
criterion is the number of track segments the track consists of.
The second criterion prefers tracks with track segment of ., .y
stations one and two, because the momentum can be measuszs 9% rz-projegtion
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with a higher precision in station one and two [10]. aots RO~ § N /. » ‘
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Applying the extrapolation method, the dynamic linking of Nf/ . o
. . . teraction point
track segment pairs and the single track selection reduces the
number of track candidates to 22. No quality information must An=0.04..0.4 z
be taken into account anymore at this stage. Thus a simple . . . . ‘
priority encoder may be used. The linking result bits are

connected to the data input in the order of their rank. The trac'lg. ) . .

. ig. 16.: rz-view of the drift tube chamber system.
class selector puts out the relative addresses of the track
segments of up to two tracks and forwards them to the track

segment router TSR. The non-projective chamber geometry with respect to the
rz-view does not allow for a precise measurement of the
TRACK SEGMENT ROUTER (TSR) n-coordinate of the track. As illustrated in fig. 16 the only

information then-coordinate can be derived from is the place

The track segment router uses the track segment addre¥gegre a particle crossed detector wheel boundaries. A coarse,
to select the corresponding track segment data. During {R€ation dependent resolutioncan be achieved. Moreover
processing time of the track assembler the data are stored fhearesolution is dependent on the number of track segments a
buffer memory. Shift registers and multiplexers are used.  track consists of. The-measurement uses a 2 bit code which

indicates between which stations the muon crossed the wheel

ASSIGNMENT UNITS (AU) boundaries.
Quality assignment unit (d4)

Once the track segment data are available to the assignment
units, memory based look up tables are used to determine theA quality code for each track is given out. One bit indicates
transverse momenta of the particles. The momentum and ihéhe transverse momentum has been assigned using the
location of the tracks as well as a quality information about tiéference of two spatial measurements or by using one track

track finding is given out. segment angle only. Thg measurement using two spatial
. . coordinates yields a measurement with a better resolution.
Pi-assignment unit @&J) Further two bits are reserved to output the number of track

segments involved in the track. Since a valid track may consist
f two track segments only the number of track segments a track
ntains represents a quality measure. However, the quality

. ; information described here serves only as suggestion. Further
[10]. In case transverse momentymis measured using two

. . . " lobal trigger simulation studies must provide detailed
spatial coordinates, the difference between the position Va@%%cification for the quality assignment unit.
is sent to the memory baspgdassignment look up tables.gf

is assigned using only an angle of a track segment this angle is WHEEL SORTER (WS)

routed to the look up tablg, is measured with a resolution of

5 bit, one additional bit indicates the charge of the particle.

The resolution for determining is dependent on the track
segment quality. A control circuit evaluates the various tra%
segment qualities and determinesgheeasurement algorithm

The task of the wheel sorter is to select the four muons with
the highespy in a wheel amongst the 24 muons from the twelve
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sector processors. This is done using a dedicated ASIC-soeetrapolation result selector is optimized in a way to select the

chip [11]. The latency for sorting four muons amongst 24 is 1%@&ck segment pairs with the highest quality. The extrapolation

ns or 6 bunch crossings (bx). One bunch crossing is reservedr&sult selector discards the pairs caused-bgys. In this way

resynchronisation. the extrapolation result selector does not compromise system
performance.

CONCLUSION: PROCESSOR
ARCHITECTURE AND
SIMULATION

(1]
The architecture was simulated using a behavioural VHDL
simulation. The simulation was used to prove the functionality

of the algorithm and to optimize the hardware partition. 2]

The processor uses only simple logic blocks as such
multiplexers, comparators and subtractors. Therefore the
architecture proves to be simple and easy to maintain. 2

The efficiency curves show the performance of the entiEe]
track finder processor system (fig. 17) fpithresholdg; = 20,

40, and 50 GeV/c [10].
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Fig. 17.: Efficiency curves for;p= 20, 40 and 50
GeVi/c.

9]

The efficiency reaches at least 95 %. Not all muons are
found because of geometrical acceptance of the detector ij
inefficiency of the chamber system.

The obvious bottleneck of the track finder processor is the
limitation to be able to process only up to two successfiil ]
extrapolations per source track segment (extrapolation re ul%
selector). However, as VHDL simulations showed, in only 2 %
of the double muon events more than two successful
extrapolations occurred. Again they were causedttays. The

10
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