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Abstract

Thesignal of minimumionizing particles, crossing perpendicular MSGC’sat LHC frequency, wassim-
ulated to propose a suitabl e read-out scheme for the gas micro-strip detectors of the CM S tracker.



1 Motivation and status of the study

The RD20 scheme [1] isthe basdline design for the read out of the silicon and gas micro-strip detectorsinthe CMS
tracker. It includesafast amplifier and shaper, an anal ogue delay buffer, a pul se shape processor and a multiplexer.
While these functions have been implemented in the APV [2] and FILTRE [3] chips with characteristics adapted
to the signal of silicon detectors, the analysis of experimental data has shown that the fluctuations in the charge
collection with MSGC’'sor MGC’swill reduce the performance of these chips[4],[5].

A signal simulation [6] was used to study the effect of the front-end shaping, of the ana ogue delay buffer dynamic
range and of various processing algorithms. The assumptions, the results and the propositionsfor amicro-strip gas
detector read-out are presented.

2 Simulation toolsand assumptions

The simulation, as compared to the study of actual data[4],[5], alowsto test the effect of different shapings on the
pulse processing, taking into account the pile-up on individua strips. These three steps, pulse shape generation,
pile-up ssimulation and processing are described in this section.

2.1 Track pulsegeneration

The detailed description of the pulse simulation can be found in reference [6]. It consistsin the generation of the
input current of the preamplifier and itsconvolutionwith agiven shaping. The currentissimulated for perpendicular
MIP’s, including primary ionization, migration, diffusion and avalanche gain. In this simulation, the parameters
involved were adjusted so as to reproduce the mean characteristics of rea pulse shapes, registered with a MSGC
equipped with the PRESHAPE32 front-end [5]. For the 10000 tracks generated, the currents shared on different
strips (cluster) are representative of the signal devel oping in agas mixture of DME(80%) and CF,(20%) with gaps
of either 2mmor 3mmand at adrift field of 8.6 kV/cm. With other gas mixtures, differences can arisefrom changes
in the primary ionization, in the drift velocity and in the diffusion. The latter aspect is not of primary importance
since the cluster size with the thresholds currently applied are similar for the usual gas mixtures. The fluctuations
in the primary ionization will be relatively small if alarge amount of DME isused. Asshown in reference 5, the
variationsin the electron drift velocity can modify the shape of pulses, leading to a mean peaking time variation
of about 10 ns. In this respect, the fast gas mixtures should be preferred. A recent measurement of pulses with
DME(70%) and Ne(30%) showsthat the mean shape of the pulsesissimilar to the one used to adjust the parameters
of thesimulation. It isthus expected that in this case the results of the processing will not be modified.

The convolution of the simulated currents with the shaper amplifier response providesthefinal pulses. Theimpulse
response of the PRESHAPES32 chip was adjusted, with the bias voltages, so asto exhibit a40 ns peaking timewith
the 12 pF load capacitance of the detector strips. It was used as a reference for comparison with CR-RC shapings
of 20 ns, 30 ns, 40 ns, 50 ns and 75 ns time constants. It can be seen on figure 1la that the CR-RC response with a
30 nstime constant is the closest to the PRESHAPE32 case.

2.2 Pile-up smulation

Three track multiplicities per bunch crossing were smulated : 0.5%, 1%, and 5% of the number of channelsin the
tracker, assumed to be 4 x 10°.

The pulses from a bunch crossing considered in the processing (referenced as the trigger bunch crossing in the
following), were added to the tails of pulses generated in 35 bunch crossings occuring before and after, a the 40
MHz frequency of the LHC.

The noise, as observed in the data measured with the PRESHAPE32, was then added to all the tracker channels.
Before the addition, the signals of MIPs were normalized arbitrarily to study the effect of different signal to noise
ratio. Thislatter variableis defined as the maximum probability amplitude on the highest strip of a cluster divided
by the noise rms. The tested values were 10, 25 and 50.

Using an amplitude calibration of the PRESHAPE32 measured with a buffer of gain 10 and the load capacitance of
the detectors, the 4.5 mV rms vaue of the noiseis equivalent to 1400 e~ . Therefore, for asignal to noiseratio of
25 the equivalent signal seen by the amplifier is35000 e~ (-112 mV). This measured value [5], athough not final,
can be considered as a good specification for the signal of the MSGC detectorsin the CM S tracker.



2.3 Pulseprocessing

To take into account both the effect of the pile-up and of the e ectronics noisein the final occupancies, the signals
on al the tracker channels were processed. Results are reported for processings using three samples of the pulses
with time intervals of either 25 nsor 50 ns.

The tested agorithms are a weighted sum, arise selection, a shape selection and a peak identification. Each of
them can be tuned with two parameters, weightsfor the weighted sum and thresholdsfor the other algorithms (see

appendix).

A finite dynamic range was simulated by saturating the pulses before the processing. Four cases were tested, no
saturation and saturationsat 140000 e~ (-450 mV), 210000 e~ (-675 mV) and 280000 e~ (-900 mV).

3 Performanceof the different read-out schemes
3.1 Definition of the performance variables

Theresult of the processing isanumber of identified clustersincludingtruetracks, either generated inthetrigger or
surrounding bunch crossings, and fal se tracks due to the el ectronics noise. In the following, the performance of the
read-out isrepresented by theefficiency to preserve the clustersassociated to thetrigger bunch crossing tracks, plot-
ted against thetotal number of clustersdivided by thenumber of tracker channels (referenced as thefinal occupancy
in the following).

A cluster is defined as a group of adjacent strips, presenting individually a processed amplitude above afirst level
threshold, and a sum 1.5 times higher than this threshold. This selection is in current use in off-line analysis of
MSGC data.

For each pair of dgorithm parameters, a curve of efficiency versus occupancy is obtained according to the cluster
selection threshold. In the following, we plot the envelope of these curves, which corresponds to the best values
of efficiency and occupancy found, whatever the values of the algorithm parameters and of the cluster selection
threshold.

Since only perpendicular MIP's and noise are included in this simulation, the scales of efficiency and occupancy
are not quite representative of the LHC conditionsbut are expected to be relevant for the comparison of therelative
performance of the proposed read-out schemes. To complete the study, we present the spatial resolution obtained
in few cases.

3.2 Reaultsaccording tothe shaping time constant

The means of the smulated pul ses with various shapings are shown in figure 1b for the strip of the cluster with
the highest signal. It can be seen that the charge collection in the detector increases the mean peaking time of the
shaping by about 40 ns (DME(80%)/CF4(20%), 3 mm). The processed signals are thus spread over an increasing
number of bunches when the shaper time constant increases. As a general conseguence, the performance of the
processing tends to improve with decreasing time constants.

Theresults presented in figure 2 show that the peak identificationisthe method least sensitiveto the shaping. Inthe
simulation, the same signal to noiseratio was assumed for the different shapings. Sincetheelectronicsnoiseusually
increases with decreasing time constant, theimprovement reached with the shortest shaping time can depend onthe
capability to balance thiseffect by an equivaent increase of thesignal. On the other hand, the reduced performance
observed with the largest time constantswill probably not be compensated by adecrease of the noisefor asignal to
noiseratio above 25 (seefig. 2and 4). Therefore, the shaping realised with the PRESHAPE32 chip isconsidered as
agood compromise. It has to be noted that changes of the shaping time due to the detector itself (strip capacitance
and collection time of primary eectrons) will result in similar effects as changes in the preamplifier shaping time
constant.

3.3 Reaultsaccordingtothetimeinterval between the samples

The pulse sampling hasto be done with the 25 ns period of the LHC bunch crossings to ensure a good synchroniza-
tion with the trigger. The time intervals between the amplitudes used in the processing can thus only be multiple
values of 25 ns.

With thewei ghted sum, the shape sel ection and the peak identificationit was found that the best results are obtained
when the second sampl e is taken close to the pul se maximum amplitude and separated by 50 ns from the two other
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samples (fig. 3). Thisresult isindependent of the shaping. The algorithm the least sensitiveto thetimeinterval is
the weighted sum.

With the rise selection the choice of the best time interval is dependent on the shaping. With the PRESHAPE32
chip, the optimization is reached when the second sample is taken at half the pul se maximum amplitude and with
atimeinterval of 25 ns ensuring that the three processed amplitudes are in the rising edge of the pulses. For this
same reason, atimeinterval of 50 ns becomes better if the shaping time constant exceeds 40 ns.

The following comments can be added to the discussion of thetime interval between the processed amplitudes:

- Attemptsto use atimeinterval of 75 ns, even if limited to 2 of the 3 samples, have failed to provide good results
because the pile-up increases more than the efficiency for the trigger tracks.

- Attemptsto increase the number of samplesin the processing to 4 were no more successful, although not exhaus-
tive of all the possiblevariantsof agorithmsand time samplings. |n some cases, for instance with a50 nssampling,
the fourth amplitudefalls close to the noise level. In other cases, areduction of the sampling timeto 25 ns reduces
the amplitude differences and thus the track efficiency.

3.4 Effect of thesignal to noiseratio and of the dynamic range

In the case of the PRESHAPES32 chip, the effect of the signal to noise ratio and of a finite dynamic range on the
processing performance are shown respectively in figure 4 and 5.

It can be seen that when the signal to noise ratio increases from 25 to 50, the processing does not significantly
improvein the case without saturation and is even worsened if the available dynamic range is smaller than 280000
e~ . Ontheother hand, at asignal to noiseratio of 10, the dynamic range is not important in thelimit of 140000 e~
but the efficiency isreduced by 2 % to 5 % in this case. The peak identification algorithmisthe least sensitive to
the signal to noiseratio.

To compl ete the study, an el ectronics noise increased by afactor 2 (2800 e ~) was assumed, with asignal of 35000
e~ (S/N =12.5) and 70000 e~ (S/N = 25). Theresults are compared to the situation of 35000 e~ and S/N = 25in
figure 6. It can be seen that the efficiency lossif the noiseis doubled is compensated by an equiva ent increase of
the signal only if the dynamic rangeis 280000 ™.

Anincrease of thesignal to noiseratio above 25, even if not strictly needed to improvetheefficiency, could however
improve the cluster size (spatial resolution for perpendicular tracks) and the efficiency for slant tracks. In thislatter
case, the expected limitation comes from the lower signal to noiseratio on individua stripsand from thetime jitter
between the signals collected on the strips where the particles enter and leave the gas gap.

3.5 Comparison of the performance of the processing algorithms

In the case of the PRESHA PE32 shaping, the performance of the agorithmsis compared in figure 7 for the various
conditionsused in the simulation and agas gap of 3mm. Infig 8 thecomparisonislimited to the peak identification
and therise selection. It isdonein the case of al % occupancy for various signa to noise ratios and for two gas
gaps of 2 mm and 3 mm in the case of the rise selection. The results can be summarized as follows

a) Weighted sum

This method is worse than algorithms based on sample comparisons, unless the signa to noiseratio is sufficient
(25) and thefina occupancies are large, 2.5 % and 10 % for initia occupancies of respectively 1 % and 5 %.

b) Shape sdlection

As compared to others, thisalgorithmis better to reject the tracks produced around the trigger bunch crossing but
the efficiency for the trigger tracksis limited by the pile-up. It providesthe best results only for afinal occupancy
below 0.8 % and 1.6 %, if theinitial occupancy is respectively 0.5 % and 1 %.

) Peak identification

Less selective than the shape al gorithm but more efficient for the trigger tracks, the peak i dentification providesthe
best results in the mid-range of efficiency and occupancy. With a3 mm gap it isworse than arise selection if the
initial occupancy is5 %.

d) Rise selection

More sensitiveto the signal to noiseratio, but lessto theinitial occupancy, the rise selection becomes less efficient
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than the peak identification at asignal to noise ratio below 22, an occupancy of 1 % and agas gap of 3 mm. The
sensitivity of thisalgorithmto the shaping is, as compared to the others, an advantage with a2 mm gap where the
signal peaking timeiswell adapted to atimeinterval of 25 ns between the processed samples. As a consequence,
when theinitial occupancy is1 % and thenoise 1400 e~ , the results obtained with a2 mm gap and therise selection
becomes better than any results with 3 mm, at a same gain corresponding to signal to noise ratios of 13 and 20
respectively for the 2 mm and 3 mm gap.

4 Summary and conclusions

The present study has explored different scenarios of the read-out scheme and experimental operation of the micro-
strip gas countersin the CM Stracker. It has shown that thereis not a clear-cut solution for the best read-out scheme
since the performance depends on parameters which are not yet fina :

- the time devel opment and amplitude of the detector signal;
- the el ectronics shaping, noise and dynamic range;
- theinitia occupancy, the chosen compromi se between efficiency and final occupancy and the expected resolution.

Thelast point is a matter of simulation where the choices should be determined according to the track reconstruc-
tion efficiency and momentum resolution. To estimate these variables, arealistic simulation of proton or heavy ion
collisionsisneeded especidly to introducered track anglesand energies. These aspects have not beenincluded in
the present study. Assuming that they will not change the relative results that have been presented, the following
scheme for the read-out of the gas detectors can be proposed.

4.1 Shaper amplifier

Asdemonstrated in section 3.2 the shaping implemented in the PRESHAPE32 chipissatisfactory. A larger shaping
will penalizethe performance, especially if thestrip load capacitance isincreased or for any other reason of increase
in the time development of the signal. With a shorter shaping, athough potentially better, it should be proven that
the signal to noiseratiois preserved.

4.2 Dynamicrange

The study was done assuming the saturation of the pulses as presented in section 3.4. It is shown, when the max-
imum probability signal on a strip is 35000 e~ and the noisermsis 1400 e~ that the performance of the read-out
will decrease for an effective dynamic range below 140000 e~ . It is also shown, that increasing the detector gain,
for instance to compensate an increase by a factor two in the noise rms, will not be efficient unless the dynamic
range is also doubled.

Aneffectiverange of 140000e~ (pedestal subtracted) isthereforereasonableif the 1400e~ rmsnoiseand 35000 e~

signal are guaranteed but it will not allow much improvement in the detector gain (especialy if needed to improve
the efficiency for inclined tracks). Finally, the read-out of both anodes and cathodes for a measurement of two
coordinates requires that the dynamic range should work in two polarities.

4.3 Processing algorithm

The performance of any simulated algorithmisrel ated to the choice of agood set of parameters which are dependent
on the exact operating conditions. These parameters should therefore be adaptabl e together with the timing of the
analogue delay buffer clock and the cluster selection threshold. The tuning procedure has to be determined. The
simulation of LHC events can be used to provide afirst set of values to be checked with data. In thislatter step,
the identification of trigger tracks should be done with the pixel and silicon detectors to provide the corresponding
efficiency in the gas detectors as a function of the final occupancy. The procedure might be iterative to find the
best performance. Depending on the particle multiplicity, it is not excluded that the final parameters could vary
according to theradia position of the detectors.

The conclusions on the performance of the various processing algorithms are the following :

Apart from the case of high occupancies, the weighted sum performs worse than the comparison of samples. It
providesits best results with a time sampling of 50 ns and no obvious correlation was found between the weights
themsalves and with the final cluster selection threshold. An example of the performance for three specific sets

4



of weightsis shown in figure 9 together with the expected resolution. This processing, foreseen for the silicon
detectors, could be a back-up solution if the comparator based algorithms can not be implemented properly in a
chip or if the highest initial occupancy is expected.

The implementationsin the chip of the three proposed methods of comparison are not very different. However, the
adapted time sampling should be 50 ns for a shape or a peak identificationsand 25 ns for a rise selection (PRE-
SHAPE32 shaping).

The peak and rise algorithms provide better results than the shape identification on a wider range of occupancies
and efficiencies. They are therefore preferable in general.

A definite choice between the peak i dentification and the rise sel ection is more specific to the expected experimental
conditions. The 2 mm gap with the rise selection isthe most promising contrivance. It should however be checked
experimentally if asignal to noiseratio above 13 and the simulated shaping can be ensured and are sufficient with
such agap. The situation with a cathode read-out for a measurement of the two coordinates may require another
algorithm giventheserestrictions. If a3 mm gap is preferred, the peak identification isless sensitive to the shaping
and providesbetter resultsif thesignal tonoiseratioisbelow 22. It could thusbewell suited unless high occupancies
are considered.

The present simulations do not include common mode noise in the read-out electronics. The results presented
thus assume that if present, it can be subtracted before applying a final threshold on the transferred amplitudes.
A weighted sum of pulse samples will preserve the common mode noise for al the tracker channels. It can there-
fore be subtracted, but with a possible limitation due to the pile-up and to the cross-talk between the stripsthat can
result in base linefluctuations. These physical effects can be enhanced with the weighted sum whichintroduces an
overshoot (reverse polarity) of the pulsesfor tracks produced in the bunch crossings surrounding the trigger bunch
crossing.

In the case of the sample comparisons, only the accepted amplitudesare preserved and the part of the common mode
noise generated before the processing, if any, islost. One possible solution to preserveits value isto transfer both
the peak amplitudeand thevalidation by the processing, beforethefina cluster selection. It should be checked if the
read-out frequency allows such atransfer. Another possibility isto replace the amplitude validation by a basdline
shift according to the output of the comparison. Inthiscase, it should be checked if the dynamics can be doubled or
if thesignal can be compressed by afactor 2 without too much losson thesignal to noiseratio. A comparison of the
performance with an without common mode noise subtracti on has been simulated. The situationwhere the common
mode noi se can be subtracted assumes as mentionned before that it appears on all the channel s after the processing,
itisrepresented by theopen circlesinfigure 10. The situationwithout common mode noise subtractionisequival ent
in the case of the peak selection to set the final threshold on thetransferred amplitudesto O, it is represented by the
full circlesinfigure 10. With the rise selection, one possibility is to validate the amplitude difference between the
third sample used in the processing (close to the pul se maximum) and a sampl e taken before therising edge (25 ns
before the first one used in the processing). In this case the common mode noise is subtracted in the difference of
the two samples and thefinal threshold can be applied, the performance lossis only due to an increase of the noise
by afactor /2. With these two exemples, it can be seen in figure 10 that the performance without common mode
noise subtraction is degraded at maximum by about 0.5 %, a abunch crossing pile-up of 2.1. Furthermore, The
spatial resolutionis amost unaffected.

Thereported spatial resol utionsare obtai ned assuming an anal ogue treatment of thedata (center of gravity of cluster
strip signals). They are quite similar for the various processing a gorithms and close to the value expected with a
digital read-out. Thisis dueto the low efficiency for the second or third strip of a cluster, which often present a
small signal, and to the limited amplitude resolution, which is affected by the effect of the processing and by the
pile-up of signas. In the present study, the cluster size is defined with a same threshold for al the strips, another
possible method is to make a first similar selection of strips and then define the fina clusters with neighbouring
strips presenting a signal above a lower threshold. This might improve the spatial resolution but is not expected
to modify the efficiencies or the occupancies which are basically determined by the first selection of stripswith a
higher threshold.

4.4 Proposal for the read-out electronics

This proposal concerns only the case of the comparator solutionswhich have not yet been implemented in a chip.
Asdiscussed above, the choice between the peak or therisealgorithmisnot obvious. It is suggested to benefit from
their similaritiesto implement both of them in the same read-out e ectronics. Thisis possiblewith the schematics
chip shown on figure 11 if a peak or rise mode can be sdl ected to choose one of the two samples at the input of each
comparator. With five samples numbered one to five issued of the analogue delay buffer and separated by 25 ns,
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the chip will act asapeak finder, if itsentries 1 to 5 are respectively thesamples 3, 3, 1, 3and 5 and as arisefinder
if they are respectively thesamples 3, 2, 1, 3, 2.

Finally, the test of a read-out chip, whatever the processing algorithm, will be difficult to achieve without a test
beam synchronized to the 25 ns clock and an intensity able to reproduce the pile-up at LHC. A practical solution
for tests in the laboratory could be to have atest output at the level of the shaper amplifier and atest input at the
level of theanal oguedelay buffer. Thiswill allow to check the signal shape and simulate, with a40 MHz generator,
realistic samples including the pile-up effect, that can be stored in the analogue delay buffer and processed.
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Appendix

The description of the processing agorithmsis done assuming that the pul ses are of negative polarity.
1) Peak identification

The output amplitudeisgiven by :

SIS(to) if S(to) <S(t0—|—At)—th2

S(to) < S(to — At) —thy
{ S(to) < —thg

and S = 0 otherwise,
1o isthetrigger time, Atisthesamplingtimeand thy, th,, ths are thresholds.

2) Shape identification
The output amplitudeisgiven by :

S(to) < S(to — At) —thy
SIS(to) if S(t0—|—At) < S(to—At)—thz
S(to) < —ths

and S = 0 otherwise,
1o isthetrigger time, Atisthesamplingtimeand thy, th,, ths are thresholds.

3) Rise sdlection
The output amplitudeisgiven by :

S = S(to) if S(to) < S(to — At) —th,

S(to — At) < S(to — 2At) —thy
S(to) < —ths

and S = 0 otherwise,
1o isthetrigger time, Atisthesamplingtimeand thy, th,, ths are thresholds.

4) Weighted sum

The output amplitudeis:

SIW1S(to—At)+W2S(to)—|—W35(t0—|—At) if S < —th,

and S= 0 otherwise,

1o isthetrigger time, At isthe samplingtimeand Wy, W,, W3, th are the weights and the threshold.
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Figure 5b

Effect of the dynamica range on the performance of the shape identification algorithm in the case of the PRE-
SHAP32 shaping. The noisermsis 1400 e~.
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Figureb5c

Effect of the dynamical range on the performance of the rise selection agorithmin the case of the PRESHAPE32
shaping. The noisermsis 1400 e~.
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Effect of the dynamical range on the performance of theweighted sum algorithmin the case of the PRESHAPE32

shaping. The noisermsis 1400 e~.
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Figure 6a

Effect of the dynamical range on the performance of the peak identification algorithm in the case of the PRE-
SHAPE32 shaping. Comparison for noiserms of 1400 e~ and 2800 e™.
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Effect of the dynamica range on the performance of the shape identification algorithm in the case of the PRE-
SHAPE32 shaping. Comparison for noiserms of 1400 e~ and 2800 e~.
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Effect of the dynamical range on the performance of the rise selection agorithmin the case of the PRESHAPE32

shaping. Comparison for noise rms of 1400 e~ and 2800 ™.
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Effect of the dynamical range on the performance of theweighted sum algorithmin the case of the PRESHAPE32
shaping. Comparison for noise rms of 1400 e~ and 2800 e~
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Figure7

Comparison of the algorithms performance in the case of the PRESHAPE32 shaping. The noisermsis1400e~.
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Comparison of the performance of the peak identification and the rise selection agorithms with 3 mm and 2 mm
gas gaps and the PRESHAPE32 shaping. The noisermsis 1400 e~ and theinitial detector occupancy is 1%.
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Figure9

Performance and spatia resolution of the weighted sum obtained with the PRESHAPE32 shaping, using specific
sets of weightsand thresholds.
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Figure 10

Performance and spatial resolution of the peak and rise sel ection obtained with the PRESHAPE32 shaping, using
specific sets of thresholdsto simulate the cases with and without common mode noise subtraction (see text).
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Figure 11

Scheme of a possibleimplementation of the peak identification and therise selection in asingle chip.

25



