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Abstract

The off-detedor eledronics gstem for a high-rate
muon Cathode Strip Chamber (CSC) is described. The
CSC's are planned for use in the forward region d the
ATLAS muon spedrometer. The dedronics s/stem
provides control logic for switched capadtor array
analog memories on the chambers and acaepts a total
of nealy 295Ghit/s of raw data from 64 chambers. The
architedure of the system is described as are some
important signal processng agorithms and hardware
implementation cktail s.

|. THE ATLAS CSC SYSTEM

The ATLAS CSC system is designed to measure
high momentum muons in the forward regions (2.1 <
[n] < 2.7) with high resolution in a high radiation
environment. The CSC system consists of 64
chambers with half of the modues in ead dredion.
Each CSC modue has four layers, providing a
predsion measurement in the (radial) bend dredion
and a arser measurement of the transverse
(azmuthal) coordinate. Each modue has 768
“predsion coordinate” channels and 1@ “transverse
coordinate” channels. The total channel count for the
CSC system is61,440[1].

Due to severe radiation levels in the CSC
environment, a minimum of the CSC eledronics will
be located on the detedor. The on-detedor eledronics
amplifies and shapes the cahode strip signals, and
stores the pulse height information during the level 1
trigger latency. Upon recept of a “level 1 trigger
accet” (LVL1 Accet), multiple time samples are
digitized and transmitted via high-speed fiber-optic G-
Links to df-detedor eledronics. Sampling and
digitizetion are performed on-detedor and are
controlled by the off-detedor eledronics. The off-
detedor eledronics receéves the digitized samples,
reeds out-of-time hits, and suppresses hits below
threshold, except those ajacent to hits that exceead the
threshold. Data from hit clusters are a®mbled and
processed by the off-detedor eledronics. The
procesed data ae transmitted to the ATLAS
Trigger/DAQ System for further processng.

I1. THE CSC ELECTRONICS SYSTEM

A. The on-detector €l ectronics

The CSC on-detedor eledronics [2] resides on
Amplifier-Storage Module (ASM) boards. Each strip is
conreded to a Preanplifier and Shaper (P/S) which
makes a bipdar pulse with a 140 ns daping time to
miti gate pil e-up effeds. The shaped pulses are sampled
every 50 ns, and the analog puse height information is
stored in a Switched Capadtor Array (SCA) for the
duration d the level 1 trigger latency. Only data dose
intimeto valid LVL1 Accepts are digiti zed.

The on-detedor eledronics for each CSC modue
consists of five ASM boards, each handling cita
colledion for 192 strips. The digital data on each ASM
board are transmitted via two “down” data stream
fiber-optic G-Links to the off-detector eledronics for
data processng. Clock and control signals are sent to
the ASM board via one “up’ G-Link connedion.
Uponrecept of aLVL1 Accept, four time samples for
ead strip are digitized and read out. The two “down”
data strean G-Links will ead run at 40 Mword/s with
16 [t/word.

B. The off-detector € ectronics

The off-detedor eledronics, shown in Figure 1,
consists primarily of Sparsifier and Readou Driver
(ROD) modues. Thetotal digitized data mlleaed from
the 64 CSC modues is 295 Gbhit/s at a trigger rate of
100 KHz. The Sparsifiers reduce the raw data stream
reading the Readou Drivers (RODs) by suppressng
strip signals below athreshold cut and byrejeding ou-
of-time signals. The four time samples retrieved from
eath strip provide pulse shape information which
alows regiedion d signals not centered in the timing
window. Thetotal suppresson fador is expeded to be
intherange 70 O 175, based on bean test and Monte
Carlo studies.

Each Sparsifier module ontains one SCA
Controller, implemented in a large FPGA, and 10
digital signal processors (DSPs), eathh of which
gparsifies the data from one ASM board. Thus ead of
the 32 Sparsifiers receves data from two CSC
modues. On eah Sparsifier there are 20 G-Link
recevers for data from the 10 on-detecdor ASM boards,
and 10 G-Link transmitters ®nding clock and control
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Figure 1: Block diagram of the data aqjuisition system for the Cathode Strip Chambers. The Sparsifier and Readout Driver (ROD)
modues are locaed doff- detector.

signals, generated by the SCA cortroller, up to the
ASM boards. The sparsified data ae asembled for
eath CSC, and are sent to the RODs via badkplane
conredions.

Each ROD modue mntains eight DSPs which
process data from eight CSC modues, as $own in
Figure 1. An additional host DSP manages the overall
operation d the ROD and provides an interfaceto the
ROD Crate Controller (RCC). The ROD cheds data
integrity, applies cdibration constants to the data,
performs further out-of-time rejedion, and applies a
neutron rejedion algorithm to the data stream. The
procesed data is then sent via Readout Links (ROLS)
to Readou Buffers (ROBs) in the ATLAS
Trigger/DAQ System for level 2 trigger processng.
The ROD dso chedks data for errors, maintains
statistics and fill s histograms for detedor monitoring.

C. The VME Crate Configuration

The off-detedor eledronics is housed in three
VME crates. Two VME crates are nealed for the 32
Sparsifier modues. The VME crate housing the ROD
modues is sndwiched between the two Sparsifier
crates. This configuration is convenient for
implementing the badkplane mnnedions between the
Sparsifier and ROD modues. A Timing Interface

Modue (TIM) in eahqh VME crate recdves and
delivers clock and control signals to and from the
corresponding modules. Each crate mntains a VME
bus extension board (MXI) which conneds the VME
buses between crates. A single ROD Crate Cortroll er
(RCC) isthen sufficient to control and coordinate data
aqquisition for the whole CSC system. Alternatively,
eah crate ould contain an RCC with ethernet
conredions between the RCGCs. The RCC is an dff-
the-shelf VME single-board computer which, by
communicaing with the ATLAS Trigger/DAQ
System, is resporsible for starting and stoppng cata
aquisition and for sampling events from the CSC
detector for monitoring puposes.

11l . READOUT DRIVER ARCHITECTURE

A. Features of Sparsifers and RODs

The Sparsifiers perform zero-suppresson and
reedion d wrong-time signals. They aso control the
SCAs on the on-detedor ASM boards and initiate the
digitization d the signals. The RODs, on the other
hand, build the event fragments, apply cdibration
constants, and handle the ATLAS-wide timing, trigger,
and control signals. Additionaly, the RODs manage



eledronics cdibration, diagnostics, and detedor
monitoring. The ROD and the Sparsifier have in
common the requirement to process large anounts of
data in limited time. Both have to respondto errorsin
the data in red time. Consequently, with firmware and
software gpropriate to each, the ROD and Sparsifier
can share similar hardware.

The ROD asembles data from severa Sparsifiers
into ore event fragment. Data from the Sparsifiers are
first buffered in the ROD's input FIFOs. The catured
data stream is interpreted and checked for errors.
Histograms are aceamulated for detedor monitoring.
Pedestals are subtracted and gain constants are gplied.
The data ae reformatted and stored in the output
buffer, from where it can be accesd to apply
additional algorithms to regjed wrong-time pulses and
neutron hits. Finaly, the remaining cita ae sent out of
the ROD viathe Readou Link.

B. The DSP Module

The main data processng and storage dement of
the ROD and Sparsifier is the “DSP modue”, a small
plug-in baard containing a DSP, off-chip memory, and
an FPGA. We have seleded the Texas Instruments
TMS320C62® DSP, which contains a large on-chip
data RAM for buffering and runs at a dock rate of
250MHz. Its instruction set contains bit manipulation
instructions which are idedly suited to interpreting the
raw data streams. The DMA controll ers of the DSPcan

move data into or out of data memory with littl e or no
impad on the CPU performance.

Figure 2 shows a block diagram of the ROD
architedure. Sparsified data from an entire CSC
modue is processed in ore of eight “deaders’. Each
demder is implemented as one DSP modue. An
additional DSP modue, the “host”, manages overall
operation and provides an interface to the ROD Crate
Controller (RCQ) viathe VME bus. The processed data
is passed orto the Data Exchange, a bus that conneds
al DSPswith the Readou Link. Data on this bus flows
only to the Readou Link, not from one DSP to
another. In fad, the decoder DSP modules do not
communicae with ead other, but only with the host
DSP. The host DSP exeautes commands issued by the
RCC, and the decoders exeaute commands given by
the host DSP.

The FPGA in the DSP modue wnverts the serial
bit stream from the Sparsifier into 32bit words that are
transferred to the input FIFOs in the DSPs memory.
After receving the level 1 1D from the host DSP, each
demder DSP processes the data and stores the
procesed data in its output buffer. The host DSP
credes a healer and a trailer for the current event and
starts a DMA sequence when al demders have
finished processng their part of the event fragment.
The DMA sequencetransfers the healer, the processed
data, and the trailer onto the Data Exchange. A FIFO
chip receaves the data strean and sends it to the
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Figure 2: Block diagram of the ROD. Dataflow diredionisindicated by the large arrow.



Readou Link. The processng pover of the DSPs
makes it possble to perform algorithms to apply
cdibration constants and to further reduce the data
volume. Since ea&h decoder processes data from an
entire four-layer CSC, pattern recogrition algorithms
may be used to rejed isolated neutron hts. In addition,
rejedion d wrong-time signals may be improved by
cutting onthe small est drift time of hits associatedwith
atrack.

During data taking, the decoder DSPs acaimulate
histograms to monitor the CSCs. The host DSP has
access to histograms gdored in the dewmder DSFs
memories and makes them avail able to the RCC upon
request. The demders also maintain error counts,
which are copied by the host DSPinto VME-readable
memory.

The host DSP initiates deamding by sending the
event ID to the decoder DSPs, then cheds their
progressand builds a header and a trail er for the event.
When all deaoders have finished an event, the host
DSP starts a DMA processduring detedor cdibration,
the host DSP isales commands for the generation of
cdibration puses and trigger signals. Histograms of
detedor response can be reduced by the decoder DSFPs
or transferred verbatim to the RCC.

The host DSP coordinates the dewding efforts,
provides a command interface to the RCC and
manages the detedor configuration. This part of the
prototype software has been benchmark-tested, and
further development efforts are continuing.

We have completed a preliminary layout of the
DSP modue plug-in board which satisfies physicd
space ongtraints and signal integrity requirements.
The layout is currently being modified to acoommodate
the new Spartan-1l FPGA, which will improve data
transfer to the DSP memory by providing more FIFO
buffer space Additionaly, the larger FIFOs make it
possbleto use the DSPmoduesin the Sparsifier.

V. SPARSIFICATION ALGORITHM STUDIES

We ae peforming studies of readout of the
ATLAS CSCs. The first goal of the present studies is
to demonstrate that data volume can be reduced by
simple dgorithms implemented in the Sparsifier. Data
must be sparsified bah in time, suppressng signals
that are not coincident with the trigger, and in space
suppressng channels with signals below threshold. The
seoond ga@l is to demonstrate that large badkgrounds
of neutrons can be rejeded by pattern reaognition
algorithms running in the RODs. Neutrons $ioud be
suppressd before data from muon tracks is transmitted
to the level 2 trigger. We ae dso studying algorithms
for cdibration and detedor performance monitoring.

Data from the CSC RODs consist of digitized
signas from clusters of adjacent strips which are
coincident with the trigger and which exceeal a
threshold cut. Below-threshold strips adjacent to a strip
pasing the threshold cut are dso included in the

clusters. These dusters, typicdly five strips wide, are
used by the off-line aaysis to remnstruct the
positions of incident tradks. Signals from strips
between the dusters are digitized as well, but
suppressd by the Sparsifier logic. This data reduction
is necessary to transmit the meaningful data within the
avail able bandwidth. Even at an average flux of 1500
Hz/cm?, five times higher than expeded, the
probability for a hit cluster per beam crossng in ore
layer isonly 3/8.

In additi on to suppressng channels withou hits, the
Sparsifier also suppresses signals which are not in time
with the trigger. Regjedion d these wrong-time pulses
is esential for limiting the bandwidth of the data
stream.

The sparsificdion algorithm operates on the four
conseautive time samples of ead channel. These
samples are spaceal 50rs apart and cdled A, B, C and
D. The pe&k of an in-time signal of average drift time
lies between samples A and C. Triggers can ocaur in
any beam crossng (25 ns adng). If the trigger occurs
in phese with the 50 ns smpling clock, then the
sampling is cdled “even’. Otherwise, it occurs
between two sampling periods and is cdled “odd”.
Information about this ssmpling phese is used by the
Sparsifier to corred for the resulting 25ns $gnal shift.
The delay between the trigger and the start of sampling
is adjusted urtil the signal peg occurs at the time of
the B sample for even sampling. For odd sampling, the
pe& occurs halfway between B and C. The even and
odd sampling is illustrated in Figure 3. In order to
rejed channels withou hits, a threshold is applied to
the biggest sample B. This threshadld is adjustable to
optimize seledion efficiency and rejedion rates.
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Figure 3: CSC waveforms for even (top) and odd
(bottom) sampling of beam test data.

For even sampling, wrong-time pulses can be
rejeded by requiring a rising slope between samples A
and B and a falling sope between samples B and C.



This requirement (B>A and B>C) results in an
accetance window that is two beam crossngs wide.
This width of 50 ns is mewhat larger than the
maximum drift time of 35 ns, ensuring high seledion
efficiency over the entire range of drift times.

For odd sampling, the acceptance window has to be
shifted by 25 ns to compensate for the shift in the data.
The requirement becomes (C>A and B>D) and seleds
waveforms which peak between the times of the B and
C samples.

A study d beam test data shows that the seledion
algorithm is 98.4% efficient within a 35ns window for
ahit rate of 5000Hz/cm?’, five times the expeded rate &
[n|=2.7. The effediveness of this algorithm results
from the excdlent noise performance of the chambers.

Studies of algorithm exeaution time in the ROD
versus flux have been initiated. These studies are
performed by running candidate dgorithms on a DSP
evaluation module using simulated data.  Studies
include dgorithms for inter-strip cdibration and
pedestal subtradion, and for neutron reedion.
Randam hits due to neutrons are expeded to be éout
as numerous as muon track hits despite the low neutron
sensitivity (<10 of the CSCs due to their small gas
volume and the absence of hydrogen in the Ar/CO,/CF,
operating gas mixture. Rejedion d neutron hits by the
ROD would significantly reduce its data output rate
and the data processng reeded dovnstream.

The simulation uwsed to study prototype @de
generates muon tradks which crossall four layers of a
CSC modue, as well as sngle-layer neutron hts. The
number of hits and tradks depends on the mean flux
and the muon-to-neutron hit ratio, currently fixed at
1:1. The simulation generates the bit stream that would
be transmitted from the Sparsifier to the ROD for 5000
events. This data is dored in a buffer from which it is

fed at a rate of 320 Mbps via DMA into the input
buffer of the DSP,

The cdibration algorithm is written in assembly
language and the neutron rejedion algorithm is written
in C. The cdibration routine cheds the data in the
inpu buffer for errors and extrads the ADC values. It
loads the cdi bration constant and pedestal value for the
current channel from memory and applies them to the
ADC value. The result is reformatted and written as a
16-bit half-word into the output buffer.

The neutron rejedion agorithm reads these half-
words from the output buffer and fill s a binary map of
the hit channels in each layer. Clusters which are not
spatially aswociated with clusters in ather layers are
asuumed to be due to reutrons. These hits are removed
from the output buffer. At 1500 Hz/cm® the dgorithm
retains al of the simulated muon hits and rejeds 94%
of the neutron hits. This reduces the output link
bandwidth by almost 50%. Work is continuing to tune
this algorithm by refining the neutron cluster sizes and
pulse sizes and byincluding phdon backgrounds.

V. CONCLUSIONS

The off-detedor eledronics of the ATLAS CSC
system isdescribed. The conceptua design of the CSC
off- detedor eledronics was approved by the review
committee on August 7, 2000. The DSP module
prototype has been developed. Other design entries are
in development.
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