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Abstract

The reactions e+e�! e+e�e+e� and e+e�! e+e��+��, in a single tag con-

�guration, are studied at LEP with the L3 detector. The data set corresponds
to an integrated luminosity of 93.7 pb�1 at

p
s = 91 GeV. Di�erential cross sec-

tions are measured for 1:4 GeV2 � Q2 � 7:6 GeV2. The leptonic photon structure

function F

2 and azimuthal correlations are measured for e+e�! e+e��+��. The

related structure functions F 
A and F 

B, which originate from interference terms of

the scattering amplitudes, are determined for the �rst time.

Submitted to Phys.Lett. B



1 Introduction

The reaction e+e�! e+e�l+l�, where l can be any charged lepton, arises from O(�4) QED

processes [1]. Usually the scattered electrons are undetected; the analysis of this con�guration

has been published in [2]. In this paper we study the single tag con�guration, where one of the

scattered electrons is measured. This reaction is treated as an electron-photon deep inelastic

scattering process; it provides not only a test of QED but also a check of the experimental

procedures adopted in the analysis of the hadronic photon structure functions.

Using data collected from 1991 to 1994 with the L3 detector at LEP, with a beam energy

Ebeam ' 45:6 GeV, we investigate the reactions:

e � ! e e+e�;

e � ! e �+��;

where the three �nal state leptons are detected. The measurement of the scattered electron

determines the four-vector of the radiated virtual photon, which is the probe photon. The

target virtual photon, �, radiated by the unobserved electron, is almost real. Three leptonic

photon structure functions F 
2 ; F


A and F


B, related to di�erent helicity states of the colliding

photons, are extracted from the measured cross sections for e � ! e �+��. At LEP, the
leptonic structure function F 

2 has been measured previously [3, 4] and the ratio F 
B=F


2 was

extracted from azimuthal correlations [5].

2 Formalism

The lowest order Feynman diagrams which describe the reactions e+e�! e+e�l+l� involve
several processes classi�ed as multiperipheral, annihilation, bremsstrahlung and conversion [2].

The dominant contribution is the multiperipheral diagram, which includes the interaction of
two virtual photons. Annihilation and bremsstrahlung contributions become important only
for small e�ective masses of the produced lepton pair. The incoming beam electrons, with

four-momenta p1, p2, are scattered through polar angles �1; �2 with energies E1; E2 respectively.

The probe and target photon have four-momenta k1 = (x1Ebeam; ~k1) and k2 = (x2Ebeam; ~k2)
and virtualities Q2 = �k2

1
and t2 = �k2

2
, where:

Q2 ' 2EbeamE1(1� cos �1):

The Bjorken scaling variables x and y are de�ned as:

x =
Q2

2k1 � k2
=

Q2

Q2 + t2 +W 2


and y =
k2 � k1
k2 � p1

' 1� E1

Ebeam

cos2
�1

2
' x1;

where the mass squared of the produced lepton pair is M2

ll = W 2

 = (k1 + k2)
2. The cross

section for deep-inelastic electron scattering on a photon target is the sum of the contributions

of transverse (T) and longitudinal (L) photons. The di�erential cross section is written as [6]:

d3�

dxdQ2dx2
=

4��2

Q4

1

x

dn(x2)

dx2

(
(1� y +

y2

2
)F 

2 (x;Q
2) +

y2

2
F

L(x;Q

2)

)
; (1)

where the ux of target photons is given by:

dn(x2)

dx2
=

�

�x2

(
[1 + (1� x2)

2] ln

 
2Ebeam(1� x2)

mex2
sin

�max
2

2

!
� 1 + x2

)
: (2)
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The polar angle �2 of the unobserved electron is restricted to be smaller than �max
2

which is

also the minimum polar angle for the tagged electron, �min
1

. The photon structure functions F 
T

and F 
L are proportional to the cross sections �ij for transversely and longitudinally polarised

virtual photons

F 
T / �TT ; F 

L / �TL and F 
2 = 2xF 

T + F 
L :

The �rst index of the cross sections refers to the target photon, the second to the probe photon.

In the present analysis, y2 is small, on average < 4:5 � 10�4; therefore the measurement of the

di�erential cross section is sensitive only to F 
2 . Neglecting terms of order m2

l =Q
2, the QED

prediction for the photon structure function F 
2 is [6]:

F 
2 =

�

�
x

(
[x2 + (1� x)2] ln

W 2



m2

l + t2x(1� x)
� 1 + 8x(1� x) +

t2x(1� x)

m2

l + t2x(1� x)

)
(3)

The scattering amplitude of longitudinally polarised photons is observed by measuring an-

gular correlations in the  centre-of-mass system [6{9]. The polar angle �� and the azimuthal

angle � of the �� are de�ned as shown in Figure 1, where the target photon direction is assumed

to be parallel to the beam axis. The azimuthal angle � is de�ned as the angle between the scat-

tering plane of the tagged electron and the plane de�ned by the �� direction and the  axis.
The decomposition of the cross section into contributions from the di�erent photon helicity
amplitudes leads to a formula with 13 terms, each having a di�erent azimuthal dependence. In

the single tag con�guration, after neglecting the longitudinal component of the target photon,
only three terms remain in the cross section formula:

d4�

dxdydzd�
=

2��2

Q2

1 + (1� y)2

xy
[A1(x; z) + A2(x; z) � cos�+ A3(x) � cos 2�]; (4)

where z = cos ��. The coe�cients A1; A2 and A3 are related to three di�erential structure
functions eF 

2 ;
eF 
A and eF 

B [8]:

A1 = eF 
2 (x; z) = 2x eF 

T (x; z) +
eF 
L(x);

A2 = � eF 
A(x; z);

A3 = 1

2

eF 
B(x):

(5)

The sum of the amplitudes squared of the helicity states is given by A1, while A2 and A3 are

interference terms leading to cos� and cos 2� modulations [7]. The coe�cients Ai are calculable

in QED. Setting 1� y ' 1 in the  luminosity functions [1] they are expressed by :

A1 =
x�

�

 
[x2 + (1� x)2]

1 + (�z)2

1� (�z)2
+ 4x(1� x)

!
;

A2 = �4�

�
x(1� 2x)

q
x(1� x)

zq
1� (�z)2

;

A3 =
2�

�
x2(1� x);

where � =
q
1� 4xm2

l =[Q
2(1� x)]. The structure functions F 

2 , F

A and F 

B are obtained by

integrating eF 
i over z. The coe�cient A2 is sensitive to the amplitude with two-photon helicity

� = 1, see Figure 1, whose square is the longitudinal structure function. The interference

between two transverse photons is described by A3 / eF 
B. It must be noted that, although F 

L

and F 
B are described in QED by the same function of x, and, although in the literature both

are referred to as F 
L [9], they correspond to a di�erent helicity structure of the two photons.

Indeed, in F 
B the photons are purely transverse.
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3 Data analysis

The data have been collected at LEP from 1991 to 1994 at the Z peak and correspond to an

integrated luminosity of 93.7 pb�1. A description of the L3 detector is given elsewhere [10].

The analysis described in this paper is based on the central tracker, the BGO electromagnetic

(EM) and the hadron calorimeters. The luminosity monitors [11], consisting of two BGO

electromagnetic calorimeters, allow electron tagging in the regions 1:4� � � � 3:9� and 176:1� �
� � 178:6�.

Single tag two-photon events are mainly collected by a trigger requiring an energy deposit

greater than 30 GeV in the luminosity monitors and at least one track in the central tracking

chamber with a transverse momentum pt > 0:1 GeV. Other triggers [10,12] may be activated by

the same events and allow to measure the trigger ine�ciencies. They are 1:3% for the electron

channel and 2:7% for the muon channel, independent of Q2 and x.

The tagged electron candidate is de�ned as a single shower energy deposit in the luminosity

monitors with E � 0:75Ebeam, within the �ducial regions 1:55� � � � 3:67� and 176:33� �
� � 178:45�, which excludes the innermost and outermost crystals of the detectors. Single tag

events are selected by requiring that no other electron candidate with E � 0:75Ebeam is seen

in the complete L3 detectors. Double-tag event candidates are a few per cent of the single tag

sample and are e�ciently rejected.
The lepton pair is selected by requiring two tracks with opposite charges, inside a polar

angle region 28� � � � 152�, with a maximum distance of closest approach from the nominal
vertex, in the plane transverse to the beam direction, of 10 mm and a transverse momentum
pt > 0:1 GeV.

The electrons and muons are identi�ed by comparing the momentum measured by the
tracking chamber with the energy deposit in the electromagnetic calorimeter, EEM , and by
using hadron calorimeter information. Electrons are identi�ed by the following criteria:

� in the central region, 44� � � � 136�, the ratio R = EEM sin �=pt must be greater than
0.8 and the energy deposit EEM � 0:4 GeV

� in the forward-backward regions, where the measurements are less accurate, R must be
greater than 0.7 and EEM�0:6 GeV.

Muons are identi�ed by the following criteria:

� an energy deposit EEM < 0:40 GeV in the electromagnetic calorimeter, where the signal

of a minimum ionising particle is, on average, 0:22 GeV. More than 95% of the energy

must be contained in at most 6 neighbouring BGO crystals

� an energy deposit in the hadron calorimeter, consistent with a minimum ionising particle,

associated with the selected track. This requirement implies that the energy of the muon

is greater than 1.7 GeV.

For both e+e� and �+�� pairs, only one identi�ed particle is required in order to cover

uniformly the angular range de�ned by the tracks. The e�ective mass of the lepton pair is

required to be greater than 0.5 GeV.
For the e+e� sample, in 76% of the events both electrons are identi�ed. For the �+��

sample, in 40% of the events both muons reach the hadron calorimeter and have a minimum

ionising particle signature. A more detailed description of the analysis is given in Reference [13].
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Two event generators [14, 15] together with a full detector simulation [16], are used to

calculate the selection e�ciencies. The �rst one [14] calculates the full set of QED diagrams to

O(�4), taking into account interference e�ects. It shows that, in the kinematical regions of this

analysis, only the contribution of the multiperipheral diagrams is non-negligible. The second

one [15] which is much faster and has exact calculations only for the multiperipheral diagram, is

used to produce large statistics Monte Carlo samples. These generators do not simulate initial

state radiation. To estimate the e�ect of initial state radiation another generator [17], which

simulates the process e+e�! e+e��+��(), is used.

The same generators [14, 15] are also used to estimate the e+e�! e+e��+�� and e+e�!
e+e�q�q backgrounds. The background is 0.9% for the electron channel dominated by �+��

production. It is 1.8% for the muon channel due to misidenti�ed electrons (0.78%), �+��

production (0.71%) and q�q production (0.32%).

The background from radiative Z decays, where an emitted photon fakes the tagged electron,

is found to be negligible, by simulating the annihilation processes with the generators KORALZ

[18] and JETSET [19].

The number of selected events, for each channel, after background subtraction, is reported

in Table 1 together with the Monte Carlo [14] expectations. The distributions of the polar

angle and of the e�ective mass W for the electron and muon pairs are shown in Figure 2.

They are in agreement with the Monte Carlo [14] expectations in shape and in absolute value.

4 Results

To calculate the di�erential cross sections, the data are corrected for acceptance and e�ciency
in bins of x and Q2. The di�erential cross sections d�=dQ2 are shown in Figure 3 for 1:4 GeV2 <

Q2 < 7:6 GeV2 and W > 0:5 GeV, together with analytical QED predictions obtained from
Equation 1.

The systematic error comes from selection procedure, trigger e�ciency, background sub-

traction and luminosity measurements. It is 3:3% for the di-muon channel and 1:7% for the
di-electron channel and is found to be independent of Q2 and x [13].

4.1 Determination of F

2

The structure function F 
2 , as de�ned in Equation 1, is extracted from the di�erential cross

section, extrapolated to the full phase space, with no cut on W:

F 
2 (x;Q

2) =W(x;Q2)
d2�

dxdQ2

The weightW(x;Q2) is calculated analytically using Monte Carlo events, for each bin of x and

Q2, integrating the di�erential weight fW over the kinematically allowed range of the scaled
target photon energy x2:

1fW(x;Q2; x2)
= K(x;Q2; x2) =

8��2

Q2

x2

x

(
(
s+Q2

W 2
 +Q2

)x2 � 1

)
dn(x2)

dx2
; (6)

where dn(x2)=dx2 is the target photon ux de�ned in Equation 2. After changing variables

from Q2; x; x2 to Q
2; x; x1, for each Monte Carlo event we calculate the average value

W(x;Q2) =<
1

K(x;Q2; x1)
>=

Z xmax

1

xmin

1

dx1

(xmax1 � xmin1 )K(x;Q2; x1)
:
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The kinematically allowed limits on x1 are

xmax
1

= min

(
1� E0

Ebeam

; 1� Q2

s sin2(�max1 =2)

)
; xmin

1
= max

(
W 2



s
; 1� Q2

s sin2(�max1 =2)

)

where E0 is the minimum allowed energy of the tagged electron and s = 4E2

beam.

The values of F 
2 , thus obtained for the di-muon channel, are shown in Figure 4. Assuming

the target photon to be real (t2 = 0), the QED predictions are signi�cantly higher than the

measured values: �2=dof = 107=10, corresponding to a probability < 10�4. Equation 3,

�tted to the data, gives a mean value for the virtuality < t2 >= 0:033 � 0:005 GeV2 with

a probability of 8%. The �tted value of the virtuality is in excellent agreement with the

value of 0:034� 0:002 GeV2 calculated by the Monte Carlo including radiative corrections [17].

Without radiative corrections the expected mean virtuality of the target photon is < t2 >=

0:024�0:003, two standard deviations below the measurement. This measurement demonstrates

that the correction due to the target photon virtuality cannot be neglected in studies of hadronic

structure functions of the photon. The theoretical parametrisations of parton density functions

must include also the dependence of the target photon virtuality, as underlined in [20].

4.2 Azimuthal Correlations and Determination of F

A and F


B

In Figure 5 the generated distribution of z = cos �� is presented. It increases rapidly towards

z = �1. Also plotted in Figure 5 is the selection e�ciency, i.e. the ratio of selected events, after
the full simulation and the analysis cuts, over the generated events. The selection e�ciency

drops to zero at z = �1, due to the limited acceptance at small polar angle. The events in
the central region, where the acceptance is high and uniform, are the most sensitive to the
interference of the transverse and longitudinal photon amplitudes. The azimuthal correlation

measurement is therefore restricted to j z j� 0:7. The measured angular distributions are well
reproduced by the Monte Carlo simulation [13]. The data are corrected for acceptance and
e�ciency over a two-dimensional grid in the variables z and �. Several correction methods

are used to extract the azimuthal distributions, taking into account detector acceptance and
resolution e�ects: a bin-by-bin correction using the ratio of reconstructed events over generated

events and two unfolding algorithms [21, 22]. The unfolding of Reference [21] is used in the
analysis. The � distributions are �tted using a function of the form

dN

d�
= C[1 +R� cos�+R2� cos 2�] (7)

with R�, R2� and C let as free parameters. From Equations 4 and 5, it follows that C / F 
2 ,

R� / F

A=F


2 and R2� / F


B=F


2 . The x range is subdivided in four intervals. The coe�cient R2�

is symmetric in z and is determined by a �t over the range �0:7 < z < 0:7, where R� vanishes.
The �t result, superimposed to the data, is shown in Figure 6 . Since F 

A is antisymmetric in z,

the x dependence of R� is studied in the ranges �0:7 < z < 0 and 0 < z < 0:7. In Figure 7 the

sample with z < 0 is added to the sample with z > 0, using the transformation � �! � � �.

The �t results of R� and R2� are given in Table 2 with statistical and systematic errors.

Several sources of systematic errors on the measurement of R� and R2� are taken into
account. The e�ects of detector resolution on the variables Q2; x; z and � are tested by Monte

Carlo simulations, varying each variable in turn, according to its resolution. This leads to a

systematic error of 8% on R� and R2�. The muon momentum resolution produces a systematic

uncertainty of 12%. By comparing predictions of the generators [14] and [17], a systematic
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error of 4% is assigned to the e�ect of radiative corrections. The e�ects of cuts on z and x

contribute less than 3%. From the average deviation between the results obtained with the

three di�erent unfolding methods used to correct the data, systematic errors of 1% on R� and

13% on R2� are estimated.

To determine F 
A and F 

B, the measurement is extrapolated to the full z range. A set of

correction factors CR�
and CR2�

are calculated by numerical integration and reported in Table

2. The structure functions F 
A and F 

B are extracted as:

F 
A =

1

2
CR�

R�F

2 ; F 

B = 2CR2�
R2�F


2 : (8)

Their values are given in Table 2 and shown in Figure 8 together with the QED expectations.

Good agreement is found in shape and absolute value. These results are the �rst measurements

of the dependence of the structure functions F 
A and F 

B on the scaling variable x. The interfer-

ence term of the longitudinal photon present in the structure function F 
A is small, as expected,

but measurable.

5 Conclusions

We have measured the di�erential cross sections of the single tag two-photon reaction e+e�!
e+e�e+e�and e+e�! e+e��+��at

p
s ' 91 GeV, using data collected by the L3 detector at

LEP during the years 1991 to 1994. The data are in good agreement with QED predictions.

In the channel e+e�! e+e��+��, the leptonic structure function F 
2 is extracted from the

di�erential cross section d2�=dxdQ2 in the Q2 range 1:4 GeV2 < Q2 < 7:6 GeV2.

By �tting the data, the mean value of the target photon virtuality is found to be < t2 >=
0:033�0:005 GeV2, in good agreement with QED predictions. Neglecting initial state radiative
corrections the theory expectations are two standard deviations below the measurement.

The �rst measurement of the F 
A and F 

B leptonic structure functions is obtained by studying
the azimuthal angle distribution of the �� in the  centre-of-mass system. Both structure
functions originate from interference terms of the scattering amplitudes. The x dependence of

the interference terms, as predicted by QED, is indeed observed. This measurement establishes
the presence of a longitudinal photon component in the single tag two-photon reaction.
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Process Observed Events Expected Events Ratio

e+e��+�� 7152� 85 7119� 42 1:005� 0:013

e+e�e+e� 3802� 62 3842� 47 0:990� 0:020

Table 1: Number of selected events, after background subtraction, compared to the

expectations of [14].

�x �z R� CR�

0 { 0.25 0 { 0.7 0:30� 0:06� 0:06 0.6118

0.25 { 0.5 0 { 0.7 0:10� 0:07� 0:05 1.0185

0.50 { 0.75 0 { 0.7 �0:21� 0:09� 0:04 1.1368

0.75 { 1 0 { 0.7 �0:20� 0:07� 0:05 1.2089

0 { 0.25 �0:7 { 0 �0:22� 0:07� 0:05 0.6118

0.25 { 0.5 �0:7 { 0 �0:07� 0:07� 0:06 1.0185

0.50 { 0.75 �0:7 { 0 0:16� 0:09� 0:06 1.1368

0.75 { 1 �0:7 { 0 0:19� 0:08� 0:08 1.2089

�x �z R2� CR2�

0 { 0.25 �0:7 { 0.7 0:24� 0:06� 0:06 0.1933

0.25 { 0.5 �0:7 { 0.7 0:35� 0:06� 0:12 0.3184

0.50 { 0.75 �0:7 { 0.7 0:38� 0:07� 0:13 0.3715

0.75 { 1 �0:7 { 0.7 0:16� 0:05� 0:08 0.3812

�x F 
2 F 

A F 
B

0 { 0.25 0:090� 0:008 �0:007� 0:012 0:008� 0:010

0.25 { 0.5 0:405� 0:016 �0:018� 0:016 0:090� 0:021

0.50 { 0.75 0:597� 0:020 0:063� 0:026 0:168� 0:040

0.75 { 1 0:731� 0:032 0:087� 0:031 0:089� 0:045

Table 2: The parameters R� and R2�, obtained by a �t of the function of Equation

7 to the azimuthal angle, �, distributions, are given for di�erent x and z ranges.

The �rst error is statistical and the second is systematic. The correction factors CR�

and CR2�
, used to extrapolate R� and R2� to the full z range, are also given. In the

last four raws, F 
2 , F


A and F 

B are given for the full z range, with the statistical and
systematic errors added in quadrature.
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Figure 1: De�nition of the angles �� and � in the  centre-of-mass frame. For a single tag
con�guration, the target photon is almost real and, in good approximation, purely transverse.

There are only three possible independent helicity amplitudes. The relation between the coef-

�cients Ai and the photon helicity states are schematically shown. A1 is the quadratic sum of
the total photon helicity � = 0; 2 and 1 while A2 and A3 are interference terms. Target photons

are represented on the right and probe photons on the left. The longitudinal component of the

probe photon can be obtained from a measurement of A2.
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e e e e e e→ +  −+  − +  −

e e e e e e→ +  −+  − +  −

e e e e→ µ µ+  − +  − + −

e e e e→ µ µ+  − +  − + −

Figure 2: Comparison of data and Monte Carlo [14] , normalized to the integrated

luminosity, for the lepton (e or �) polar angle and the two photon mass. The reaction

e+e�! e+e�e+e� is in (a) and (c) , the reaction e+e�! e+e��+�� in (b) and (d).
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e e e e e e→+ − + −

e e e e→ µ µ+ − + − + −

+ −

Figure 3: Di�erential cross section as function of Q2, for W � 0:5 GeV, for the
reactions (a) e+e�! e+e��+�� and (b) e+e�! e+e�e+e�. The QED predictions

are obtained from Equation 1 and Equation 3 using a mean virtuality < t2 >=
0:033 GeV2 for the target photon.
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e e e e→ µ µ+ − + − + −

Figure 4: The leptonic structure function F 
2 measured in the range 1:4 GeV2 �

Q2 � 7:6 GeV2. The dashed line corresponds to QED predictions obtained from

Equation 3 with t2 = 0. The solid line is obtained by �tting the mean virtuality of
the target photon to the data. Only statistical errors are shown, in addition there

is a systematic scale uncertainty of �3:3%.
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e e e e→ µ µ+ − + − + −

cos θ*

Figure 5: Monte Carlo angular distribution of cos �� (solid histogram, left scale)

and the corresponding selection e�ciency (dashed histogram, right scale). The two

arrows indicate the region used in the analysis.
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e e e e→ µ µ+ − + − + −

Figure 6: The �� azimuthal angle distribution for j z j< 0:7 in four intervals of x.

The data are corrected for selection e�ciency. The curves show the function given
in Equation 7 with the value of R2� determined by a �t to the data in each x interval

(see table 2).
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e e e e→ µ µ+ − + − + −

Figure 7: The �� azimuthal angle distribution for �0:7 � z � 0:7 in four intervals
of x. The data are corrected for selection e�ciency. The sample with z < 0 is added

to the sample with z > 0 using the transformation � �! � � �. The curves show

the function given in Equation 7, with the value of R� and R2� determined by a �t

to the data in each x interval (see table 2).
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e e e e→ µ µ+ − + − + −

Figure 8: The leptonic structure functions F 
B and F 

A as extracted from the R�,

R2� and F 
2 measurements as function of x. The QED predictions from Equation 5

(see text) are superimposed on the data. The structure function F 
A is the weighted

average between F 
A(z > 0) and �F 

A(z < 0). The statistical and systematic errors

are added in quadrature.
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