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An estimate of the average number of neutrons in 300-GeV/c pp collisions can be made
from observed neutron secondary interactions (stars). The data are from a 35000-picture
exposure of the Fermi National Accelerator Laboratory 30-in. hydrogen bubble chamber.
The average number of neutrons and antineutrons per inelastic collision is found to be
(n) + (#) =0.8+0.2, and their average laboratory energy is ~ 34 GeV.

I. INTRODUCTION

There are obvious advantages and disadvantages
to measuring inclusive neutron production from
high-energy collisions in the bubble chamber. One
has the advantage of 4w detection, but, on the other
hand, statistics are limited because of the small
probability that the neutrons will interact.

Having decided to use neutron interactions in
hydrogen as our neutron detector, we have to
make a choice between elastic or inelastic np
interactions. Elastic collisions have the advantage
that once the recoil proton is measured the neutron
energy is known. But using elastic collisions has
several disadvantages. The probability of an
elastic np collision is only ~3 that of an inelastic
collision, so in this present work a sample of
~ 300 neutron “stars” would be replaced by only
about ~75 one-prong events. Elastic events are
not seen at low values of |#]|, the four-momentum
transfer squared between target and recoil protons.
Furthermore, for high |#| a recoil proton cannot
be separated from a 7" ionization. And finally the
scanning efficiency for one-prong events is low.
For these reasons we have chosen to use inelastic
collisions and estimate the neutron energy from
the star multiplicity.

In this paper we report results on a study of in-
clusive production of neutrons in 300-GeV/c pp
interactions. These results are based on a 35 000
picture exposure of the Fermi National Accelerator
Laboratory 30-in. hydrogen bubble chamber to a
beam of 300-GeV/c protons. Details of the data
processing have been previously reported.!

II. METHOD

In the complete scan, a total of 333 stars were
recorded; 303 of these are in frames with at least
one primary vertex, and 30 are in frames with no
primary vertex.

For a partial sample the coordinates of primary
and secondary vertices were measured and pro-
cessed through TVGP . These coordinates are
used to obtain a measurement of the angular dis-
tribution of the produced neutrons.

In order to obtain a relatively clean sample of
neutron-induced events there are seven cuts and
corrections we apply to the data:

(1) 90° cut;

(2) fiducial cut on primary vertex;

(3) secondary topology cut;

(4) scanning efficiency correction;

(5) background subtraction;

(6) K° (K°) and A° interaction subtraction;

(7) secondary interaction correction.

We describe each of these below and summarize
the results in Table I.

(1) 90° cut, A neutron cannot be produced at a
laboratory angle greater than 90° with respect to
the beam. This cut reduced the sample to 284
stars associated with 277 primary interactions.
Stars at angles greater than 90° may come from
K° (K°) interactions or from neutrals produced in
secondary interactions of the charged tracks. We
estimate this contamination by neutrons from
secondary interactions after the 90° cut is made
to be =10%.

(2) Fiducial cut on primary vertex. The fiducial
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TABLE I. Summary of cuts and corrections,

In frames
without vertices

In frames
with vertices

Initial sample of events

Cuts
1. After 0, <90° cut
2. After fiducial cut on
primary vertex
3. After star multiplicity
cut n, =3
Corrections

4. After correction for
scanning efficiency

5. Background:

Correction for flux
ratio, fiducial volume

Difference

6. After correction for
K (B%, A% interactions

7. After estimate for stars
missed by confusion with
secondary interactions

303 30
284 not applicable
260 not applicable
248 29
255.5 33.8

30.6
224.9
154.7
198.7

length for the primary interaction vertex was
chosen to be 43 cm, smaller than the one used in
Ref. 1, to allow enough track length for a neutron
interaction. After this cut there remain 260 stars
associated with 253 primary interactions.

(3) Secondary topology cut. The scanning ef-
ficiency for one-prong stars is low. Therefore,
they are removed from the sample and a model-
dependent estimate of how many are expected is
made below. This cut reduced the sample to 248
stars associated with 241 primary interactions
and the background sample to 29 stars in pictures
with no beam interactions in the hydrogen.

(4) Scanning efficiency correction. The film
has been scanned twice. The over-all scanning
efficiency for stars with primary vertices with
the above cuts is 97%, and is 86% for stars with-
out primary vertices.

(6) Background corvection. As stated above,
stars in frames without a primary vertex were
recorded in order to obtain a background mea-
surement. Twenty-nine such stars with »n, >3
were recorded (n, is the number of outgoing
charged particles). We assume these neutrons
are created by interactions of the beam in the
entrance window to the bubble chamber. Correc-
tions for scanning efficiency, ratio of flux in
photos with and without events, and fiducial volume

change this background number to 30.6 events.

(6) K! (R?), N interaction correction. Neutral
strange particles produced in the primary colli-
sions also can make secondary interactions in the
chamber. These strange-particle-induced odd-
prong stars are generally indistinguishable from
neutron-induced stars except when a K° (K°) is
emitted at > 90° in the laboratory.

In order to calculate this background, K° (K°)s
and A”s were generated by a Monte Carlo method
using the measured K° (K°), A° momenta distribu-
tions from phase I of this experiment,® using pub-
lished cross sections for K° (K°)’s and A”s vs
energy®** and assuming the charged-particle multi-
plicity distributions have a universal behavior
independent of incident particle.®*® With the same
cuts as applied to the original sample, we calcu-
late that 56.8 K° (K°)’s and 13.4 A°’s interact in
the hydrogen and produce stars with n, = 3. These
are subtracted from the data to obtain a “pure”
sample of neutrons.

(7) Secondary intevaction correction. A neutron
star could be confused with a secondary interaction
when the star vertex is close to a charged secon-
dary. A correction could be calculated by Monte
Carlo methods and would be a complicated function
of the primary angular distribution, primary and
secondary charged-particle multiplicities, angle
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of the neutron, and distance to the star vertex. In
a higher statistics experiment such a calculation
would be warranted.

In this work we have chosen, instead, to have a
physicist carefully examine a subsample of the
secondary interactions (11%) on all views on a
high-quality, high-magnification (72X film size)
table. On the basis of this work it is estimated
that 44+ 22 neutron stars were missed. This num-
ber is in addition to 8 events already corrected
for by scanning efficiency. Besides the statistical
uncertainty there are many situations where it is
impossible to tell if one has a secondary inter-
action on a charged track or a neutron star whose
vertex is coincident with a charged secondary.
The correction is applied as a fixed percent to
each topology although a detailed Monte Carlo
calculation would probably indicate that the higher-
multiplicity primaries are more strongly affected.

III. RESULTS

The results are summarized in the following
tables and figures: Table II shows the breakdown
by secondary topology of 198.7 neutron stars.
These numbers are plotted in Fig. 1 together with
a fit described in the next section. The numbers
in the second column of Table II are not integral
because in 5% of the events the topology in the
two scans differed and 3 event was put in each
bin. The errors in the last column include the
statistical errors in the events after cuts and
background subtraction, and the uncertainty in the
secondary interaction correction, but do not in-
clude an uncertainty from the K° (K°), A° correc-
tion.

Table IIT and Fig. 2 show the distribution of
primary multiplicities for the 241 events giving

rise to the 248 stars observed after cuts. It should
be noted that in this figure ~% of the events pro-
duce neutrons, and ~% produce K° (X°)’s and A”s.
The smooth curve is the multiplicity distribution
(for inelastic collisions) based on 10054 inter-
actions reported in Ref. 1 and normalized to an
area of 241 events:

Figure 3 shows a production angle distribution
for a subsample of 127 stars. The variable 7
=-In tan(6/2) is used. The interpretation of Fig. 3
is discussed in the next section.

IV. DISCUSSION

If the produced neutrons were monochromatic,
then a Poisson-type distribution might be an ap-
propriate description of the secondary prong dis-
tribution shown in Fig. 1. Nevertheless, a Poisson
curve in the number of produced negatives is a
convenient smooth function. A Poisson fit to the
data in Fig. 1 is shown. From this fit we find a
value of 1.4+0.2 for (#_),” and 264+ 44 for the
total number of neutrons, N;. This number in-
cludes the correction for the missing inelastic
one-prongs (n,).

The average potential length is 49.6 cm. This
is obtained from measuring primary and secondary
vertices for the 127 events whose production angle
distribution is shown in Fig. 3. If we assume 0,,
(inelastic) is independent of neutron energy and
equal to 32 mb,® then the weight per event is about
16.7.

Since the fiducial volume used contains 6800 in-
elastic collisions, (n)+ (%), the average number
of neutrons + antineutrons (since we do not dis-
tinguish between them) =0.65+ 0.11 per inelastic
pp collision. However, this number needs to be
corrected for the unobserved portion of the back-

TABLE II. Secondary topology distribution.

(1) (2) (3) (4) (5) (6) (7) (8)
Corrected Corrected Corrected Corrected
Number for for for for
after scanning Unassociated background K9 (K9, A? K% (K%, A° secondary
ng cuts efficiency backgound =(3) —(4) background =(5) — (6) interactions
3 119.5 123.1 11.6 111.5 31.7 79.8 102.7+20.2
5 55.5 57.2 7.4 49.8 20.3 29.5 37.5+£13.0
7 36 37.1 4.6 32.5 10.6 21.9 28.1+10.2
9 16 16.5 3.7 12.8 4.7 8.1 10.3+6.7
11 10 10.3 0.6 9.7 1.9 7.8 10.1+4.5
13 6 6.2 2.7 3.5 0.6 2.9 3.8+3.6
15 3 3.1 o 3.1 0.3 2.8 3.7£2.3
17 1 1.0 1.0 0.1 0.9 1.2+1.2
19 1 1.0 1.0 oo 1.0 1.3+1.3
Total 248 255.5 30.6 224.9 70.2 154.7 198.7+33.3
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FIG. 1. Secondary multiplicity distribution. The curve,

a Poisson fit to the data, is discussed in the text.

ward hemisphere.

In contrast to A”s which are observed mainly
in the backward hemisphere, neutrons are ob-
served primarily in the forward hemisphere.
Forward neutrons have high laboratory energy and
make high-multiplicity stars. Backward neutrons
have low laboratory momentum and predominantly

make low-multiplicity one-prong stars. For parti-

cles with p,>m, 1 is a good variable for separat-
ing the two hemispheres. At 300 GeV a massless
particle emitted at 90° in the c.m. system has 6
=79 mrad and 7=3.2. But for a neutron p; is
smaller than m, and 7 (90°) varies from 5.6 to 4.0
as p, varies from 0.3 to 0.9 GeV/c. The 7 dis~-
tributions for A”s,? A**’s with |¢[< 1.0 (GeV/c)3°
and neutrons are plotted in Fig. 3. Momenta were
measured for the first two of these three baryons,
and it is known that backward-hemisphere produc-
tion is detected with 100% efficiency. The few
forward-hemisphere events have been removed.
The p, distribution of the neutrons is unknown but
it is reasonable to assume it is similar to A”s and
A**’s. Then the forward-hemisphere neutron 7
distribution will be similar to the backward-hem-
isphere 7 distribution for A”s and A**’s, From
these considerations it is decided to use 11=4 as
an approximate dividing line between forward- and
backward-hemisphere neutrons. Thus ~39% of
the backward hemisphere is not seen in this work.
This gives (n) +{%)=0.8+ 0.2, where the quoted
error includes an estimate of the uncertainty in
this last correction, and also includes the contri-
bution from the uncertainty in the total K° (K°) and
A° correction.

There is very little direct experimental infor-

lab
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TABLE III. Primary multiplicity distribution.

Events having more

ng N than one star?
2 13.5
4 25.5 1.0°
6 39.5 0.5
8 45.5 0.5

10 35.5

12 34.5 2.0
14 20.5

16 14.0

18 5.5 1.0

20 3.5

22 0.5 1.0

24 1.0

26 2.0

Total 241 7

# Fractional events arise from scanning disagreement.
YOne 4-prong event has three stars.

mation available on inclusive neutron production
at high energies. Preliminary results from the
CERN ISR are performed in a limited kinematic
region and when integrated to obtain the total num-
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FIG. 2. Primary multiplicity distribution for 241 events
producing stars. The curve is the multiplicity distribu-
tion for all events taken from Ref. 1. The distribution
for A**’s is taken from Ref. 9.
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FIG. 3. Production angle distribution for 127 events plotted in the variable 1= —Intan(6/2). @ is the laboratory pro-
duction angle. For comparison the same distribution for A”s (Ref. 2) and A™*’s (Ref. 9) is shown.

ber of neutrons produced give a value lower than
the one reported in this paper.

An estimate for comparison with our number
can be obtained indirectly from the formula

(n)=2-(p) <p))-2A%) —(A*))+(P) , (1)

where (A°) ((A°)) includes A° (A°) from =° (Z°),
and there is an extra factor of 2 for approximate
equality of =% and A° although there are no ex-
perimental data on inclusive £% production at
300 GeV. Equation (1) also contains the reasonable
hypothesis of approximate equality of (%) and
(P). Data from the CERN ISR!! give (p)=1.30
+0.13, ($)=0.06+0.01, and the earlier phase I
of our own experiment? gives (A )=0.13+ 0.03,
(A)=0.01%%: 2 . Thus the expected numbers are
(n)=0.58+0.16, (7)=0.06+0.01, {(n)+<7%)=0.64
+0.20,

An estimate of the neutron energy is obtained
from the Poisson fit shown in Fig. 1. (n_)=1.4
+ 0.2 corresponds to a neutron energy of 34+ 9
GeV.5 As seen more clearly in Fig. 1(b) there is
a high-multiplicity tail which lies above the
Poisson curve. If much higher statistics were
available one would try to fit this distribution as
the sum of two Poissons, one corresponding to
high-energy neutrons (produced forward in the
c.m. system) and one corresponding to lower-en-
ergy neutrons (produced backward in the c.m.
system).

However, even with the limited information

available in Figs. 2 and 3, it is clear that neutrons
are produced near the central region and do not
show the leading particle effects of protons. Fig-
ure 2 illustrates that neutrons come from a sim-
ilar primary multiplicity distribution as the over-
all experiment. The average number of neutrons
produced per collision increases with multiplicity.

The primary multiplicity distribution for A**’s
taken from Ref. 9 is also shown in Fig. 2 for
comparison. Qualitatively it is similar to the
distribution for neutrons except for the 4-prong
enhancement caused by the diffractive process
pp—~ (AT 17 )p~(prta7)p.

We compare our neutron result {(n) +{(7)=0.8
+0.2 with an earlier result (A**)=0.13+0.02.°
Since (%) =(0.10+ 0.03) (), the experimental ratio
(n)/{A**)=5,5+1.8. Consider production of neu-
trons and A**’s as caused by scattering of a vir-
tual 7~ or 7* from a proton. One can write the
pole equations

d’c 1 Gt mPolm)
dt dm | 12p-n t= 1 4, 2p,? 4n (t+p°)? 1 ’

(2)

1 1
SETEN £ -2 4ty *py® (t+p?)?

d3c
dt dmadM

X qgm2o(m)QMPo(M),
(3)

where m, =proton mass, p =pion mass, p;=lab-
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oratory momentum corresponding to a real scat-
tering, @, M? and o(M) are the A™* ¢.m. mo-
mentum, mass, and 1°p—~ A** cross section, and
G?/4r=30. If we integrate over the A™* param-
eters, ignore off-mass-shell effects which will
modify the ¢ distribution, and assume that the
cross section for creating virtual pions at the
other vertex is the same in both cases, then the
ratio becomes

(O (G*/4mit -
(A" (1/7%) [+ QMPo(M)aM ~

for the mass and ¢ range for the quoted A™* cross

4 (4)

section. Thus in the qualitative spirit in which this
remark is made there is approximate agreement
between the experiment and the calculated es-
timate.
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