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14 Physics overview

14.1 Introduction

The ATLAS physics programme has been already discussed in several documents, the most
comprehensive ones being the Letter of Intent [14-1] and the Technical Proposal [14-2]. The
goals which have been defined there and which have guided the detector optimisation proce-
dure remain essentially the same, the most important one being measurements that will lead to
an understanding of the mechanism of electroweak symmetry breaking.

The high energy and luminosity of the LHC offers a large range of physics opportunities, from
the precise measurement of the properties of known objects to the exploration of the high ener-
gy frontier. The need to accommodate the very large spectrum of possible physics signatures
has guided the optimisation of the detector design. The desire to probe the origin of the elec-
troweak scale leads to a major focus on the Higgs boson; ATLAS must be sensitive to it over the
full range of allowed masses. Other important goals are searches for other phenomena possibly
related to the symmetry breaking, such as particles predicted by supersymmetry or technicol-
our theories, as well as new gauge bosons and evidence for composite quarks and leptons. The
investigation of CP violation in B decays and the precision measurements of W and top-quark
masses and triple gauge boson couplings will also be important components of the ATLAS
physics programme.

As discussed in the previous volume, and as also will be illustrated several times throughout
this one, excellent performance of the detector is needed to achieve these physics goals.

= The various Higgs boson searches, which resent some of the most challenging signatures,
were used as benchmark processes for the setting of parameters that describe the detector
performance. High-resolution measurements of electrons, photons and muons, excellent
secondary vertex detection for t-leptons and b-quarks, high-resolution calorimetry for
jets and missing transverse energy (E;™MisS) are essential to explore the full range of possi-
ble Higgs boson masses.

= Searches for SUSY set the benchmarks on the hermeticity and E;™Miss capability of the de-
tector, as well as on b-tagging at high luminosity.

= Searches for new heavy gauge bosons provided benchmark requirements for high-resolu-
tion lepton measurements and charge identification in the p; range as large as a few TeV.

= Signatures characteristic for quark compositeness set the requirements for the measure-
ment of very high-p jets.

= The precision measurements of the W and top-quark masses, gauge boson couplings, CP
violation and the determination of the Cabibbo-Kobayashi-Maskawa unitarity triangle
yielded benchmarks that address the need to precisely control the energy scale for jets
and leptons, determine precisely secondary vertices, reconstruct fully final states with rel-
atively low-py particles and trigger on low-pt leptons.

14 Physics overview 459
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14.2 Theoretical picture

The Standard Model (SM) [14-3] is a very successful description of the interactions of the com-
ponents of matter at the smallest scales (10-18 m) and highest energies (~200 GeV) accessible to
current experiments. It is a quantum field theory which describes the interaction of spin-1/2
point-like fermions, whose interactions are mediated by spin-1 gauge bosons. The bosons are a
consequence of local gauge invariance applied to the fermion fields and are a manifestation of
the symmetry group of the theory, i.e. SU(3)xSU(2)xU(1) [14-3] [14-4].

The fundamental fermions are leptons and quarks. The left-handed states are doublets under
the SU(2) group, while the right-handed states are singlets. There are three generations of fermi-
ons, each generation identical except for mass: the origin of this structure, and the breaking of
generational symmetry (flavour symmetry), remain a mystery. There are three leptons with
electric charge -1, the electron (¢), muon (i) and tau lepton (1) and three electrically neutral lep-
tons, the neutrinos v,, v,, and v.. Similarly, there are three quarks with electric charge 2/3, up
(u), charm (c) and top (t), and three with electric charge -1/3, down (d), strange (s) and bottom
(b). The quarks are triplets under the SU(3) group and thus carry an additional ‘charge’, referred
to as colour. There is mixing between the three generations of quarks, which is parametrised by
the Cabibbo-Kobayashi-Maskawa (CKM) [14-5] matrix whose origin is not explained by the
Standard Model.

The SU(2)xU(1) symmetry group (which describes the so-called electroweak interaction) is
spontaneously broken by the existence of a (postulated) Higgs field with non-zero expectation
value [14-6]. This leads to the emergence of massive vector bosons, the W and Z, which mediate
the weak interaction, while the photon of electromagnetism remains massless. One physical de-
gree of freedom remains in the Higgs sector, which should manifest as a neutral scalar boson
HO, which is presently unobserved. The SU(3) group describes the strong interaction (quantum
chromodynamics or QCD) [14-4]. Eight vector gluons mediate this interaction. They carry col-
our charges themselves, and are thus self-interacting. This implies that the QCD coupling ag is
small for large momentum transfers but large for small momentum transfers, and leads to the
confinement of quarks inside colour-neutral hadrons. Attempting to free a quark produces a jet
of hadrons through production of quark-antiquark pairs and gluons.

The success of the SM of strong, weak and electromagnetic interactions has drawn increased at-
tention to its limitations. In its simplest version, the model has 19 parameters, the three coupling
constants of the gauge theory SU(3)xSU(2)xU(1), three lepton and six quark masses, the mass of
the Z boson which sets the scale of weak interactions, and the four parameters which describe
the rotation from the weak to the mass eigenstates of the charge -1/3 quarks (CKM matrix). All
of these parameters are known with varying errors. Of the two remaining parameters, a CP-vio-
lating parameter associated with the strong interactions must be very small. The last parameter
is associated with the mechanism responsible for the breakdown of electroweak SU(2)xU(1) to
U(1)em- This can be taken as the mass of the, as yet undiscovered, Higgs boson. The couplings of
the Higgs boson are determined once its mass is given.

The gauge theory part of the SM has been well tested, but there is no direct evidence either for
or against the simple Higgs mechanism for electroweak symmetry breaking. All masses are tied
to the mass scale of the Higgs sector. Although within the model there is no guidance about the
Higgs mass itself, some constraints can be delivered from the perturbative calculations within
the model requiring the Higgs couplings to remain finite and positive up to an energy scale A
[14-7]. Such calculations exists at the two-loop level for both lower and upper Higgs mass
bounds. With present experimental results on the SM parameters, if the Higgs mass is in the

460 14 Physics overview
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range 160 to 170 GeV [14-8] then the renormalisation-group behaviour of the Standard Model is
perturbative and well behaved up to Planck scale Ap; ~ 1019 GeV. For smaller or larger values of
my new physics must set in below Ap,.

As its mass increases, the self couplings and the couplings to the W and Z bosons grow [14-9].
This feature has a very important consequence. Either the Higgs boson must have a mass less
than about 800 GeV, or the dynamics of WW and ZZ interactions with centre-of-mass energies
of order 1 TeV will reveal new structure. It is this simple argument that sets the energy scale that
must be reached to guarantee that an experiment will be able to provide information on the na-
ture of electroweak symmetry breaking.

The presence of a single elementary scalar boson is unsatisfactory to many theorists. If the theo-
ry is part of some more fundamental theory, which has some other larger mass scale (such as the
scale of grand unification or the Planck scale), there is a serious ‘fine tuning’ or naturalness
problem. Radiative corrections to the Higgs boson mass result in a value that is driven to the
larger scale unless some delicate cancellation is engineered ((my2 — m,2) ~ m\,2 where myand m;
are order 101> GeV or larger). There are two ways out of this problem which involve new phys-
ics on the scale of 1 TeV. New strong dynamics could enter that provides the scale of my,, or new
particles could appear so that the larger scale is still possible, but the divergences are cancelled
on a much smaller scale. In any of the options, Standard Model, new dynamics or cancellations,
the energy scale is the same; something must be discovered at the TeV scale.

Supersymmetry [14-10] is an appealing concept for which there is so far no experimental evi-
dence. It offers the only presently known mechanism for incorporating gravity into the quan-
tum theory of particle interactions and provides an elegant cancellation mechanism for the
divergences, provided that at the electroweak scale the theory is supersymmetric. The successes
of the Standard Model (such as precision electroweak predictions) are retained, while avoiding
any fine tuning of the Higgs mass. Some supersymmetric models allow for the unification of
gauge couplings at a high scale and a consequent reduction of the number of arbitrary parame-
ters.

Supersymmetric models postulate the existence of superpartners for all the presently observed
particles: bosonic superpartners of fermions (squarks and sleptons), and fermionic superpart-
ners of bosons (gluinos and gauginos). There are also multiple Higgs bosons: h, H, A and H*.
There is thus a large spectrum of presently unobserved particles, whose exact masses, couplings
and decay chains are calculable in the theory given certain parameters. Unfortunately these pa-
rameters are unknown. Nonetheless, if supersymmetry is to have anything to do with elec-
troweak symmetry breaking, the masses should be in the region below or order of 1 TeV.

An example of the strong coupling scenario is ‘technicolour’ for models based on dynamical
symmetry breaking [14-11]. Again, if the dynamics is to have anything to do with electroweak
symmetry breaking we would expect new states in the region below 1 TeV; most models predict
a large spectrum of such states. An elegant implementation of this appealing idea is lacking.
However, all models predict structure in the WW scattering amplitude at around 1 TeV centre-
of-mass energy.

There are also other possibilities for new physics that are not necessarily related to the scale of
electroweak symmetry breaking. There could be new neutral or charged gauge bosons with
mass larger than the Z and W, there could be new quarks, charged leptons or massive neutrinos,
or quarks and leptons could turn out not to be elementary objects. While we have no definitive
expectations for the masses of these objects, the LHC experiments must be able to search for
them over the available energy range.
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Results on precision measurements within the Standard Model, as well as limits on new phys-
ics, from present experiments are presented, case by case, in the relevant chapter of this volume.

14.3 Challenges of new physics

This volume presents examples of the physics programme which should be possible with the
ATLAS detector. The channels studied in previous documents [14-1][14-2] are re-examined and
many new strategies proposed.

In the initial phase at low luminosity, the experiment will function as a factory for QCD process-
es, heavy flavour and gauge bosons production. This will allow a large number of precision
measurements in the early stages of the experiment.

A large variety of QCD related processes will be studied. These measurements are of impor-
tance as studies of QCD ‘per se’ in a new energy regime with high statistics. Of particular inter-
est will be jet and photon physics, open charm and beauty production and gauge bosons
production. A study of diffractive processes will present significant experimental challenges it-
self, given the limited angular coverage of the ATLAS detector. Several aspects of diffractive
production of jets, gauge bosons, heavy flavour partons will be nevertheless studied in detail.
LHC will extend the exploration of the hard partonic processes to large energy scales (of few
hundred GeV?2), while reaching small fractional momentum of the proton being carried by a
scattered partons (of 10-5). Precise constraints on the partonic distribution functions will be de-
rived from measurements of Drell-Yan production, of W and Z bosons production, of produc-
tion of direct photons and high-py jets, heavy flavours and gauge boson pairs. Deviation from
the theoretical predictions for QCD processes themselves might indicate the onset of new phys-
ics, such as compositeness. Measurement and understanding of these QCD processes will be es-
sential as they form the dominant background searches for new phenomena.

Even at low luminosity, LHC is a beauty factory with 1012 bb expected per year. The available
statistics will be limited only by the rate at which data can be recorded. The proposed B-physics
programme is therefore very wide. Specific B-physics topics include the search for and meas-
urement of CP violation, of B mixing and of rare decays. ATLAS can perform competitive
high-accuracy measurements of B0 mixing, covering the statistically preferred range of the
Standard Model predictions. Rare B mesons such as B, will be copiously produced at LHC. The
study of B-baryon decay dynamics and spectroscopy of rare B hadrons will be also carried out.

LHC has a great potential for performing high precision top physics measurements with about
eight million tt pairs expected to be produced for an integrated luminosity of 10 fb-1. It would
allow not only for the precise measurements of the top-quark mass (with a precision of ~2 GeV)
but also for the detailed study of properties of the top-quark itself. The single top production
should be observable and the high statistics will allow searches for many rare top decays. The
precise knowledge of the top-quark mass places strong constraints on the mass of the Standard
Model Higgs boson, while a detailed study of its properties may reveal as well new physics.

One of the challenges to the LHC experiments will be whether the precision of the W-mass
measurement can be improved. Given the 300 million single W events expected in one year of
data taking, the expected statistical uncertainty will be about 2 MeV. The very ambitious goal
for both theory and experiment is to reduce the individual sources of systematic errors to less
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than 10 MeV, which would allow for the measurement of the W mass with precision of better
than 20 MeV. This would ensure that the precision of the W mass is not the dominant source of
errors in testing radiative corrections in the SM prediction for the Higgs mass.

The large rate of gauge boson pair production at the LHC enables ATLAS to provide critical
tests of the triple gauge-boson couplings. The gauge cancellations predicted by the Standard
Model will be studied and measurements of possible anomalous couplings made. These probe
underlying non-standard physics. The most sensitive variables to compare with Standard Mod-
el predictions are the transverse momentum spectra of high-p; photons or reconstructed Z bos-
ons.

If the Higgs boson is not discovered before LHC begins operation, the searches for it and its
possible supersymmetric extensions in the Minimal Supersymmetric Standard Model (MSSM)
will be a main focus of activity. Search strategies presented here explore a variety of possible
signatures, being accessible already at low luminosity or only at design luminosity. Although
the cleanest one would lead to reconstruction of narrow mass peaks in the photonic or leptonic
decay channels, very promising are the signatures which lead to multi-jet or multi-t final states.
In several cases signal-to-background ratios much smaller than one are expected, and in most
cases detection of the Higgs boson will provide an experimental challenge. Nevertheless, the
ATLAS experiment alone will cover the full mass range up to 1 TeV for the SM Higgs and also
the full parameter space for the MSSM Higgs scenarios. It has also a large potential for searches
in alternative scenarios.

Discovering SUSY at the LHC will be straightforward if it exists at the electroweak scale. Copi-
ous production of squarks and gluinos can be expected, since the cross-section should be as
large as a few pb for squarks and gluinos as heavy as 1 TeV. Their cascade decays would lead to
a variety of signatures involving multi-jets, leptons, photons, heavy flavours and missing ener-
gy. In several models, discussed in detail in this volume, the precision measurement of the
masses of SUSY particles and the determination of the model parameters will be possible. The
main challenge would be therefore not to discover SUSY itself, but to reveal its nature and de-
termine the underlying SUSY model.

Other searches beyond the Standard Model have been also investigated. Throughout this vol-
ume are presented strategies for searching for technicolour signals, excited quarks, leptoquarks,
new gauge bosons, right-handed neutrinos and monopoles. Given the large number of detailed
models published in this field, the task of evaluating each of them is beyond the scope of this
document. Rather an exploratory point of view is taken, examples are used and in some cases a
detailed study is performed.

14.4 Simulation of physics signals and backgrounds

In the process of evaluation of the physics potential of the ATLAS experiment, Monte Carlo
event generators were used to simulate multiparticle production in physics processes appearing
in the pp collisions. Detailed or parametrised simulation of the detector response to this multi-
particle stream was then used to evaluate the possible observability of the signal.

In the full detector simulation, described in Section 2.2, the detailed geometry of the detector is
implemented and the interactions of particles with the material of the detector are modelled.
Results from full-simulation studies have been described in Chapters 3-10 for several crucial
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benchmark signatures and physics processes, e.g. mass resolutions, acceptances and identifica-
tion efficiencies for H - yy, H - ZZP - 41, H - bb, H - Tt decays, E{™Miss resolution, b-jet and 1-
jet identification capability.

However, in most of the cases presented in this volume, evaluation of the expected signals and
backgrounds has been done with the fast simulation described in Section 2.5. This simulation
includes, in a parametrised way, the main aspects related to the detector response: jet recon-
struction in the calorimeters, momentum/energy smearing for leptons and photons, reconstruc-
tion of missing transverse energy and charged particles. It is tuned to reproduce as well as
possible the expected ATLAS performance, and this tuning has been verified with several
benchmark processes as described in Section 2.5.

The fast simulation was used very extensively for estimating the expected backgrounds from
physics processes. Such approach was particularly useful for channels requiring large event
samples, which one could not process with the much more time-consuming full simulation.
Many of these studies are presented in this volume, e.g. for Higgs searches in Chapter 19, where,
in some cases, both irreducible and reducible backgrounds required simulations of several mil-
lion events.

14.4.1 Event generators

There are several available Monte Carlo event generators for pp collisions, the most exhaustive
ones, with respect to available physics processes and complexity in modelling hadronic interac-
tions, being: HERWIG [14-14], ISAJET[14-12] and PYTHIA[14-13]. Each of these simulates a
hadronic final state corresponding to some particular model of the underlying physics. The de-
tails of the implementation of the physics are different in each of these generators, however the
underlying philosophy of the generators is the same.

= The basic process is a parton interaction involving a quark or gluon from each of the in-
coming protons. Elementary particles in the final state, such as quarks, gluons or W/Z/y-
bosons, emerge from the interaction. The fundamental process is calculated in perturba-
tive QCD, and the initial momentum of the quarks or gluons is given by structure func-
tions.

= Additional QCD (gluon) radiation takes place from the quarks and gluons that partici-
pate in the basic scattering process. These parton showers are based on the expansions
around the soft and collinear limits and can be ascribed to either the initial or final state.
The algorithm used by HERWIG includes some effects due to quantum interference and
generally produces better agreement with the data when detailed jet properties are stud-
ied. The showering continues down to some low energy cut-off. For some particular cases
the matrix element calculations involving higher-order QCD processes are used. The
events that have more energy in the parton process have more showering, and conse-
guently more jet activity.

= The collection of quarks and gluons must then be hadronised into mesons and baryons.
This is done differently in each of the event generators, but is described by a set of (frag-
mentation) parameters that must be adjusted to agree with experimental results. HER-
WIG looks for colour singlet collections of quarks and gluons with low invariant mass
and groups them together; this set then turns into hadrons. PYTHIA splits gluons into
guark-antiquark pairs and turns the resulting set of colour singlet quark-antiquark pairs
into hadrons via a string model. ISAJET simply fragments each quark independently pay-
ing no attention to the colour flow. In ISAJET the underlying event that arises from the re-
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maining beam fragments must be added. The other generators tie these fragments back
into the partonic system in order to neutralise the colour.

Matrix elements are likely to provide a better description of the main character of the events, i.e.
the topology of well separated jets, while parton showers should be better at describing the in-
ternal structure of these jets.

The above model(s) describe events where there is a hard-scattering of the incoming partons; ei-
ther a heavy particle is produced or the outgoing partons have large transverse momentum.
While these are the processes that are of most interest, the dominant cross-section at the LHC
consists of events with no hard scattering. There is little detailed theoretical understanding of
these minimum-bias events and the event generators must rely on data at current energies.
These minimume-bias events are important at LHC, particularly at design luminosity, as they
overlap interesting hard-scattering events such as the production of new particles. The genera-
tors use a different approach in this case. ISAJET uses a pomeron model that has some theoreti-
cal basis. HERWIG uses a parametrisation of data mainly from the CERN pp Collider. PYTHIA
uses a mini-jet model where the jet cross-section is used at very low transverse momenta, i.e the
hard scattering process is extrapolated until it saturates the total cross-section. Whenever rele-
vant, ATLAS has used the PYTHIA approach with dedicated modifications that agree with
present data from Tevatron [14-17]. The multiplicity in minimume-bias events predicted by this
approach is larger than that predicted by ISAJET or HERWIG (see Chapter 15), hence issues as-
sociated with pile-up are treated conservatively.

The generators differ in the extent to which non-standard physics processes are included. The
most complete implementation of the Standard Model processes are available in PYTHIA, while
ISAJET has the most complete implementation of SUSY scenarios.

In the physics evaluation presented in this volume, the Standard Model physics and Higgs
searches were mostly simulated with PYTHIA. ISAJET was used extensively for the supersym-
metry studies but some analyses have been done also with the supersymmetric extension of PY-
THIA [14-23]. HERWIG has been used for some of the QCD studies. The model of the hadronic
interactions implemented in the physics generator has a direct impact on physical observables
such as jet multiplicity, their average transverse momentum, internal structure of the jets and
their heavy flavour content. That was one of the reasons why, whenever possible, PYTHIA was
used enabling a consistent set of signal and background simulations to be generated.

Theoretical precision of the existing Monte Carlo generators is far from adequate for the chal-
lenging requirements of the LHC experiments. Despite the huge efforts which have been put
into developing of physics generators for hadron colliders over the last years, the precision with
which e.g. present data can be reproduced is not better than 10-30%, and in some cases is not
better than a factor of two.

Table 14-1 shows a few examples of important signal and background processes with their pre-
dicted cross-sections, as used in the simulations discussed in this volume. If not explicitly stated
otherwise, these are calculated using leading-order QCD as implemented in PYTHIA 5.7, using
the CTEQZ2L set of structure functions as the reference one. Whenever better or more appropri-
ate calculations were available, the production cross-section from PYTHIA was suitably nor-
malised, or a different Monte Carlo generator was used.

= The QCD multi-jet production is a dominant background for e.g. Higgs searches in the
multi-jet final state. The production of events with three or more high-pt jets is not well
modelled by lowest-order di-jet processes convoluted with parton showers. To illustrate
the large discrepancy between exact matrix element calculations and parton shower ap-
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proaches in this case, Table 14-1 gives rates for one, three and four jet final states as given
by the exact multi-parton matrix element NJETS Monte Carlo [14-15] and PYTHIA. On
the other hand, heavy flavour content of jets is not modelled with the NJETS Monte Carlo.
Simulation of four b-jet final states has been therefore only possible with the PYTHIA gen-
erator, which has the heavy flavour content of the partonic shower implemented.

< In the case of di-jet production in association with a W or Z, the VECBOS Monte Carlo
[14-16], dedicated to this process, has been used. Exact matrix-element calculations were
used also for estimating the expected cross-section in the case of Whbb [14-18] and Zbb [14-
19] production. In the first case a modified version of HERWIG [14-18] was used, while in
the second case the EUROJET Monte Carlo [14-21] was adopted.

= The leading order tt cross-section is quoted in Table 14-1 since it has been used for all the
background studies to new physics. For the specific case of top physics studies in
Chapter 18, a more accurate NLO calculation of 833 pb has been used, except for the case
of single-top production, for which the NLO terms are not yet known.

= The total bb cross-section is also quoted in Table 14-1. For the B-physics studies, much
more detailed work reported in Chapter 17 has shown that for high-p; b-quark produc-
tion, which can provide a Level-1 trigger with a high-pr muon, the PYTHIA model as
used by ATLAS [14-20] reproduces quite well the bb production as measured at the Teva-
tron [14-21] [14-22]. In this case, only a small fraction of the total cross-section quoted in
Table 14-1 is relevant for physics, and many of the large theoretical uncertainties inherent
to the calculations of the total bb production are very significantly reduced. A more de-
tailed discussion of bb production at the LHC is discussed in Section 15.8.

The list above collects some relevant examples of the attempts which have been made to esti-
mate as correctly as possible the expected production rates at the LHC. More details can be
found in the specific Chapters of this volume discussing particular physics processes

Large uncertainties in the signal and background production cross-sections, due to missing
higher-order corrections, structure function parametrisations, energy scale for the QCD evolu-
tion, as well as models used for full event generation, remain. In addition, despite the existence
of many higher-order QCD correction (K-factor) calculations, not all processes of interest at the
LHC have benefited from this theoretical effort. In most cases they have also not been embodied
in the Monte Carlo generator, so that proper studies of their impact on the observed rates can-
not be undertaken. Therefore, the present studies consistently and conservatively avoided the
use of K-factors, resorting to Born-level predictions for both signal and backgrounds.

14.4.2 Signal observability

In the following sections, most of the results will be given for integrated luminosities of 30 fb-1
and 100 fb-1, which are expected to be collected in three years of data taking at the initial (low)
luminosity and one year of data taking at the design (high) luminosity respectively. The ulti-
mate discovery potential is evaluated for an integrated luminosity of 300 fb-1.

In most cases, the event selection for signal and background has been performed as it might be
expected for off-line analysis. The foreseen trigger LVL1/LVL2 menus were used for the dis-
cussed channels. The possible irreducible and reducible backgrounds are extensively discussed.
Given that the presently available tools for physics modelling have inherent uncertainties, anal-
yses in most cases are straightforward; sophisticated statistical methods and very detailed opti-
misation of cuts are not applied.
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Table 14-1 Leading order cross-sections for some typical processes at the LHC. Unless stated otherwise, these
numbers have been obtained by using PYTHIA 5.7 with CTEQZ2L structure functions.

Process Cross-section Comments
Inclusive H 27.8 pb
my =100 GeV
WH withW - v 0.40 pb
my =100 GeV
ttH with one W - v 0.39 pb
my =100 GeV
Inclusive SUSY 3.4 pb ISAJET or PYTHIA
my, m: ~1TeV

9 q
Inclusive bb 500 pb All di-jet processes used
Inclusive tt (m; = 175 GeV) 590 pb
Di-jet processes:
ljetpy > 180 GeV, |n| <3.2 13 pb PYTHIA
3jetspy> 40 GeV, In| <3.2 2.0 ub (0.7 pb) NJETS (PYTHIA)
4jetspr > 40 GeV, n] <3.2 0.4 ub (0.1 pb) NJETS (PYTHIA)
Inclusive W 140 nb
Inclusive Z 43 nb
Wijj withW - Iv 4640 pb VECBOS
with 2 jets pi > 15 GeV, |n|< 3.2
Whb with W - v 69.3 pb Matrix element [14-18]+ HERWIG
ZjjwithZ - 1l 220 pb VECBOS
with 2 jets p > 15 GeV, |n]< 3.2
Zbb with Z - I 36 pb EURQJET + [14-19]
wWw 71 pb
wz 26 pb
Wy with W - v 210fb

with p;¥> 100 GeV, |n] <25

The observation of a given signal will be considered as possible if a significance of five standard
deviations, defined according to the naive estimator S/./B, where S (B) is the expected number
of signal (background) events, can be obtained. This includes the relevant systematic uncertain-
ties. If the number of expected signal and background events is smaller than 25, Poisson statis-
tics has been used to compute the equivalent Gaussian significance.
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14.5 Outline

This volume reviews the potential of the ATLAS detector for the observability of a variety of
physics processes, starting from the studies of hadronic physics, precision measurements in the
Standard Model sector and CP-violation phenomena, continuing through the searches for the
Higgs boson(s) and supersymmetry, and ending with a discussion of physics beyond the Stand-
ard Model.

The volume begins with a discussion of QCD processes (Chapter 15), which have the largest
rate and represent the dominant background for new physics searches. Next is a discussion of
the properties of the W and Z gauge bosons and how ATLAS can improve the precision meas-
urements of the masses and couplings (Chapter 16). This is followed by a presentation of the B-
physics programme; methods for the measurement of CP violation, mixing and rare decays are
discussed (Chapter 17). Next, measurements related to the top quark and searches for other
heavy quarks/leptons are described (Chapter 18). The Standard Model Higgs boson and its var-
iants in the minimal supersymmetric model provide a benchmark for LHC physics; the large
number of possible discovery channels are analysed in detail (Chapter 19). Physics beyond the
Standard Model is the subject of the final two sections; the most popular extension to Super-
symmetry is discussed in detail and many signatures that allow precise measurements in this
sector are presented (Chapter 20). Finally, signatures for other extensions to the Standard Mod-
el, such as new gauge bosons and technicolour, are discussed (Chapter 21).
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15 QCD processes at the LHC

15.1 Introduction

The study of QCD processes at the LHC will serve two main goals. First the predictions of QCD
will be tested and precision measurements will be performed, allowing additional constraints to
be established e.g. on the distribution of partons in the proton, or providing measurements of
the strong coupling constant oy at various scales. Second QCD processes represent a major part
of the background to other Standard Model processes and signals of new physics at the LHC
and thus need to be understood precisely in the new kinematic region available here. Devia-
tions from the QCD expectations might themselves also indicate the occurrence of new physics,
as in the case of compositeness for the jet transverse energy and di-jet invariant mass and angu-
lar distributions. Furthermore, the production cross-sections for almost all processes are con-
trolled by QCD.

Tests of QCD can be performed by comparing measurements to fixed order (either LO (leading
order) or NLO (next-to-leading order)) calculations or to leading-log Monte Carlo programs
which contain 2 - 2 LO matrix elements and approximate higher orders through the use of
parton showers (and also include the hadronisation of the partonic system). Perturbative QCD
can also be tested by extracting (or constraining) the fundamental parameter a,. The difference
between a LO and a NLO calculation is quantified in the K-factor; the K-factor is defined as the
ratio between the cross-section at NLO to the one at LO. The K-factor can become significantly
larger than 1, especially when new sub-processes appear at next-to-leading order. Calculations
at next-to-leading order are mostly restricted to parton level and often performed by numerical
integration of the corresponding matrix elements.

This chapter gives an overview of different measurements of QCD processes [15-1], [15-2], [15-
3] to be performed with ATLAS, classified by the main characteristics (or main selection criteria)
of the final state. Besides a qualitative overview, a few examples are given where first quantita-
tive investigations of the potential of ATLAS have been performed. The organisation of the
chapter is as follows: the next section contains a brief summary on the present knowledge of
parton densities and some perspectives for improvements before the start of LHC. Then meas-
urements of properties of minimum-bias events (Section 15.3) are discussed, followed by a de-
scription of studies of hard diffractive scattering (Section 15.4). Next, the information to be
deduced from the measurement of jets (Section 15.5) is described, followed by a section on pho-
ton physics (Section 15.6) and one concerning the production of Drell-Yan pairs and heavy
gauge bosons (Section 15.7). Before concluding, the production of heavy flavours (charm, bot-
tom and top, Section 15.8) is discussed.

Unless stated differently in the corresponding sections, the standard trigger settings have been
used. The signatures listed in [15-4] for the first level (and the second level) of the trigger system
consist mainly of inclusive signatures. It is foreseen to accept a fraction of events with lower
thresholds and it is possible to include specific signatures (esp. at the higher levels of the trigger
system) combining different objects and thus allowing lowering of the corresponding thresh-
olds. One important exception is the case of hard diffraction and the case of minimum-bias
events, where dedicated triggers will have to be employed.
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15.2 Knowledge of the proton structure

15.2.1 Global parton analyses and parton kinematics at the LHC

The calculation of the production cross-section at the LHC both for interesting physics process-
es and their backgrounds relies upon a knowledge of the distribution of the momentum fraction
x of the partons in the proton in the relevant kinematic range. These parton distribution func-
tions (pdf’s) are determined by global fits (see [15-5] for a pedagogical overview) to data from
deep-inelastic scattering (DIS), Drell-Yan (DY), jet and direct photon production at current ener-
gy ranges. Two major groups, CTEQ [15-6] and MRS [15-7], provide regular updates to the par-
ton distributions when new data and/or theoretical developments become available.

Lepton-lepton, lepton-hadron and hadron-hadron interactions probe complementary aspects of
perturbative QCD (pQCD). Lepton-lepton processes provide clean measurements of a4(Q?) and
of the fragmentation functions of partons into hadrons. Measurements of deep-inelastic scatter-
ing structure functions (F,,F3) in lepton-hadron scattering and of lepton pair production cross-
sections in hadron-hadron collisions provide the main source of information on quark distribu-
tions g(x,Q2) inside hadrons. At leading order, the gluon distribution function g(x,Q?2) enters di-
rectly in hadron-hadron scattering processes with direct photon production and jet final states.
Modern global parton distribution fits are carried out to next-to-leading order (NLO) which al-
lows g3(x,Q2), g(x,Q?) and the strong coupling a,(Q?) to all mix and contribute in the theoretical
formulae for all processes. Nevertheless, the broad picture described above still holds to some
degree in global pdf analyses. In pQCD, the gluon distribution is always accompanied by a fac-
tor of ag, in both hard scattering cross-sections and in the evolution equations for the parton dis-
tributions. Thus, the determination of ag and the gluon distribution is, in general, a strongly
coupled problem. One can determine o, separately from e*e- interactions or determine ag and
9(x,Q?) jointly in a global pdf analysis. In the latter case, though, the coupling of ag and the
gluon distribution may not lead to a unique solution for either (see e.g. in [15-8]).

Currently, the world average of a (M) is of the order of 0.118 — 0.119 [15-9]. The average value
from LEP is 0.121 while the DIS experiments prefer a somewhat smaller value (of the order of
0.116 — 0.117). Since global pdf analyses are dominated by the high statistics DIS data, they
would favour the values of ag closer to the lower DIS values. The more logical approach is to
adopt the world average and concentrate on the determination of the pdf’s. This is what both
CTEQ and MRS currently do. One can either quote a value of a(M) or the value of Agcp. For
the latter case, however, the renormalisation scheme used together with the number of flavours
has to be clearly specified. Usually the MS scheme is used. The specification of the number of
flavours is important as the value of ag has to be continuous across flavour thresholds. A range
of ay(M) of 0.105 to 0.122 corresponds to the range of 100 < Aqcp < 280 MeV for five flavours
and to 155 < Agcp < 395 MeV for four flavours.

The data from DIS, DY, direct photon and jet processes utilised in pdf fits cover a wide range in
x and Q. The kinematic ‘map’ in the (1/x,Q) plane of the data points used in a recent parton dis-
tribution function analysis is shown in Figure 15-1. The HERA data (H1 and ZEUS) are predom-
inantly at low x, while the fixed target DIS and DY data are at higher x. There is considerable
overlap, however, with the degree of overlap increasing with time as the statistics of the HERA
experiments increases. The DGLAP equations [15-10] in pQCD describe the change of the par-
ton distributions with Q2. The NLO DGLAP equations should describe the data over the whole
kinematic range shown in Figure 15-1. At very low x, however, the DGLAP evolution is be-
lieved to be no longer applicable and a BFKL [15-11] description must be used. No clear evi-
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Figure 15-1 A kinematic map of data points in the (1/x,Q) plane from different processes used in a global fit of

parton densities (from [15-5]).

dence of BFKL physics is seen in the current range of data; thus all global analyses use
conventional DGLAP evolution of the pdf’s. There is a remarkable consistency between the
data in the pdf fits and the NLO QCD theory to fit these. Over 1300 data points are shown in
Figure 15-1 and the x2/DOF for the fit of theory to data is of the order of 1.

In Figure 15-2 the kinematics appropriate for
the production of a state with mass M and ra-
pidity y at the LHC is shown [15-12]. For ex-
ample, to produce a state of mass 100 GeV at
rapidity y = 2 requires partons of x values 0.05
and 0.001 at a Q2 value of 104 GeV2. The figure
also shows another view of the kinematic cov-
erage of the fixed target and the HERA experi-
ments used in the pdf fits.

15.2.2 Properties and uncertainties of
parton distribution functions

Figure 15-3 shows the parton distributions for
the different quark flavours and the gluon as
obtained from the CTEQ4M distribution [15-8]
for a scale of Q2 =20 GeV?, in Figure 15-4 the
corresponding distributions are shown for a
scale of Q2=104GeV2. Clearly visible is the
dominance of the gluon distribution for small
parton momenta. In addition the violation of
the flavour symmetry for u and d sea quarks
can be seen.
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Figure 15-2 Parton kinematics at the LHC (from [15-
12]) in the (x,@2) kinematic plane for the production of
a particle of mass M at rapidity y (dotted lines).
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Figure 15-3 Parton distributions for the CTEQ4M pdf
at Q?=20GeV2. The gluon distribution has been
reduced by a factor of 10.
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Figure 15-4 Parton distributions for the CTEQ4M pdf
at Q2=104 GeV2. The gluon distribution has been
reduced by a factor of 10.

Parton distribution determined at a given x and Q2 ‘feed-down’ to lower values of x at higher
values of Q2. The accuracy of the extrapolation to higher Q2 depends both on the accuracy of
the original measurement and any uncertainty on a¢(Q2). For the structure function F,, the typi-
cal measurement uncertainty at medium to large x is of the order of 3%. At high Q2 (about
10° GeV?) there is an extrapolation uncertainty of 5% in F, due to the uncertainty in a.

Figure 15-6 shows the gluon distribution as a
function of x for five different values of Q2, us-
ing the CTEQA4M distribution. Most of the evo-
lution takes place at low Q2 and there is only
little evolution for x values around 0.1. In con-
trast, at an x value of 0.5, the gluon distribu-
tion decreases by a factor of approximately 30
from the lowest to the highest Q2.

Global fits can also be performed using lead-
ing-order (LO) matrix elements, resulting in
leading-order parton distribution functions.
Such pdf’s are preferred when leading order
matrix element calculations (such as in Monte
Carlo programs like HERWIG [15-13] and PY-
THIA [15-14]) are used. The differences be-
tween LO and NLO pdf’s, though, are
formally NLO; thus the additional error intro-
duced by using a NLO pdf should not be sig-
nificant. A comparison of the LO and NLO
gluon distribution is shown in Figure 15-7 for
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Figure 15-5 Gluon distribution for the CTEQLL,
CTEQ2L, CTEQ3L and CTEQA4L pdf's at a value of
Q? =5 GeV? (from [15-5]).

the CTEQ4 set, where the LO distribution is CTEQ4L and the NLO distribution is CTEQ4M.
The differences get even smaller at larger Q2 values.
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Figure 15-6 Gluon densities as a function of x from
the CTEQ4M parton distribution set for five different
QZ?values: 2, 10, 50, 104 and 106 GeV?2 (from [15-5]).
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Figure 15-8 Normalised quark-gluon luminosity func-
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the gluon distribution which are consistent with exist-
ing DIS and DY datasets (from [15-17]). The dotted
curve shows a toy model with more quarks at x> 0.5
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Figure 15-7 Comparison of the gluon distribution

from the CTEQA4L (leading order) and the CTEQ4M
(next-to-leading order) global fit (from [15-5]).
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Figure 15-9 Normalised gluon-gluon luminosity func-
tion (as a function of ﬁ = /X D(Z) for variations in
the gluon distribution, which are consistent with exist-
ing DIS and DY datasets (from [15-17]).

Many of the comparisons in this document have been performed with the CTEQ2L pdf, a pdf
that is on the order of five years old [15-15]. A comparison of the gluon distribution for
CTEQLL, CTEQ2L, CTEQ3L and CTEQA4L is shown in Figure 15-5. With increasing amounts of
data included from HERA, the tendency has been for the low x pdf’s to increase. The relative in-

creases are reduced at higher values of Q2.
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In addition to having the best estimate for the values of the pdf’s in a given kinematic range. it
is also important to understand the allowed range of variation in the pdf’s, i.e. their uncertain-
ties. The conventional method of estimating parton distribution uncertainties is to compare dif-
ferent published parton distributions. This is unreliable since most published sets of parton
distributions (e.g. from CTEQ and MRS) adopt similar assumptions and the differences between
the sets do not fully explore the uncertainties that actually exist. Ideally, one might hope to per-
form a full error analysis and provide an error correlation matrix for all the parton distributions
(see e.g. [15-16]). This goal may be difficult to carry out for two reasons. Experimentally, only a
subset of the experiments usually involved in the global analyses provide correlation informa-
tion on their data sets in a way suitable for the analysis. Even more important, there is no estab-
lished way of quantifying the theoretical uncertainties for the diverse physical processes that
are used and uncertainties due to specific choices of parametrisations. Both of these are highly
correlated.

As the LHC is essentially a gluon-gluon collider and many hadron collider signatures of physics
both within and beyond the Standard Model involve gluons in the initial state, it is important to
estimate the theoretical uncertainty due to the uncertainty in the gluon distribution. The mo-
mentum fraction carried by gluons is 42% with an accuracy of about 2% (at Q = 1.6 GeV in the
CTEQ4 analysis), determined from the quark momentum fraction using DIS data. This impor-
tant constraint implies that if the gluon distribution increases in a certain x range, momentum
conservation forces it to decrease in another x range. To estimate the uncertainty on the gluon
distribution, an alternative approach has been carried out [15-17]: the (four) parameters of the
gluon distribution (based on the CTEQ4 set) have been varied systematically in a global analy-
sis and the resulting parton distributions have been compared to the DIS and Drell-Yan datasets
making up the global analysis database. Only DIS and Drell-Yan datasets were used, as the ex-
perimental and theoretical uncertainties for these processes are under good control. Only those
pdf’s that do not clearly contradict any of the (DIS and Drell-Yan) data sets in the global analy-
sis database were kept. The variation of the gluon distribution obtained with this procedure is
less than 15% (10%) for low Q (high Q), except for large values of x > 0.2 (and very small ones
X < 10-4). In addition Figure 15-8 shows the effect of uncertainties on the quark distribution for
x > 0.5, as obtained from a toy model (more details can be found in [15-17]).

To assess the range of predictions on physics cross-sections for a hard scattering process, it is
more important to know the uncertainties on the gluon-gluon and the gluon-quark luminosity
functions in the appropriate kinematic region of ./t = /X, X, . The relevant integrated parton-
parton luminosity function is (in case of the gluon-gluon luminosity) defined as

dL

1
T4 = 6% A G(/1, Q9)dx/ x
T

This quantity is directly proportional to the cross-section for the s-channel production of a sin-
gle particle and it also gives a good estimate for more complicated production mechanisms. In
Figure 15-8 the allowed range of quark-gluon luminosities (normalised to the CTEQ4M values)
is shown for the variations discussed above (for LHC and for Tevatron). The scale Q2 is taken as
s, which naturally takes into account the Q2 dependence of the gluon distribution as T changes.
The quark distributions in this case are taken to have no uncertainty, which is a reasonable as-
sumption since the uncertainty on the gluon distribution is much larger. Figure 15-9 shows the
corresponding variations in the gluon-gluon luminosity (normalised again to the values of the
CTEQ4M distribution). For values of ./t <0.1 the resulting variation in the gluon-gluon and
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quark-gluon luminosity function is less than 10%, for values of ./t between 0.1 and 0.2 (0.2 and
0.3) the variation increases to 20% (30%) for the gluon-gluon luminosity and 10% (15%) for the
quark-gluon luminosity.

15.2.3 Expected improvements before the LHC start-up

DGLAP-based pQCD calculations have been extremely successful in describing data in DIS, DY
and jet production, as well as describing the evolution of parton distributions over a wide range
in x and Q2 (for a recent review see e.g. [15-18]). From the pdf point-of-view, one of the current
problems lies in the determination of the gluon density at high x. Fixed target direct photon
cross-sections can serve as a primary probe of the gluon distribution at high x. However, rigor-
ous theoretical treatment of soft gluon effects (requiring both k; and Sudakov resummation)
will be required before the data can be used with confidence in pdf fits [15-19].

Differential di-jet data from the Tevatron explore a wider kinematic range than the inclusive jet
cross-sections. Both CDF and DO have di-jet cross-section measurements from Run | which may
also serve to probe the high x gluon distribution, in regions where new physics is not expected
to contribute (i.e. at moderate E1), but where any parton distribution shifts would be observa-
ble. The ability to perform such cross-checks is essential.

CDF and DO will accumulate on the order of 2-4 fb-1 in Run 1l (2000-2003), a factor of 20-40
greater than the current sample. This sample should allow for more detailed information on
parton distributions to be extracted from direct photon and DY data, as well as from jet produc-
tion. Run 111 (2003-2007) could offer a data sample potentially as large as 30 fb-1.

The luminosity upgrade foreseen at HERA in the year 2000 [15-20] should deliver to the experi-
ments a luminosity of about 150 pb-1/year, allowing for an integrated luminosity of about 1 fb-1
by 2005. This will allow an error of a few percent on the structure function F, for scales Q2 up to
104 GeV2. The gluon density, derived from the scaling violations of F,, should be known to an
accuracy of less than 3% in the kinematic range 10%<x<10".

15.2.4 The role of data from ATLAS

ATLAS measurements of DY (including W and Z), direct photon, jet and top production will be
extremely useful in determining pdf’s relevant for the LHC. This data can be input to the global
fitting programs, where it will serve to confirm/constrain the pdf’s in the kinematic range of the
LHC. Again, DY production will provide information on the quark (and anti-quark) distribu-
tions while direct photon, jet and top production will provide, in addition, information on the
gluon distribution. Also the precise measurement of beauty production could be used to pro-
vide constraints on the gluon, however, in this case the present discrepancy between the theo-
retical prediction and the data from the Tevatron (which are a factor of 2 or more larger than the
prediction) has to be resolved.

Another possibility that has been suggested is to directly determine parton-parton luminosities
(and not the parton distributions per se) by measuring well-known processes such as W/Z pro-
duction [15-21]. This technique would not only determine the product of parton distributions in
the relevant kinematic range but would also eliminate the difficult measurement of the proton-
proton luminosity (see Chapter 13). It may be more pragmatic, though, to continue to separate

15 QCD processes at the LHC 477



ATLAS detector and physics performance Volume |l
Technical Design Report 25 May 1999

out the measurements of parton pdf’s (through global analyses which may contain LHC data)
and of the proton-proton luminosity. The measurement of the latter quantity can be pegged to
well-known cross-sections, such as that of the W/Z, as has been suggested for the Tevatron.

15.3 Properties of minimum —bias events

15.3.1 Importance of minimum -bias studies

Due to the high luminosity at the LHC, there will be up to an average of 25 inelastic collisions
per bunch-crossing. The knowledge of the structure of these ‘minimume-bias’ events is of great
importance for all physics studies to be carried out by ATLAS as well as a powerful diagnostic
tool on the performance of the detector. Besides the properties of charged (and neutral) particle
production, the understanding of jet structures with small transverse momentum (‘mini-jets’) is
needed if vetoes on jet activity are to be used in physics analyses.

In this section, the selection of minimum-bias events is described (Section 15.3.2), followed by a
brief overview of generators for minimume-bias events (Section 15.3.3) and a discussion of possi-
ble measurements (Section 15.3.4), including a comparison of the predictions by the different
models.

15.3.2 Selection of minimum —bias events

In order to have an efficient detection of minimum-bias events, and to allow for a minimisation
of uncertainties in the extrapolation due to the modelling of minimum-bias events, a very small
acceptance loss is desirable. Given the angular acceptance in pseudorapidity of [n] <5 in the
ATLAS detector, the installation of additional detectors in the very forward region close to the
beam-pipe is desirable. Possible locations along the beam-pipe outside of the ATLAS detector
for such detectors can be found in Section 13.3.1, where also the acceptance for inelastic events
as a function of the lower and upper limit on the pseudorapidity is described.

A trigger demanding signals in coincidence on both sides of the interaction region can select
non-diffractive inelastic interactions with an acceptance loss of about 0.4%, if tagging is availa-
ble in the region 3 <|n]< 7.5. The acceptance of this coincidence for single-diffractive, double
diffractive and central diffractive events is smaller and leads to an overall acceptance for inelas-
tic events of about 90%. A large part of the diffractive inelastic events can be recovered by re-
quiring activity in at least one of the two sides of the interaction point, i.e. a single arm trigger. If
these dedicated forward detectors would not be available at the trigger, a selection of mini-
mum-bias events could also be obtained from a trigger on random bunch crossings, taking into
account only those crossings, where both proton bunches are filled.

15.3.3 Modelling of minimum-bias events

There are several models available, which can generate minimum-bias events and have been
tuned to existing data up to highest available energies from Tevatron. The following four mod-
els have been considered HERWIG [15-13], ISAJET [15-22], PYTHIA [15-14] (a short description
of these three models can be found in Section 14.4) and PHOJET [15-23]. The last generator is a
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combination of ideas from the Dual Parton Model [15-24] approach to hadronic interactions at
high energies and aspects of perturbative QCD (following very closely the approach of DTUJET
[15-25]). The aim is to provide an almost complete picture of hadron-hadron, photon-hadron
and photon-photon interactions at high energies.

The different settings used for these generators are summarised and commented in [15-26]. In
the case of ISAJET and HERWIG, only simple models for minimume-bias events are used, which
are restricted to soft physics processes. They do not attempt to connect soft and hard process. In
PYTHIA and PHOJET on the other hand, this connection is made. PHOJET uses the Dual Par-
ton Model for particle production at low transverse momentum and leading order QCD matrix
elements for large transverse momentum processes (including parton showers to approximate
higher order corrections). PYTHIA uses the leading order QCD matrix elements with a very low
pt cutoff to model low p; non-diffractive physics. Both PHOJET and PYTHIA include multiple
interactions.

In the case of PYTHIA, two different approaches to handle the divergences in the matrix ele-
ments have been considered: a sharp cut-off (‘Modell’) and a smoothly varying cut-off
(‘Model4’), corresponding to the value of the parameter MSTP(82) being equal to 1 or 4. The
first setting significantly overestimates [15-26] the charged particle density as measured at the
Tevatron (see below) and is not investigated further. In case of PYTHIA version 5.724, which is
used in this document to model minimum-bias events (for more details see Section 2.3.2), the
setting MSTP(82) =4 is used together with the following two settings (as recommended):
MSTP(2) = 2 (two loop expression for ag in the matrix element) and MSTP(33) = 3 (inclusion of
the K-factor in the hard scattering cross-section), which is labelled as ‘PYTHIA 5.724 - ATLAS’
in the figures. The most recent version 6.122 of PYTHIA has been also used. One important
change for the generation of minimum-bias events is the introduction of an energy dependence
for the transverse momentum cut-off. For the setting MSTP(82) = 4 it is recommended for PY-
THIA 6.122 not to change the default parameters (shown as ‘PYTHIA 6.122 - Model4’). As will
be shown below, using the parameters MSTP(2) =2 and MSTP(33) =3 in PYTHIA 6.122 for
MSTP(82) = 4 (labelled ‘PYTHIA 6.122 - A’) is not able to describe the Tevatron data. For illus-
tration, the predictions with these settings will however be shown (more details can be found in
[15-26]).

15.3.4 Measurements

15.3.4.1 Total cross-section

The determination of the total cross-section in a luminosity independent way requires the si-
multaneous measurement of the elastic and the inelastic scattering rate. Details of this method
can be found in Section 13.3.1. One important uncertainty in this measurement is the precise
knowledge of the acceptance for inelastic events (minimum-bias events, single and double dif-
fractive dissociation events as well as central diffractive events) and any possible model de-
pendence for the acceptance determination.
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15.3.4.2 Charged particle spectra and energy flow

At the LHC, minimume-bias events will make up the 25 interactions per bunch-crossing at high
luminosity. In order to understand precisely their contribution to the measured quantities for
the hard scattering events of interest, a detailed knowledge of the structure of the minimum-
bias events is required. These measurements can in turn be used to verify and tune the corre-
sponding models.

The event selection could be based on a trigger on random bunch crossings or on the tagging of
minimume-bias events by demanding a coincidence in the forward detectors to be possibly
placed outside the acceptance of ATLAS. For non-inclusive measurements further selection cri-
teria have to ensure that only a single interaction has taken place in the bunch-crossing (e.g. by
demanding only one reconstructed vertex in the event). One important aspect is the effect of the
strong solenoidal field in ATLAS, which will lead to a decrease in acceptance for low py parti-
cles. Their detection could be improved by running in a special mode with the solenoidal field
off, which should allow to measure the multiplicity as a function of pseudorapidity, without
any measurement of the particle momenta.
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Figure 15-10 Charged particle density in minimum—-  Figure 15-11  Transverse momentum spectrum of

bias events at Tevatron energies as a function of pseu-
dorapidity (points, as measured by CDF [15-27]) and
six model calculations (various curves). The PYTHIA
6.122-A model is shown for illustration only, as a non-
recommended parameter setting was used.

charged particles in minimum-bias events at Tevatron
energies (points, as measured by CDF [15-28]) and
six model calculations (various curves). For the HER-
WIG and ISAJET calculations, no hard scattering
processes have been included.

In Figure 15-10 the charged particle density in minimum-bias events is shown as a function of
pseudorapidity as measured by the CDF collaboration [15-27]. The data show a rather flat de-
pendence on pseudorapidity with an average charged particle density of slightly more than 4
per unit of pseudorapidity. The data are well described by the HERWIG, ISAJET, PHOJET and
PYTHIA (5.724-ATLAS and 6.122-Model4) calculations, whereas the new PYTHIA version 6.122
with the *A’ settings overestimates the Tevatron data significantly. For the central region (n =0)
the PYTHIA and PHOJET calculations slightly overestimate the data. Figure 15-11 shows the
transverse momentum spectrum of charged particles in minimum-bias events as measured by
CDF [15-28]. The two models where no hard processes have been included (HERWIG and ISA-
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JET) clearly fail to describe the large transverse momentum part of the cross-section. Were a
matching scheme (similar to the ones used e.g. in PYTHIA) between the soft process and the
hard processes be provided, they should be able to also describe the transverse momentum
spectrum. In contrast, the data are well described by PHOJET and the various PYTHIA calcula-
tions.
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Figure 15-12 Charged particle density in minimum—-  Figure 15-13  Transverse momentum spectrum of

bias events at LHC energies as a function of pseudor-
apidity, for six model predictions. The PYTHIA 6.122-A
model is shown for illustration only, as a non-recom-
mended parameter setting was used.

charged particles in minimum-bias events at LHC
energies, for six model predictions. For the HERWIG
and ISAJET calculations, no hard scattering proc-
esses have been included.

These six models are then used to give predictions for the LHC. In Figure 15-12 the expected
charged particle density is shown as a function of the pseudorapidity and Figure 15-13 shows
the cross-section for charged particle production as a function of transverse momentum. For the
latter case, the two models (HERWIG and ISAJET), which failed to described the measured
transverse momentum spectrum at the Tevatron, predict a very soft momentum spectrum. The
reason is the same as for Tevatron energies: hard processes have not been included. It should be
kept in mind however that they are able to describe the density of charged particles and their
pseudorapidity distribution.

The predictions of HERWIG and ISAJET show very little dependence on the centre-of-mass en-
ergy in the average charged particle multiplicity. In the case of ISAJET the density is almost con-
stant and for HERWIG it increases by about 1, similar is the case of PHOJET. The PYTHIA
model predicts a larger increase in the charged particle multiplicity, going from about 4-5 at Te-
vatron energies to 8-9 at LHC energies (in the central region). The LHC predictions, shown over
the full pseudorapidity range, show similar shapes for the different models (except for ISAJET
and PYTHIA 5.724, which give a broader distribution). The largest charged particle density is
predicted by the PYTHIA 6.122 calculation, using the ‘A’ settings. This is shown for illustration
only, as the calculation overestimates already the Tevatron data. In case of the transverse mo-
mentum spectrum, the newest PYTHIA version predicts a slightly harder spectrum than the old
version 5.724. Within the models presented, the calculation based on PYTHIA 5.724 with the
‘ATLAS’ settings appears to be a conservative estimate of the charged particle density in mini-
mum-bias events.
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Additional measurements could include the charged particle multiplicity as a function of the
pseudorapidity, the scaled multiplicity distribution ny/<n. > and the study of correlations be-
tween different particles, as was done at the Tevatron [15-29]. A differentiation between types of
charged particles might be possible using a dE/dx measurement, as discussed in Section 3.4.4.

15.3.4.3 Jet structure and fragmentation functions at small transverse energy

The occurrence of jets with small transverse momenta (so called ‘mini-jets’) poses a challenge to
QCD predictions. In order to study the transverse correlation between partons (see
Section 15.5.6), jets with small transverse momentum have to be selected. At LHC energies, ex-
trapolations predict that up to 50% of all inelastic events contain jets with transverse energies
larger than 7 GeV. The understanding of the event structure in terms of jets with small trans-
verse energy is important for the use of jet vetoing (see Section 9.1.3) or the identification of
muons in the Tile calorimeter (see Section 5.3.3).

As the triggering of low energy jets in the LHC environment is an experimental challenge, the
information obtained from a minimum-bias trigger at LVL1 (using either random bunch cross-
ing or the information from additional dedicated detectors in the forward region) can be used to
study the properties of these inelastic events not only in terms of particle production, but also in
terms of jets with small transverse momenta and their properties. The higher level triggers of
ATLAS could be used to provide an enriched sample of minimum-bias events with jet activity,
by performing a jet reconstruction. Further studies are needed to quantify the reach in the mini-
mum transverse energy to be accepted with such a selection scheme.

15.4 Measurements of hard diffractive scattering

15.4.1 Overview

In the 60s and 70s the Regge model provided a simple and efficient description of many meas-
urements and phenomena in soft hadronic interactions. It was based on the principles of unitar-
ity, analyticity and crossing symmetry. In addition to the Regge trajectories corresponding to the
known mesons and baryons, an additional trajectory had to be introduced to describe devia-
tions from a fall of the total cross-section nucleon-nucleon scattering like s-1/2 and latter also the
unexpected rise of the total cross-section with energy;, as first noticed from the ISR data. This tra-
jectory was named the Pomeron trajectory. It carries the quantum numbers of the vacuum and
thus it can also be used to describe elastic scattering. Furthermore it also turned out to be a use-
ful concept for the description of diffractive phenomena. Until recently there has been lack of in-
terest in diffraction. The understanding of diffractive phenomena from first principles (i.e. from
the Langrangian of QCD) is a ‘first class challenge’ to theory, which in the last few years has re-
ceived revived attention due to the appearance of hard diffractive processes, i.e. diffractive
processes in which a hard scatter takes place.

In terms of final state properties, diffractive events are characterised by the occurrence of rapid-
ity gaps which are not exponentially suppressed with increasing gap size, as would be expected
for gaps produced by fluctuations in the hadronisation of a non-diffractive event. Another char-
acteristic property of the final state of single-diffractive (and central-diffractive) events is the ap-
pearance of a leading hadron, i.e. a hadron with a momentum close to the beam momentum (e.g.
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pp — pX). This hadron scatters quasi-elastically and is (due to kinematics) separated from the
diffractive final state X by a distance An in pseudorapidity. The value of An depends on the cen-
tre-of-mass energy ./sand the invariant mass M of the system X through the relation:
An =In(s/M2). At the LHC, typical values of An are about 5.3 for M=1TeV and 9.9 for
M =100 GeV.

The name diffraction is related to the behaviour of the cross-section for these events as a func-
tion of the momentum transfer. An exponential fall-off with increasing momentum transfer is
observed, reminiscent of the properties of the diffraction of light on a circular aperture. A fur-
ther characteristic of diffractive processes is a slow dependence on the centre-of-mass energy.

The first indication for a partonic structure in diffractive processes (as suggested in [15-30]) has
been obtained by the UAS collaboration [15-31], studying single diffractive dissociation of pro-
tons and finding evidence for jets in the diffracted final state. This class of diffractive processes
is called hard diffractive scattering, due to the presence of a hard (short distance) scale. Hard
diffractive scattering is expected to be part of the inclusive hard scattering cross-section [15-32],
and the measurement of jets, W/Z, direct photon and heavy flavour production has been sug-
gested to provide information about the dynamics of the process. The UA8 data furthermore
suggested that in part of the events almost the full Pomeron momentum participates in the hard
scattering. This was named the ‘superhard Pomeron’.

The observation of deep-inelastic scattering (DIS) events at HERA with a rapidity gap revived
interest in diffractive physics. This class of events was predicted by only a few people (e.g. in
[15-30], [15-33] and [15-34]) and has now become a major part of the HERA physics programme
[15-35]. One of the main motivations is to use deep-inelastic scattering as a probe of the colour-
less exchange governing diffractive scattering, which often appears under the name of the
Pomeron. At HERA, typically about 10% of deep-inelastic scattering events can be attributed to
a diffractive process.

The occurrence of hard scattering can be related to a partonic structure and a variety of meas-
urements (production of jets, W and Z bosons and of Drell-Yan pairs [15-36] and the production
of heavy flavours [15-32]) can be used in a similar way as in non-diffractive inelastic proton-pro-
ton interactions to provide constraints on parton densities. Given a set of derived parton distri-
bution functions, a whole set of questions can be addressed: are these described by QCD
evolution in the Q2 dependence, is there agreement (universality of) between pdf’s extracted in
different reactions (photon-Pomeron, proton-Pomeron or Pomeron-Pomeron), and are the pdf’s
independent of the description of the coupling of the Pomeron to hadrons and so forth?

The inclusive single diffractive dissociation pp — pX is described by two variables: the (longi-
tudinal) momentum fraction & and the square t of the momentum transfer at the vertex of the
quasi-elastically scattered proton. The fraction & is related to the momentum fraction x; of the
scattered proton by & =1 - x| . Regge factorisation states the universality of the Pomeron trajec-
tory (and other Regge trajectories) and assumes that only the coupling of the trajectory to a
hadron depends on the nature of the hadron. This implies a decomposition of the inclusive
cross-section for single diffractive dissociation into two factors: one describes the coupling of
the Pomeron to the hadron (the flux factor), the second represents the inelastic cross-section be-
tween the Pomeron and the other hadron leading to the diffractive final state.
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Figure 15-14 Single diffractive dissociation with jet Figure 15-15 Central diffraction (double Pomeron
production (adapted from [15-37]). exchange) with jet production (adapted from [15-37]).

In Figure 15-14 a sketch of a single diffractive dissociation event is shown, containing a hard
scattering process leading to the production of two jets. In the n-@ phase space, the diffracted fi-
nal state contains the two jets and is separated by a rapidity gap from the scattered proton. A
similar sketch is given in Figure 15-15 for central diffraction (double Pomeron exchange), where
the diffracted system is separated by two gaps from the two scattered protons.

15.4.2 Existing studies of hard diffraction

Detailed measurements of diffractive DIS (inclusive cross-section and final state studies) at
HERA [15-35] supported the partonic interpretation and found that the process is dominated by
gluons. A further area of investigation at HERA is the production of vector mesons (like p, w @,
J/P) which allows studies of the transition between soft and hard processes due to several avail-
able scales (mass M,,2 of the meson, photon virtuality Q2, momentum transfer t at the proton
vertex) [15-38]. The HERA data are compatible with a factorisation of the measured diffractive
cross-section into a flux factor and a term describing the partonic structure. However, it is neces-
sary to invoke the contribution of non-leading trajectories besides the Pomeron to maintain the
factorisation hypothesis. Assuming the validity of this approach, a structure function can be ex-
tracted, which exhibits clear scaling violations (different from those of a nucleon structure func-
tion, rather resembling those of a photon). The data indicate a dominance of the gluon
distribution for all Q2 [15-39]. These observations are supported by various measurements of fi-
nal state properties in diffractive scattering at HERA, like topological variables, jet and heavy
flavour production.

At the Tevatron, diffractive events in pp scattering were also observed by selecting events with a
rapidity gap. Several classes were studied, including single diffractive dissociation with di-jet
production [15-40], diffractive production of W bosons, double Pomeron exchange [15-41] and
events with a rapidity gap between two jets [15-42][15-43][15-44]. The fraction of diffractive
events for a given process (relative to the inclusive cross-section for this process) amounts to
about 1%. Comparing this number to the results from HERA indicates a different survival prob-
ability for an event with a rapidity gap. At the end of run I, CDF installed a Roman Pot spec-
trometer to select elastically scattered anti-protons. Recently CDF observed also the diffractive
production of J/Y mesons and bottom quarks [15-45].

Measurements at the Tevatron of diffractive di-jet production and diffractive W production in-
dicate a substantial difference in the rate compared to the prediction obtained using a factorisa-
ble model (see below) and the parton distributions as determined from the HERA data. The
measured cross-sections are about a factor of 3 - 10 smaller [15-46]. One possible explanation is
the (expected) breakdown of the (hard diffractive) factorisation model (which has been proven
[15-47] only for the case of a single hadron beam in the initial state) in the case of hadron-hadron
interactions. An interpretation of this factorisation breakdown is that spectator effects imply ad-

484 15 QCD processes at the LHC



ATLAS detector and physics performance Volume Il
Technical Design Report 25 May 1999

ditional soft interactions, which no longer lead to the diffractive final state. This would for ex-
ample imply a different survival probability for the rapidity gap. A similar study for the di-jet
production in double Pomeron scattering [15-48] leads to a factor of 10-100 with respect to the
expectation in case of factorisation.

Indications for a perturbative behaviour in diffractive processes have been obtained from elastic
photoproduction of J/y mesons in the reaction yp -~ J/yp at HERA. The dependence on the
photon-proton centre-of-mass energy Wy due to exchange of a Regge trajectory is
do/dt = f(t)Wz(ZO‘(t)_z), where a(t) indicates the trajectory (e.g. the Pomeron trajectory as the
leading one). Using HERA data to determine a(t), it was found [15-49] that the slope of the tra-
jectory vanishes, i.e. there is no dependence on t. This behaviour not expected in the framework
of the Regge model, where the diffraction peak (the sharp maximum of do/dt for small |t])
‘shrinks’ with increasing energy. Also in the measurement of single diffractive dissociation in pp
collisions it was observed [15-50] that the differential cross-section as a function of x and t can
best be described with a Pomeron trajectory containing a quadratic term, indicating either the
onset of a perturbative Pomeron or the occurrence of multiple Pomeron exchange.

15.4.3 Models for hard diffractive scattering

Diffractive hard scattering, i.e. a diffractive process where in addition a hard scale is present, can
be modelled under the assumption of diffractive factorisation. In this case, the cross-section for
the process pp - pX, where X contains a hard scattering, is given by the product of a diffractive
parton distribution function, a parton distribution function for the proton and the hard scatter-
ing cross-section.

A relation to a partonic approach (similar to the quark parton model for the nucleons) has been
proposed by several authors. One of the earliest ideas is due to Low [15-51] and Nussinov [15-
52], who proposed as a QCD model for the Pomeron the exchange of a two gluon system in a
colourless configuration. Bjorken and Kogut predicted the occurrence of hard diffractive proc-
esses in the context of the Aligned Jet Model [15-53] and the approach by Ingelman and Schlein
[15-30] introduced the concept of parton densities for the Pomeron. The case of a ‘superhard
Pomeron’ as mentioned above would imply in the partonic picture that one out of the two
gluons carries almost the full momentum and the second gluon is a very soft one, which mainly
neutralises the colour charge of the first one.

There are two places where factorisation might occur. Firstly, there is the so called Regge factor-
isation, which assumes that in a single diffractive process (pp - pX) the vertex of the elastically
scattered proton can be described independently of the reaction leading to the dissociative sys-
tem. The proton-Pomeron vertex is described by a flux factor, depending only on the variables ¢
and t. The inelastic reaction of the Pomeron with the second proton leads then to the dissocia-
tive final state X. The third ingredient is the Pomeron propagator.

Secondly, there is the hard scattering factorisation, which has been proven to be valid in the case
where there is only one hadron beam involved (e.g. diffractive deep-inelastic scattering)[15-47].
In this case, the hard scattering cross-section is similar to a standard hard scattering cross-sec-
tion with one of the two parton distribution functions replaced by a diffractive parton density.
This parton density gives the distribution of a parton in a hadron under the condition that the
outgoing diffracted hadron is detected and allows a separation of soft and hard processes.
These diffractive parton densities avoid the concept of a Pomeron flux and the notion of Pomer-
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on parton densities (as done in the Ingelman-Schlein model [15-30]), they are furthermore valid
for all values of €. In the case of the Ingelman-Schlein model this is only true for small enough
values of &, where Pomeron exchange is expected to dominate.

Based on a model for diffractive deep-inelastic scattering [15-54] which does not refer to the no-
tion of a Pomeron, a model of soft colour rearrangement for hadron-hadron collisions has been
proposed [15-55]. The model [15-54] for diffractive DIS assumes that after a normal hard scatter-
ing of the virtual photon on a parton of the proton, in part of the events, the exchange of a soft
gluon (without changes to the momentum configuration of the partons) leads to the creation of
two colour neutral systems, which then hadronise independently. In the case of hadron-hadron
collision a similar mechanism could lead to the production of rapidity gaps in the case of a hard
scattering process.

For the studies done on hard single diffraction (Section 15.4.5) and on hard central diffraction
(Section 15.4.6), the PHOJET Monte Carlo program [15-23] has been used. The modelling of
hard diffractive scattering is based on the approach of diffractive hard scattering factorisation,
where the Pomeron is treated as a ‘quasi-particle’ and is assigned parton densities. Three possi-
ble parametrisations have been used (where in the case of the first two the Pomeron contains
only gluons): a ‘soft’ gluon distribution (xg(x) O (1—x)5), a ‘hard’ gluon distribution
(xg(¥) Ox(1-x)) and a distribution (‘CKMT parametrisation’) containing both quarks and
gluons in the Pomeron including the evolution according to the DGLAP equations. The hard
scattering is described by leading order matrix elements, with parton showers added to approx-
imate higher order corrections and hadronisation in the Lund String model. A comparison of
the predictions of the PHOJET program to data obtained at the Tevatron can be found in [15-56].

15.4.4 Trigger and event selection

15.4.4.1 Rapidity gap signature

One of the possible ways to select diffractive scattering is to demand the presence of a rapidity
gap in the final state, i.e. a region in phase space without particle production. The occurrence of
such regions in ‘normal’ hard scattering events is expected to be suppressed strongly with
growing size of the region in rapidity. In order to have good acceptance it is desirable to cover a
large region in rapidity, going beyond the ATLAS acceptance of |n] <5. An example for such
detectors can be found in [15-57], where the TOTEM collaboration describes the integration of
their inelastic detectors (covering the region 3 < |n| <7) into the environment of the CMS de-
tector at interaction region IR5.

By tagging events only through the existence of a rapidity gap in the forward region (without
observing the leading system), it cannot be completely excluded (due to the limited acceptance
of the detector in the forward direction) that the unobserved leading system is, instead of a pro-
ton, a low mass proton excitation or a dissociative system of small mass. When a cross-section is
measured, this contribution has to be estimated and subtracted. The acceptance for such for-
ward going dissociative systems (as a function of their invariant mass) depends on the coverage
in pseudo-rapidity in the forward direction. This acceptance can be obtained from a simulation
of the detectors used for tagging and could be cross-checked (in case a leading-proton measure-
ment is possible) using events with a measured scattered proton. The measurement of the pro-
ton momentum allows the determination of the mass of the forward-going system and with this
the acceptance can be obtained from data.
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15.4.4.2 Leading —proton detection

A very clean way of selecting single-diffractive events is the tagging and measurement of a
leading proton, i.e. a quasi-elastically scattered proton with an energy close to the nominal beam
energy. This can be achieved by placing position-sensitive detectors downstream of the interac-
tion point close to the nominal beam trajectory. These detectors are usually put into so called
‘Roman Pots’ [15-58], in order to move them away from their nominal position during injection
and tuning of the beam. The insertion of such detectors should not increase the background sig-
nificantly. The detectors would also probably only be installed (or moved close to the beam) in
the case of low-luminosity running. Further studies need to be performed to determine the im-
pact of beam-halo interactions with the Roman Pots.

The momentum loss & = Ap/p, (€ =1 —x|) of a proton can be obtained from a measurement of
the displacement (transverse to the beam) away from the interaction point. The acceptance in §
is limited by the transverse beam size oy, (this determines how close to the nominal beam po-
sition the detectors can be placed — usually up to (10-20)x0y,,,,) and the dispersion of the ma-
chine. The resolution in & has a fundamental limit, which is the natural momentum spread of
the beam, expected to be about 10-4 at the LHC. This limit can only be reached if several inde-
pendent measurements are performed to determine the position and the angle of the proton at
the interaction point. The use of a single measurement is limited by the width of the beam of
scattered protons. A study [15-59][15-60] of the low 3 insertions at the LHC showed that, at a
distance of about 200 m from the interaction point, a minimal & of &,;, = 0.01 can be reached
(the & range for 80% acceptance is 0.01 < & < 0.09). Going to distances larger than 300 m from the
interaction point, gives a lower limit of §_, = 2x 10"~ (80% acceptance for 0.002 < § < 0.015).
The acceptance in & could be increased to smaller values of & only for finite values of t.

A selection of leading protons by demanding x; > 0.9 selects the kinematic region where Pomer-
on exchange is expected to dominate the diffractive process. This corresponds roughly to a de-
mand for a rapidity gap of at least 4 units. The region of smaller x; values is of interest for the
studies of non-leading trajectories. For the studies presented in the next sections, it is assumed
that Roman Pots will be able to measure scattered protons with x >0.9 and
0.01 GeV2 < |t] <1 GeV? on both sides of ATLAS. Further studies need to be performed when
a more detailed design of a possible Roman Pot system is available, to determine in more detail
the acceptance and the resolution to be obtained. Given the large separation of the detectors
from the ATLAS interaction point (about 200 m), it is not yet clear whether it is possible to in-
clude a trigger on track segments in the Roman Pots at the first level of the ATLAS trigger sys-
tem, which has a maximum latency of 2.5 ps [15-61]. Although a large fraction of this latency
would be used for the protons to arrive at the detectors and for the signals to be brought back to
the trigger electronics, it may be possible to provide a fast decision and to distribute this to the
front-end electronics. However, a detailed feasibility study has not yet been performed.

More details on the layout of the LHC interaction regions (IR1 and IR5) can be found in [15-57].
In the proposal for the measurement of the elastic and total cross-sections by the TOTEM collab-
oration a detailed description of the planned Roman Pot detectors for the interaction region IR5
(CMS) is given, which can be transferred identically to the ATLAS interaction region (IR1). For
the measurement of elastic scattering, a station of two Roman Pots is foreseen in front of the di-
pole D2, measuring the transverse displacement. For elastic scattering, the acceptance in mo-
mentum transfer strongly depends on the value B* (being the value of the B function at the
interaction region). For the high-luminosity running mode (* = 0.5 m, corresponding to small
transverse beam sizes) the minimal |t] is about 200 GeV2. At injection, a value of =18 m is
foreseen, implying an acceptance in |t] between 1 GeV?2 and 10 GeV2, whereas for "= 1100 m
a range of 0.02 GeV2 < |t] <1.4 GeV2 is covered. To measure protons from single-diffractive
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scattering, a spectrometer consisting of up to three stations (each consisting of two Roman Pots)
is proposed. The machine optics close to the interaction point (as viewed from the interaction
point) are composed of the quadrupoles Q1 — Q3 (strong focusing triplet to achieve the small
beam sizes), the bending dipoles D1 and D2 (to get the orbits into collision and separated back)
and the quadrupoles Q4 — Q7 (to adapt the machine optics to the arcs). A figure of the arrange-
ment of these magnets can be found in [15-57] (Figure 6). The first two locations are situated be-
tween the dipoles D1 and D2; the first before the neutral particle absorber (TAN), the second
behind the TAN. The third possible location is found between the quadrupoles Q4 and Q5. For
leading protons, e.g. from single diffractive scattering, the acceptance in t extends to smaller val-
ues than listed above for the case of elastic scattering. A detailed study of the machine layout is
needed to obtain the acceptance (as a function of & and t) for the different values of BC as de-
scribed above.

15.4.4.3 Final -state requirements

Given the large cross-sections for diffractive processes, even after taking into account the small
acceptance for the detection of leading protons, it is obvious that for normal running conditions
additional conditions on the final state have to be applied (in order to avoid prescaling). These
will be done eg. by requiring the presence of jets in the final state. The cut on the jet transverse
energy will be lower than in the case of inclusive jet production in ‘normal’ QCD events. A pos-
sible requirement would be at least one (or two) jets together with either a leading-proton tag or
a rapidity gap signature from the forward detectors (as mentioned in Section 15.3.2). Whether
the first possibility would be available at the first trigger level, has to be determined (see
Section 15.4.4.2). If this were not the case, a refinement of the gap selection at the higher levels of
the trigger system would happen, where the Roman Pot information would be available. In any
case, pre-scaled triggers using the Roman Pots and/or the inelastic detectors alone should be
available, as also should be the case for diffractive triggers where the jet energy threshold is fur-
ther lowered.

15.4.4.4 Background sources

The following sources of background to the production of diffractive events have to be consid-
ered: pile-up, in which a diffractive event without jet production and a non-diffractive event
with jet production coincide. This would fake a signal for hard diffractive scattering and would
occur dominantly in low-mass diffractive events. The simultaneous occurrence of a hard dif-
fractive event and a minimume-bias event would be a real hard diffractive scattering, but could
obscure the properties of the event (e.g. by filling the gap). A selection on a single interaction (by
requiring only a single primary vertex be reconstructed) would remove most of these overlays.
Also other physics processes with similar signatures such as events due to meson exchange or
double diffractive dissociation, where a leading particle of one of the dissociated systems fulfils
the selection criteria, will take place.

15.4.5 Single hard diffractive dissociation

The measurement of di-jet production in single diffractive dissociation by the CDF collabora-
tion [15-62] used a sample of same-side (NN, > 0) di-jet events with a minimum transverse en-
ergy of 20 GeV for each jet. Using the information on charged particles from the tracking
detectors, on calorimeter towers and hits in the scintillators of the beam-beam counters, multi-
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plicity distributions on the side opposite to the jet system were studied and a clear excess of
events with zero multiplicity was observed. The fraction of di-jet events that are diffractive
(normalised to the non-diffractive events) was determined to be (0.75t 0.0530.09) % [15-62]. A
further study by CDF [15-40] used a sample of events at 630 GeV and at 1800 GeV, where a lead-
ing anti-proton (0.04 < & <0.095 and |t] <1 GeV?) has been measured. This allows tagging of
colourless t-channel exchange in the kinematic region where Pomeron exchange should domi-
nate. In both samples, large E; jet pairs are observed, with a distribution of transverse energy
similar (with a slightly steeper slope) to the one of jets in non-diffractive events.

The measurement of the longitudinal momentum x; of the scattered proton gives the momen-
tum fraction & of the proton momentum which is taken by the Pomeron: § =1 - x| =Pp/P,,. Re-
construction of the two jets in the final state system with transverse energies Ey ;, and
pseudorapidities n; , determines the momentum fraction {3 of the parton in the Pomeron partic-
ipating in the hard scattering:
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The shape of the B distribution gives information about the partonic structure of the Pomeron.
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Figure 15-16 Cross-section for di-jet production Figure 15-17 Visible cross-section for di-jet produc-

tion (In/éY < 3.2) as a function of the jet transverse
energy for non-diffractive and single diffractive events,
when the detection of a leading proton is required (as
obtained from the PHOJET Monte Carlo model).

(In/eY] < 3.2) as a function of the jet transverse energy
for non-diffractive and single diffractive events,
obtained from the PHOJET Monte Carlo model.

Triggering of events with a hard diffractive interaction requires low transverse energy thresh-
olds for the jets, due to the small invariant mass of the diffractive system. In Figure 15-16 the ex-
pected cross-sections for di-jet production with E;>10GeV and |n]<3.2 are shown as a
function of the minimum transverse energy (more details are to be found in [15-63]). As expect-
ed, the non-diffractive contribution has a cross-section which is almost two orders of magnitude
larger than the single diffractive contribution. The rate for a di-jet trigger with low energy
threshold would completely saturate the bandwidth of the trigger system. It can however be re-
duced by demanding the detection of a leading proton, as shown in Figure 15-17. This figure
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shows the visible cross-section for the production of two jets with the same cuts as for Figure 15-
16, but with the tagging of a leading proton with x> 0.9 and 0.01 < |t] <1 GeV?2 also being re-
quired. The non-diffractive cross-section is now smaller by about one order of magnitude than
the single diffractive cross-section, although the ratio will be model dependent and needs to be
verified using different models for the beam fragmentation region of the non-diffractive events.
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Figure 15-18 Cross-section for di-jet production Figure 15-19 Cross-section for di-jet production

(e <3.2 and E;>10GeV) in single diffractive
events with a tagged leading proton as a function of
the jet pseudorapidity. Three different assumptions on
the partonic structure of the Pomeron are shown: the
CKMT parametrisation (points), a ‘soft’ gluon (solid
line) and a ‘hard’ gluon distribution (dashed line).

(In/é <3.2 and E;>10GeV) in single diffractive
events with a tagged leading proton as a function of
the momentum fraction variable (. Three different
assumptions on the partonic structure of the Pomeron
are shown: the CKMT parametrisation (points), a ‘soft’
gluon (solid line) and a ‘hard’ gluon distribution

(dashed line).

In Figure 15-18 the cross-section for single diffractive events (tagged with a leading proton)
with at least two jets with E; > 10 GeV and [n] < 3.2 is shown as a function of the pseudorapid-
ity of the two leading jets. Probably the actual minimum transverse momentum of the jets will
be larger than 10 GeV, firstly due to constraints on the trigger rate and secondly due to the chal-
lenges in reconstructing jets with small transverse energy, where in addition the jet energy reso-
lution is getting worse. Three different assumptions on the partonic structure of the Pomeron
have been used: the CKMT parametrisation (shown as points), a soft gluon distribution (the sol-
id line) and a hard gluon distribution (the dashed line). Between the last assumption and the
first two, a very different shape is observed. Measuring the pseudorapidities of the two jets and
their transverse energies allows the determination of the momentum fraction (3 of the partons in
the hard scattering (assuming hard scattering factorisation). Figure 15-19 indicates the cross-sec-
tion for single diffractive di-jet production as a function of (3, for the same three assumptions on
the partonic structure of the Pomeron. The differences between the assumptions are not as pro-
nounced as in the case of the jet pseudorapidity distribution. More detailed studies are needed
to assess the accessible kinematic range.

A further aspect of single diffractive dissociation is the production of a Higgs boson. The ex-
pected fraction of events with a Higgs boson being produced diffractively ranges between 10%
and 25% (for 90 < my < 130 GeV) [15-64] and 5% to 15% for a larger value of my, [15-65]. The size
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of the rapidity gap expected is small and no significant improvement in the signal-to-back-
ground ratio is expected, for the Higgs decays to two photons and to two Z bosons in the inter-
mediate Higgs mass range.

15.4.6 Double Pomeron exchange

Double Pomeron exchange at the LHC is expected to give rise to final states of much larger in-
variant mass (up to 700 GeV) than at the Tevatron (with about 90 GeV), assuming a selection by
demanding two leading protons with xg > 0.95. The production of events with di-jets due to
double Pomeron exchange, as suggested in [15-66], has been observed at the Tevatron [15-41]. In
comparison with single diffractive hard scattering, an advantage of double Pomeron exchange
is that almost no effects from underlying events or soft colour exchange are expected. The sur-
vival probability for the gaps should therefore not be influenced by these effects, as it is the case
for single diffractive hard scattering. Taking into account qq production only, a cross-section of
5 nb at Tevatron energies has been calculated [15-66]. Events corresponding to double Pomeron
exchange have been observed at the Tevatron, a study [15-41] by the CDF collaboration started
from a sample of events with a tagged leading anti-proton (0.05<& <0.1 and |t] <1 GeV?),
which contained at least two jets with E; > 7 GeV. A study of the multiplicities of calorimeter
towers and hits in the beam-beam counter scintillators on the outgoing proton side gave an ex-
cess at zero multiplicity, indicating the presence of double Pomeron exchange. The transverse
energy spectra of the jets resembles those of single diffractive and non-diffractive events, but are
more back-to-back in azimuth. The observed number of events is significantly smaller than ex-
pected from HERA data, assuming factorisation. Good agreement [15-41] can be obtained by re-
ducing the prediction by a factor of 0.182, the square of the factor found in single diffractive di-
jet production.

The study of double Pomeron exchange at LHC energies can be done in an inclusive way by de-
manding the presence of a leading proton in both ‘Roman Pot’ detectors (together with or with-
out some activity in the central detector) or by taking a sample where at least one leading
proton together with jet activity in the central part of ATLAS is required. The latter selection re-
sembles the single hard diffractive selection, a lower jet E; cut could be used by demanding in
addition a rapidity gap opposite the leading proton.

Figure 15-20 shows the cross-section for central diffraction, resulting from Pomeron-Pomeron
interactions, as a function of the invariant mass distribution of the final state. The solid line
shows the cross-section without cuts on the outgoing protons, the dashed line has been ob-
tained assuming that both protons are tagged with momenta corresponding to the values of
xg>0.9 and 0.01 < |t] <1 GeV2. As mentioned earlier, large invariant masses of the diffractive
final state can be reached. This obviously implies the availability of the phase space for hard
processes leading to the production of jets or electroweak bosons, which then can be used to
probe the partonic structure. Requiring, in addition, the production of at least two jets with
E;>10GeV and |n] <3.2 (indicated by the points in Figure 15-20), reduces the cross-section
significantly and restricts the accessible invariant mass range to masses above 100 GeV.

Figure 15-21 shows for the selection of central diffractive events using two tagged protons and
at least two jets, the cross-section as a function of the jet pseudorapidity for three different as-
sumptions on the partonic structure of the Pomeron. The points corresponds to CKMT parame-
trisation, the solid line is a parametrisation using gluons only with a soft momentum
distribution, i.e. most gluons have a small momentum fraction. These two assumptions give a
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Figure 15-20 Cross-section for central diffraction asa  Figure 15-21  Cross-section for central diffraction
function of the invariant mass of the diffractive system (with both protons being tagged and at least two jets
(the Pomeron-Pomeron invariant mass) for three with |n/~e,| <3.2 and E;>10 GeV being found) as a
assumptions: without final state requirements (solid function of the pseudorapidity of the jets. Three differ-
line), requiring the detection of two leading protons ent assumptions on the partonic structure of the
(dashed line) and requiring in addition at least two jets Pomeron are shown: the CKMT parametrisation
with |n| < 3.2 and Eq > 10 GeV (points). (points), a ‘soft’ gluon (solid line) and a ‘hard’ gluon
distribution (dashed line).

similar shape and differ mainly in the visible cross-section. The third assumption, shown as the
dotted line, contains a hard distribution of gluons and exhibits a much flatter dependence of the
cross-section on pseudorapidity.

Besides providing additional tests of the flux renormalisation (checks of factorisation breaking)
the study of jet production in double Pomeron exchange allows studies of the partonic structure
in a similar way to the ones done in non-diffractive proton-proton collisions. Selecting leading
protons on both sides with xg > 0.9 corresponds to having effectively a Pomeron-Pomeron col-
lider with a maximal centre-of-mass energy of 1400 GeV. Calculations for the cross-section of
double Pomeron events with di-jet production [15-67] indicate a cross-section between 0.05 and
0.3 nb for the kinematic range 0.002 < &; , < 0.03, |Yjer1 o1 <1and Eq e, >20 GeV.

The production of Higgs bosons via vector boson fusion can also lead to final states containing
two scattered protons together with jets at large rapidities (in case of W and Z) and the Higgs
decay products in the central gap region. As discussed in [15-68], the rapidity gap signature
could be useful in improving the signal-to-background ratio. In double Pomeron scattering
there is also the possibility to produce a Higgs boson in this reaction [15-69], leading to a final
state with two quasi-elastically scattered protons and the decay products of the Higgs boson,
separated by two gaps in rapidity from the protons, in contrast to the case of WW - H and
ZZ - H, where the protons are expected to scatter mainly incoherently.

About 1% of all events are predicted to be due to double Pomeron scattering [15-70]. Estimates
of the cross-section for the process pp - ppH, where the Higgs is produced and both protons
are scattered quasi-elastically, give values of 0.3 to 0.02 pb for Higgs masses between 100 GeV
and 1 TeV. The calculation is based on lowest order QCD diagrams, higher order corrections are
expected to increase the cross-section. Backgrounds are due to the production of heavy-quark
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pairs via the same mechanism, and should mainly contribute for small Higgs masses. Another
issue is the survival probability of the rapidity gap. Allowing for proton dissociation, and de-
manding a rapidity of at least 6 units within which the Higgs is produced, increases the cross-
section by up to a factor of 10 [15-71].

The mass resolution (using the missing mass technique) expected when both protons are detect-
ed is dominated by the beam divergencies at the interaction point [15-72]. In the case of the Te-
vatron, the expected mass resolution is about 300 MeV (for & =0.05 and |t] <1 GeV?). The
advantage of this method would be to avoid the small branching ratio for the decay of a Higgs
to two photons by using the decay mode to bb, while possibly allowing for small transverse mo-
mentum thresholds for the bb reconstruction. A trigger could be built from a coincidence be-
tween tags for leading proton in the Roman Pot spectrometers on both sides of the ATLAS
detector, this selection could be refined by final state requirements using the central detector.

15.4.7 Colour-singlet exchange

Jet production in hadron-hadron collisions mainly proceeds by the exchange of a quark or a
gluon between two partons, leading to a flow of colour between the two partons that give rise
to the observed jets. Between the two jets therefore the production of particles is expected. If the
exchange is a Pomeron or an electroweak gauge boson (W, Z or y9), a rapidity gap between the
two jets is expected.

At Tevatron energies, the ratio of di-jet events with a gap to all di-jet events is expected to be of
order 1% and probes the nature of the colourless exchange by studying the properties of the
produced di-jet system. Different models for the colourless exchange predict different depend-
encies of the ratio on the size of the central gap and on the E; of the jets. In case of electroweak
exchange, the fraction is expected to be about 10-4.

The production of events with a central rapidity gap (defined by measuring the multiplicity of
calorimeter towers and charged particle tracks) between two jets has been observed at the Teva-
tron both by CDF [15-43][15-44] and DO [15-42]. The measurement by DO requires two jets of at
least 30 GeV transverse energy. The colour singlet fraction determined from the data is
(0.94+ 0.04:0.12) % [15-42]. This fraction is found to increase with increasing values either of the
minimum E5 for the jets or the separation An in rapidity of the two jets. This dependence can be
used to discriminate between different models for the colour singlet exchange. The present DO
data disfavour a model based on two-gluon exchange, and favour a model using soft colour re-
arrangement. In contrast to the DO data, the CDF collaboration does not find a significant de-
pendence of the colour singlet fraction on E; or An. The measurement [15-43] requires two
opposite side jets with E+ > 20 GeV and 1.8 < |r]jet| < 3.5. The colour singlet fraction amounts
to (1.13+0.12:0.11) %. A trigger for ATLAS could be based on the energy deposition in the for-
ward calorimeters, which cover the range 3 < |n|] <5. More details on such a trigger are given
in Section 15.5.4.3, in the context of the study of BFKL signatures in di-jet production at large
angular separation. The final event selection for studies of colour singlet exchange would - in
contrast to the BFKL selection - require a gap in the central rapidity region.
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15.4.8 Diffractive W and Z production

As in the case of inclusive W (and Z) production (see Section 15.7.3) for inelastic proton-proton
scattering, the diffractive production of W (and Z) bosons constrains parton densities in single
diffractive dissociation, as discussed in [15-73]. At the LHC it is not possible to make use of the
correlation between the W charge (i.e. the charge of the decay lepton) and the out-going proton
(anti-proton), as it was done in the measurement by CDF [15-74]. In this measurement, CDF ob-
served that a fraction of R\, = 1.15 0.58% of all events with a W boson are of diffractive nature
(under the assumption of a hard partonic structure of the Pomeron with quarks and gluons).

The production of diffractive di-jets is expected to be dominated by gluons, whereas the diffrac-
tive W production is dominated by quarks. The relative contribution of quarks and gluons can
thus be constrained by a combination of both measurements. Results from the TEVATRON ob-
tained by CDF [15-62] indicate a gluon fraction fg = 0.7£0.2. This is compatible with the results
obtained at HERA (0.3< fy<0.8 obtained by the ZEUS collaboration, combining a measure-
ment of the diffractive structure function F,P and of diffractive di-jet photoproduction [15-75]).
The fraction of the momentum of the Pomeron carried by partons was determined to be
D = 0.18+ 0.04 which reflects the fact that the observed cross-section is smaller than the one ex-
pected from the HERA data, assuming hard scattering factorisation. This indicates a breakdown
of factorisation.

At ATLAS, the experimental selection of diffractive W and Z boson production could be based
on the inclusive lepton triggers for inclusive vector boson production, as described in
Section 15.7.3 and Section 15.7.4. The analysis of these events would then require a rapidity gap
signature. Smaller transverse momenta could be accessed with prescaled triggers or by includ-
ing in the trigger requirements for the selection of a leading proton or a rapidity gap in the for-
ward direction, if the information from these dedicated detectors became available.

15.4.9 Diffractive heavy flavour production

Another tool to get information on the parton content in diffractive processes is the study of
heavy flavour production [15-76]. A calculation of the cross-section for single (pp - p+ QQ+ X)
and double diffractive (pp - p+ QQ+ X+ p heavy quark production [15-77] at an centre-of-
mass energy of 10 TeV lead to the following predictions, which should increase slightly for LHC
energies:

= charm production: Ogjngie giffractive = 2 - 4 U0 (20 - 40%),
Odouble diffractive = 40 - 65nb (0.4 -0.7%)

= bottom production: Ggjnge giffractive = 0-5 - 1HD (15 - 40%),
Odouble diffractive = 6 - 15 nb (0.2 - 0.5%)

= top production: Osingle diffractive = 1-5pb(0.3- 2%3,
Odouble diffractive < 10 fb (< 6x 10 ™)

where the numbers in brackets denote the fraction of the diffractive process with respect to the
total cross-section. In the calculation, three models for the Pomeron parton distributions have
been used, which differ in the parton content at the starting scale of the parametrisation (using
quarks only, quarks and gluon and mainly hard gluons).
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The detection of diffractive charm production could use the signature of a semi-leptonic decays
or the reconstruction of charmed mesons (like D**-). Especially for the latter case, feasibility
studies have to be performed. In the case of b quark production inclusive signatures (muon pro-
duction) or the tagging of b-jets could be studied. At the Tevatron, the CDF collaboration has ob-
served the diffractive production of b quarks as well as the diffractive production of J/{y mesons
[15-45].

A detailed study of the diffractive production of b quarks at the LHC and their properties has
been performed in [15-60]. The cross-section for diffractive masses M between 1.4 and 4.4 TeV
amounts to 7.1 pb, the one for 0.44 < M < 1.4 TeV to 3.3 pub and for 140 < My;¢ < 440 GeV to
1.2 pb. The fraction of events with b quark production to the total diffractive cross-section varies
between 3 x 107 (Myjss = 140 GeV) and 6 x 10° (Myiss = 4.4 TeV). The average pseudorapidity
of beauty particles depends on the diffractive mass, but shows also sensitivity to parton distri-
butions of the Pomeron. For a hard (soft) gluon distribution in the Pomeron, the average pseud-
orapidity of the beauty particles changes from -4 (-5) at Mgy =140 GeV to 3.5 (0.5) at
Myiss = 4.4 TeV when the leading proton is at positive pseudo-rapidity. For the acceptance of the
Inner Detector of |n|] < 2.5 a value of the diffractive mass between 700 and 4 TeV is expected.
The ratio of the diffractive charm production to the diffractive beauty production ranges from a
factor of about 15 at M;¢ = 140 GeV to about 50 at M ;¢ = 4.4 TeV.

As in the case of diffractive vector boson production, a sample of diffractive heavy flavour pro-
duction could be obtained from the triggers for b production (as mentioned in Section 15.8.3).
For the case of diffractive charm production, the first level trigger would have to start with a ra-
pidity gap signature or a leading proton candidate. Next the higher trigger levels could try to
reconstruct final state signatures indicating the presence of open charm.

15.4.10 Summary on hard diffractive scattering

The increase of centre-of-mass energy from the Tevatron to the LHC could allow for more pre-
cise studies of hard diffractive scattering, and further understanding of the transition between
perturbative and non-perturbative QCD. The advantage of the LHC is in the production of dif-
fractive final states with larger masses, allowing the probing of partonic structure with a variety
of different processes. A selection of events with two leading protons (or rapidity gaps on both
sides of the detector) transforms the proton-proton collider into a Pomeron-Pomeron collider
(with variable beam energy), where the maximal centre-of-mass energy ranges between the one
of the SppS and the Tevatron collider.

Many open questions need to be addressed in further studies. This especially concerns the ex-
perimental selection of diffractive events, either using a leading proton signature or the pres-
ence of a rapidity gap. In the first case, the kinematic reach for the low B* configuration of the
interaction region needs to be determined, assuming the positions of the Roman Pot detectors
as described in [15-57]. The reconstruction of the hard scattering in the central detector has to be
studied for lower thresholds on transverse energy and momenta than in the case of proton-pro-
ton collisions, to take into account the effectively smaller centre-of-mass energy.
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15.5 Jet physics

15.5.1 Overview

At hadron colliders, the most prominent signature for a hard scattering process to take place is
the production of particles with a large total transverse momentum, i.e. the jets. The measure-
ment of jets allows to draw conclusions about the hard scattering process. To do so one has to
take into account the evolution of the partonic system from the hard scattering to the observed
set of hadrons. This evolution includes parton showering (the creation of additional partons,
typically with decreasing transverse momenta), the fragmentation (of coloured partons to the
colourless hadrons), short lived particle decays and the effects of the underlying event as well
as the ones of multiple interactions in a single bunch crossing.

In this section, several observables for jet production will be discussed: inclusive jet cross-sec-
tion (Section 15.5.2), inclusive di-jet production (Section 15.5.4) and multi-jet production
(Section 15.5.5). Further topics include aspects of jet fragmentation (Section 15.5.3) and the
measurement of multiple parton scattering (Section 15.5.6).

15.5.2 Inclusive jet cross-section

15.5.2.1 Results from the Tevatron

The recent measurement of the inclusive jet cross-section by the CDF collaboration [15-78] up to
transverse energies of 450 GeV showed an excess over the theoretical expectation from a NLO
calculation at large transverse energies (> 250 GeV). This excess could be interpreted as a sign of
new physics. However it could also be due to a lack of understanding of the underlying QCD
process (e.g. the parton distributions in the proton). The CTEQ4 and CTEQS5 pdf fits have in-
cluded the inclusive jet data both from CDF and DO [15-79]. The high Eq jet data have little sta-
tistical weight, however, and the CDF excess remains when comparing to predictions using
these pdf’s. In the CTEQ4H] fit, the high E; jet data from CDF were given an enhanced weight.
Using this distribution, the discrepancy between theory and data is reduced, but still present.
The increase in the predicted cross-section comes about because of an increase in the gluon dis-
tribution at high x (a factor of two at x = 0.5). A similar measurement by the DO collaboration
[15-79] showed good agreement of the NLO calculation with the DO data up to transverse ener-
gies of 450 GeV. The best agreement with the D0 data, however, is obtained with the CTEQ4HJ
(and CTEQ5HJ) pdf’s. A comparison of the data from the two experiments yields a 42% proba-
bility [15-80] that they are compatible, when taking into account the systematic errors and their
correlations.

A further test of QCD can be performed by comparing the inclusive jet cross-sections for differ-
ent centre-of-mass energies. This is best done by determining the ratio of the cross-sections from
the data at 630 GeV and at 1800 GeV, and studying the ratio as a function of x, where x is the
scaled transverse momentum of the jet: x; = 2p;/./s. The ratio is less sensitive to experimental
and theoretical uncertainties, its value is determined by the evolution of parton densities, the
amount of gluon emission and the running of the strong coupling constant. For values of
Xt > 0.1, the CDF and D0 measurements agree; at lower x4, some differences are present [15-80].
The theoretical expectation (based on NLO QCD) for the ratio is larger than the measured one,
with a significance of about 30.
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15.5.2.2 Experimental selection

The selection of inclusive jet production will be based on an inclusive jet trigger (at LVL1, for
more details see Section 11.3.2) with a threshold of 180 GeV at low luminosity (290 GeV at high
luminosity), where the jets have to be within |n| < 3.2. To cover a wider range in jet transverse
energy (towards lower values), prescaled triggers will be used. At the higher levels of the AT-
LAS trigger and in the analysis, different jet algorithms can be applied. In the following a ‘sim-
ple’ cone algorithm [15-81] is assumed. Future studies have to show the advantages of using a
recombination algorithm, like e.g. the k algorithm [15-82].

The details of the jet algorithm used in an individual analysis may depend on whether the jets
are used for precision QCD comparisons and measurements or for jet spectroscopy. In leading-
order predictions, each theoretical jet consists of a single parton. To completely reconstruct final
states (for tt — jets) one wants to correct the experimental jet 4-vector back to the parton value.
At NLO, a jet can consist of two partons and for the first time structure can be explored. One
does not want to correct for the energy ‘out-of-cone’ since this is at least partially described by
the NILO calculation. The NLO calculation for three jet production has been recently completed.
In this calculation [15-83], there are up to three partons in a jet, presumably allowing for a more
detailed probe of the jet structure. It includes the one loop corrections to the 2 . 3 diagrams
and the real emission in the 2 - 4 process. A NNLO calculation for the inclusive jet cross-sec-
tion is still some time in the future since it involves the very difficult calculation of two-loop cor-
rections. At NLO and beyond, the details of the jet algorithm become important, in particular if
the calculations are to remain infrared safe.

15.5.2.3 Experimental uncertainties

One important aspect in all jet studies is the relation between the jet transverse energy meas-
ured in the detector and the ‘true’ transverse energy of the parton in the hard scattering process.
The measured energy can differ from the ‘true’ one due to the following experimental effects
(more details e.g. on the jet energy scale determination can be found in Section 12.5.1), not in-
cluding theoretical uncertainties:

= the calorimeter response: deviation from uniform response over the acceptance (due to
dead material, gaps and intercalibration errors), non-linearities in the response to low and
high p; particles, the knowledge of the e/mtratio and the p; dependence of the jet particle
content;

= the effect of the magnetic field in providing a py cut-off for particles to reach the calorime-
ter;

= the effect of the underlying event (in the same interaction as the hard scattering) and/or
the contribution of other interactions in the same bunch-crossing;

= the production of neutrinos and muons inside a jet, which lead to a smaller energy depo-
sition in the calorimeter;

= the finite size of the jet reconstruction volume, leading to a loss of energy not being attrib-
uted to the jet or to fluctuations of particles from other jets into the volume. This is only a
problem if it is not modelled correctly by the NLO calculation.

All these effects lead to a smearing and shift of the jet energy. The correction for these effects has
to be determined and be applied. The correction leads to the following sources of systematic un-
certainties, which need to be quantified:
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= knowledge of the jet energy scale of the calorimeters;

= knowledge of the energy resolution for jets;

= knowledge of the linearity of the calorimeter response (low and high py);

= understanding of the calorimeter response to hadrons, electrons and photons;
< knowledge of the jet trigger efficiency;

= knowledge of the luminosity for the overall normalisation.

The expected statistics at large jet E; values implies a desirable control of the systematic uncer-
tainties to a precision of less than 1% for energies below 1 TeV and to about 10% for transverse
energies of about 3 TeV. The strategy for the determination of the jet energy scale is discussed in
Section 12.5.1.

15.5.2.4 Theoretical uncertainties

The inclusive jet cross-section is calculated at next-to-leading order [15-84], this includes the one
loop corrections to the tree level diagram of the 2 - 2 process and the real emission diagram in
the 2 - 3 process. Due to the possible appearance of more than two partons in the final state, a
jet algorithm has to be applied in the case of a NLO calculation. Comparison of a simple cone al-
gorithm for the NLO partons with the experimental jet definition showed that the latter fails to
merge sub-jets which are rather far separated. To cure this problem, an additional parameter
was introduced in the jet definition at parton level: Rgep- TWO partons are not joined in a single
jet if their distance in n—@ space is larger than Rgep*R, where R is the radius used for the cone
definition. A value of Rsep of 1.3 approximately mimics the CDF and DO experimental jet analy-
ses. The knowledge of the theoretical prediction of the inclusive jet cross-section at NLO de-
pends on the following uncertainties:

= renormalisation and factorisation scale dependence, where usually both scales are taken
to be identical and only the common variation is investigated,;

= jet definition for the NLO calculation (e.g. the R, parameter);

sep
= knowledge of the parton distribution functions;

= the value of the strong coupling constant;

= uncertainties in the parton shower modelling;

= the impact of non-perturbative hadronisation effects, which are expected to be power
suppressed (1/Q);

< modelling of the underlying event and modelling of minimum-bias events (pile-up due
to multiple interactions per bunch-crossing).

The largest theoretical uncertainty in the prediction for the Tevatron jet cross-section comes at
high E and is due to the uncertainty in the gluon distribution at high x. The next important un-
certainty is due to the renormalisation scale dependence (as discussed in [15-85]), which does
not show a strong E; dependence.
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15.5.2.5 Expected cross-section

The following results have been obtained using the ATLFAST simulation (see Section 2.5) of the
ATLAS detector response and a leading order QCD calculation (PYTHIA [15-14]) of jet produc-
tion, based on the CTEQ2L parton distribution [15-15]. Four samples with increasing cuts on the
minimum transverse momentum of the hard scattering matrix element ( p; > 180, 500, 1000 and
1380 GeV) have been generated, including the effects of initial and final state interactions, and
of multiple parton scattering. This procedure has been chosen to produce a reasonable number
of simulated events for large transverse momenta. However, threshold effects which lead to a
distortion of the spectrum could not be avoided completely. The pile-up contribution to the en-
ergy resolution due to minimume-bias events was taken into account. The detector response has
been unfolded from the result of the simulation to a cross-section at the hadron level. In addi-
tion, a pseudo K-factor (obtained from the JETRAD NLO result [15-84] and the PYTHIA LO re-
sult) was included to the unfolded cross-section, where details are described in [15-86]. Jets
were defined using a cone algorithm with a cone size of R = 0.8. This value of 0.8 was obtained
as a result of an optimisation procedure to achieve a compromise between out-of-cone losses
and contamination from sources not related to the jet, e.g. from the underlying event, other jets
or initial state radiation. More details on this optimisation can be found in [15-86].
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Figure 15-22 Inclusive jet cross-section (at hadron Figure 15-23 The ratio of the inclusive jet cross-sec-

level) for different ranges of the jet pseudorapidity tion from PYTHIA (including a pseudo K-factor) to the

obtained from a PYTHIA calculation (points) and from one at NLO from the JETRAD calculation (including a

a NLO Monte Carlo calculation (solid line). hadronisation correction) is shown as points. Also
shown is the relative difference to the NLO calculation
for a variation of Aycp and for different pdf’s (the vari-
ous curves).

In Figure 15-22 the inclusive jet cross-section is shown as a function of the transverse energy of
the jet for three different binsinn: 0< |n] <1,1<|n] <2and 2 < |n] < 3. The statistical error
of the simulated events corresponds (for high E values) to the one expected for an integrated
luminosity of 300 fb-1. At small E; values the statistical error is negligible. The expected statis-
tics for an integrated luminosity of 30 fb-1 amounts to 4 x 10° events with Elet > 1 TeV, 3000
events for Elet> 2 TeV and about 40 events with E{¢t > 3 TeV. Also shown in the figure is the
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prediction of a NLO calculation (JETRAD) [15-84], using the CTEQ4M parton distribution set.
This calculation of inclusive jet production at the parton level has been corrected for hadronisa-
tion effects, details are discussed in [15-86].

In Figure 15-23 the normalised difference of the simulated data to the NLO calculation is
shown, as obtained from the CTEQ4M distribution and setting Aqcp (for five flavours) to a val-
ue of 300 MeV. This figure shows clearly the threshold effects that appear for transverse ener-
gies close to the matrix element cut-off p;. Further sources which could lead to a distortion of
the spectrum are the parametrisation of the pseudo K-factor used to correct the PYTHIA cross-
section and the hadronisation correction applied to the JETRAD calculation. The other curves
indicate the relative difference between this reference NLO calculation and NLO calculations
using different values for Agcp (215 and 401 MeV) as well as using two other parton distribu-
tion functions (MRSA [15-87] and GRV94 [15-88]). The largest effect is observed when the
CTEQ4HJ parton distribution is used. Based on the expected statistical accuracy in the region
between 1 TeV and 2 TeV of transverse energy, the data should allow distinguishing between
current distributions, like CTEQ4HJ and CTEQ4M. More studies are needed, however, to assess
the expected systematic uncertainties.

15.5.2.6 Determination of ag

An investigation has been carried out [15-89] as to whether it is possible to determine o and
parton distribution functions from the collider data alone, without input from other experi-
ments. As processes initiated by gluons play an important role and a strong correlation between
o, and the gluon distribution is expected, this probably excludes an independent determination
of either quantity.

An extraction of the strong coupling constant og will not be able to compete with the precision
measurements available from ete- annihilation and deep-inelastic scattering. However the scale
dependence of ag could be determined in a single experiment (even a single process) over a
large range in scale, including the highest achievable values of several TeV. This verification of
the running of ag implies a check of QCD at the smallest distance scales. As the running ‘slows
down’ at large scales, this task is made more difficult. For a value of o= 0.118 at 100 GeV the
corresponding value at 4 TeV is about 0.075. A further possibility for an ag determination is the
production of multi-jets, as mentioned in Section 15.5.5. In the following, a possible procedure
for a determination of ag based on the inclusive or the triple differential jet cross-section is de-
scribed. More studies are needed to arrive at quantitative conclusions about the potential accu-
racy.

The determination of oy is based on the assumption, that the data can be described by perturba-
tion theory with only small corrections for non-perturbative effects. The differential cross-sec-
tion for inclusive jet production at next-to-leading order is the sum of two terms:

0 Da(MRAED + a (HR)B(Ey)
-

where the functions A and B are calculated using parton distribution functions [15-89]. Fitting
this expression to the measured inclusive cross-section gives for each E; bin a value of oy(Ey),
which should show the running of the coupling constant. These values can then be evolved to
the value of the coupling constant at the M scale. The calculation of the functions A and B actu-
ally involves an assumption on the strong coupling constant, as global fits of parton densities
are made for a certain value of ag. To overcome this coupling between parton densities (espe-

500 15 QCD processes at the LHC



ATLAS detector and physics performance Volume Il
Technical Design Report 25 May 1999

cially the gluon density) and the strong coupling constant, a multi-step approach has been pro-
posed in [15-89]. Firstly, parton distribution functions and the associated o value should be
used to compare theory with data and to put constraints on the parton densities. In the next
step, a particular set of parton distribution functions should be assumed as being correct and
the strong coupling constant be extracted simultaneously for scales between several tens of GeV
and several TeV (at the LHC). The third step would be a simultaneous determination of the
strong coupling constant and the parton distribution functions from the triple differential di-jet
cross-section. This step could be divided into two smaller levels: firstly, the quark distributions
would be assumed as correct from the deep-inelastic scattering data and the gluon distribution
would be determined. Secondly, information from other processes (like W/Z + jet production)
would be included to also determine the quark distributions from the hadron collider data
alone.

15.5.3 Jet shape and fragmentation

The definition of jets depends on their internal structure. Thus, it is important to provide direct
measurements of it. The measurements will include the study of the jet shape, defined as the
fraction of energy inside a cone of radius r (r < R) with respect to the cone of size R defining the
jet. Existing measurements show broader jets at the Tevatron [15-90] than predicted by the HER-
WIG model. A comparison of the jet shape as a function of the jet transverse energy and the
pseudorapidity of the jet with a next-to-leading order calculation [15-91] finds good agreement
between the data and the calculation, provided that in the calculation the Ry, parameter deter-
mining the merging of partons is varied with the transverse energy and the pseudorapidity of
the jets to take into account effects of jet broadening. Such a flexibility allows for few definite
predictions. Furthermore similarities between the jet shapes in low Q2 electron proton interac-
tions and pp collisions were found. Jets do get narrower with increasing E; and for a fixed value
of E¢, jets are narrower in the forward region with respect to the central region.

When a ky algorithm [15-82] is used to define a jet, sub-jets can be defined and their multiplicity
being studied as a function of a resolution parameter as discussed in [15-92]. Recently, the NLO
3-jet calculation has been completed [15-83], which involves the 1-loop correction to the 3-jet
cross-section. With up to four partons in the final state (and up to three in an individual jet), a
more quantitative comparison with the experimentally measured shape of a jet is possible.

The measurement of charged particles in the Inner Detector will allow measurement of frag-
mentation functions. Since differences in the fragmentation function are expected for gluon and
quark jets, the tagging of quark and gluon jets could provide additional information. Studies
have to be performed to indicate the range in E+ where an efficient tagging is possible. From the
fragmentation functions obtained, the information on scaling violations might lead to a deter-
mination of the strong coupling constant. An important application of a measurement of the
fragmentation functions to charged particles for jets is the determination of the jet energy scale.
The CDF collaboration uses this measurement to model the response of the calorimeter to jets in
their determination of the energy scale [15-93]. An example for the measurement of charged
particles inside jets is described in Section 3.5.2, using jets from the decay of a Higgs boson to qq
and searching for tracks with p; > 1 GeV. Track reconstruction efficiencies of about 90% are ob-
tained, together with a small probability of less than 0.4% for fake tracks.
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15.5.4 Di-jet production

15.5.4.1 Triple differential cross-section

The measurement of the di-jet differential cross-section [15-94] for different values of the mini-
mal Eq for both jets and of the two jet pseudorapidities n, , allows selection of various kinemat-
ic regions in Q2 and the parton momenta. At leading order, the parton momenta X1, are then
given by:

E + +
_ BT, N #ENg
X 0= —(e "+te )

Js

Here the transverse energy of the leading jet is E; and the pseudorapidities of the jets are given
by ny ».

This relation expands to

—n]et
X1, 2 Z ETjet

Jets

for the case of NLO when more than two partons are produced. Their energies are assumed to
be ordered in decreasing Et. Theoretically it might be preferable [15-95] to measure the cross-
section for di-jet production as function of the foIIowmrTq three variables, n*=0.5 x|n; —ny,|,
and the two momentum fractions X, g = z(ETI/[s)e , depending on the transverse ener-
gies and pseudorapidities of the jets. The cross-section as a functlon of the leading jet transverse
energy and the two pseudorapidities is not well behaved for large Et, as there are large NLO
corrections and consequent large uncertainties. In this region of phase space, the NLO cross-sec-
tion is effectively a leading order cross-section, as the region is kinematically inaccessible at
leading order.

Figure 15-24 shows examples of the differential cross-section for different jet rapidities, as ob-
tained from a PYTHIA simulation (and compared to the results of the NLO calculation of JET-
RAD) using a similar approach as discussed in Section 15.5.2.5. Jets are pre-selected within the
pseudorapidity range of |n| < 3.2 and the minimal transverse energy is 180 GeV.

In Figure 15-25 the expected range in x and QZ is shown, where for a given event the parton mo-
mentum fractions x; , are calculated according to the formula mentioned above. The value
shown has been chosen randomly between the two values available for the event, and the value
of Q2 has been calculated according to the expression

Q2 O-t = 2E_|2_cosmEF(1—tanmEb

The size of the boxes is proportional to the number of events with these values. For a transverse
energy threshold of 180 GeV, most of the events have Q2 values of about 105> GeV? and values of
0.1 < x <0.01. Clearly visible is the kinematic boundary due to the centre-of-mass energy, which
for a given momentum fraction leads to an upper limit on Q2, where the latter increases with in-
creasing X.
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Figure 15-24 Di-jet cross-section (at hadron level with  Figure 15-25 Range in 1/x and Q2 for the di-jet differ-
a leading jet |n4| < 1) for different ranges of the pseud-  ential cross-section measurement. Only those bins
orapidity of the second leading jet obtained from a are shown which contain more than 100 events for an
PYTHIA calculation (points) and from a NLO Monte integrated luminosity of 300 fb-1.

Carlo calculation (solid line).

At the Tevatron, the CDF collaboration chose to study the ratio of cross-sections where the lead-
ing jet is required to be central and the second jet is restricted to four slices in pseudo-rapidity
[15-96] based on an integrated luminosity of less than 10 pb-1. A cross-section based on the full
statistics from Run | is to be published soon. Leaving the leading jet pseudorapidity fixed, the
DO collaboration studied the signed pseudorapidity distribution of the second jet [15-97]. Ulti-
mately it should be possible to derive from the triple differential cross-section both the strong
coupling constant and parton distribution functions. A summary of the recent measurements
by the CDF and DO collaborations of the triple differential cross-section can be found in [15-98].

15.5.4.2 Di-jet invariant mass and angular distribution

As in the case of the inclusive jet cross-section, the di-jet invariant mass and angular distribu-
tions are used to search for new physics. The expected sensitivity to new physics is discussed in
Chapter 21. The invariant mass of the di-jet system is calculated from the two leading jets found
using a cone algorithm with a radius of 0.8, treating the jets as massless objects.

Figure 15-26 shows the cross-section for di-jet production (restricted to jet pseudorapidities of
Inl <1) as a function of the invariant mass of the di-jet system, as obtained from the PYTHIA
calculation (using the CTEQ2L pdf), including the simulation of detector effects. As discussed
before, the cross-section obtained after the detector simulation (using ATLFAST) has been cor-
rected to the hadron level. The error bars indicate (for large masses) the achievable statistical ac-
curacy for 300 fb-1. Also shown for comparison is the result of a NLO calculation based on
JETRAD [15-84], using the CTEQ4M parton distribution. The partonic cross-section has been
corrected for hadronisation effects. In Figure 15-27 the ratio of the di-jet invariant mass cross-
section from PYTHIA (corrected with a pseudo K-factor) to the one from this NLO calculation
(including a hadronisation correction) is shown, together with the ratio of NLO calculations us-
ing different parton distribution functions and different values of the strong coupling constant
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Figure 15-26  Di-jet invariant mass cross-section (at Figure 15-27 The ratio of the di-jet invariant mass

hadron level) for centrally produced jets (|n|<1) cross-section from PYTHIA (including a pseudo K-fac-

obtained from a PYTHIA calculation (points) and from tor) to the one at NLO from the JETRAD calculation

a NLO Monte Carlo calculation (solid line). (including a hadronisation correction) is shown as
points. Also shown is the relative difference to the
NLO calculation for a variation of Agcp and for differ-
ent pdf’s (various curves).

(normalised to the CTEQ4M parton distribution and a value of Agcp =300 MeV). Clearly visi-
ble are the threshold effects close to the cut-offs on p, where the statistical errors for masses
smaller than about 4 TeV correspond to integrated luminosities much smaller than 300 fb-1. Fur-
thermore, this ratio is formed between a LO and a NLO calculation, which could produce addi-
tional distortions. The two largest effects are observed for a small value of Agcp (CTEQ4A with
215 MeV) and for the CTEQ4HJ distribution, which allowed more freedom in the gluon distri-
bution at large x to accommodate the excess of large Ey jets at the Tevatron. The errors bars
shown indicate the statistical uncertainty at design luminosity only for invariant masses larger
than 5 TeV, below the final statistical uncertainty will be smaller than the one shown. A meas-
urement of the di-jet invariant mass distribution at the Tevatron by the DO collaboration [15-99]
showed good agreement of a NLO calculation with the data up to di-jet masses of 900 GeV. The
data are at large masses slightly larger than the prediction based on the CTEQ3M distributions,
here the CTEQ4HJ distributions give a better agreement.

15.5.4.3 Di-jet production at large angular separation

In a di-jet event, the two jets are expected to be balanced in E; and to be back-to-back in azi-
muth. The configuration expected to dominate at leading order is central production of the di-
jet system. It has been proposed [15-100] to study configurations where both jets are produced
in the forward direction, being separated in rapidity by A =y, - y,. With increasing values of A,
terms of the form log(s/Q2) become more important in the partonic cross-section and can be re-
summed using the techniques of the BFKL approach. These terms appear only in certain regions
of phase space and resummation should restore in this case the predictive power of the calcula-
tion. It is at present unclear, whether these regions can be probed by measurements at HERA or
the Tevatron. The observation of the increase in the cross-section for large separation in rapidity
(in fixed order QCD the partonic cross-section should remain constant) is difficult, since at larg-
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er values of A the parton momentum fractions become large and the observable cross-section
gets smaller. As observed at the Tevatron, additional radiation leads to a decorrelation in azi-
muth between the two jets [15-101][15-102], but in a manner correctly described by DGLAP kin-

ematics.
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Figure 15-28 Differential cross-section for the pro-
duction of two jets separated by A in rapidity. Three
models are shown: a LO QCD calculation, a BFKL
prediction and a BFKL Monte Carlo calculation (from
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Figure 15-29 Azimuthal decorrelation in the produc-
tion of two jets separated by A in rapidity. Shown are
the results for the Tevatron and for the LHC from a
BFKL Monte Carlo calculation (from [15-103]).

[15-103]).

The cross-section for the production of two jets separated by a value of A in rapidity is shown in
Figure 15-28 as a function of A. Three different calculations are shown for two cuts on the p; of
the most forward going jets: a LO QCD calculation, a ‘naive’ BFKL calculation (which contains
only the resummation without taking into account kinematical constraints) and a realistic BFKL
MC implementation [15-103], all using the CTEQA4L distribution. The decorrelation should be
insensitive to the parton distribution functions. Figure 15-29 shows the expected azimuthal
decorrelation in terms of <cos(1t- AQ)> (where Agis the angular separation between the two jets
in azimuth) as a function of the separation A. The decorrelation increases (<cos(t- Ag)> decreas-
es) with increasing A. Shown are the predictions for Tevatron energies and for LHC energies, for
the latter two values of the minimal jet transverse energy are used. Also shown is the expected
decorrelation for the production of a heavy Higgs boson via gauge boson fusion in the process
gq - gqqH, giving rise to two jets separated by A.

From the measurement of the DO collaboration[15-104] (using jets with E; > 20 GeV and a range
of 0 <A <6) it is known that a NLO calculation predicts too little decorrelation, whereas a ‘na-
ive’ BFKL calculation predicts too much decorrelation at large separations. The HERWIG and
PYTHIA models are able to describe the D0 data quite well.

The experimental challenge consists in selecting events where there is one jet on each side of the
detector in the far forward region and trying to allow for as low transverse momentum of the
jets as possible. The measurement requires in addition a good resolution in azimuthal angle to
measure the decorrelation. The ATLAS forward calorimeter could provide a trigger on summed
transverse energy in the region 3 < |n| <5, as mentioned in [15-61] with a possible azimuthal
division. The threshold on the jet energy will be restricted by the energy deposition in the for-
ward calorimeter due to the underlying event and due to multiple interactions per bunch cross-
ing. A LVL1 trigger would require a coincidence between energy depositions in the forward
calorimeters at both sides of the detector, at the higher levels of the trigger a more refined jet se-
lection could be applied, where the non-projective geometry of the calorimeter cells is taken
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into account (see Section 9.1.4). In addition, the lateral size of the hadronic shower gets impor-
tant. Without the use of the information of the forward calorimeter, the event selection would be
restricted to values A < 6. The fundamental selection for these events resembles the one for the
study of colour singlet exchange at large momentum transfer, as discussed in Section 15.4.7. In
the case of BFKL studies however, no requirements on the central rapidity region are made.

15.5.5 Multi-jet production

Possible measurements include the measurement of the cross-section for the production of n
jets, along with a detailed analysis of the topological properties of the events. These can be used
to constrain contributions from new physics, leading to final states with many jets. In the rest
frame of the n-jet system, there are 4n-4 independent variables. These are typically divided into
angular and fractional momentum variables, as well as invariant mass variables of combina-
tions of different jets. The CDF collaboration has published a detailed study of multi-jet events
(up to 6 jet events) and their topological properties [15-105]. The jet multiplicity distribution and
the shape of the multi-jet mass and leading jet angular distribution shave been compared to a
full leading order matrix element calculation [15-106][15-107] as well as to a leading order ma-
trix element calculation (HERWIG) [15-13] for the 2 - 2 hard scattering, supplemented with
parton showers. Both calculations agree well with the data. The inclusive p; distribution is
found to be able to discriminate between the two models, the HERWIG calculation overesti-
mates the number of 3 and 4 jets at intermediate p;. Multi-jet production can also be used to
study effects of colour coherence, as discussed later.
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Figure 15-30 Cross-section for the exclusive produc- Figure 15-31 Cross-section for the exclusive produc-

tion of njets (n=2,3,4,5,6 and |n| < 3.2) as a function tion of njets (n=2,3,4,5 and |n| < 3.2) as a function of

of the minimum jet transverse energy at parton level the minimum transverse energy of each jet comparing

for different parton distributions (CTEQ2L, CTEQ4L, parton to hadron level. The hadron level cross-section

CTEQ4HJ, MRSA and GRV94) from a LO calculation. has parton showers and hadronisation added to the
LO result.
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A thorough understanding of the properties and cross-sections for multi-jet production is im-
portant for several other physics studies, e.g. tt production with hadronic final states, the search
for R-parity violating SUSY (where around 8 - 12 jets are expected for a signal) and for Higgs
production in association with heavy quark pair (bb or tt), where the Higgs decays to bb. As
mentioned previously in Section 15.5.2.6, the ratio of the cross-section for the production of 3
jets to the one of 2 jets might be used to extract the strong coupling constant.

The cross-sections for the production of n jets (n = 2,3,4,5,6) are shown in Figure 15-30 as a func-
tion of the jet transverse energy. They have been obtained from a leading order calculation[15-
106] and [15-107]. In Figure 15-30 the differential cross-section for the production of n jets at the
parton level is shown as a function of the transverse energy of the jets. Several parton distribu-
tions have been used: CTEQ2L, CTEQA4L, CTEQ4HJ, MRSA and GRV94. In the calculation, a
minimal angular separation of 40 degrees between two partons was required. The experimental
selection can be found in the trigger menu in Section 11.7. Multi-jet triggers with smaller thresh-
olds will be available, although they will be subjected to a pre-scaling. A comparison between
the cross-section at parton level and the one at hadron level is shown in Figure 15-31. The multi-
jet cross-section at hadron level was obtained by adding parton showers to the partons from the
NJETS calculation and hadronising the partonic system. Jets were defined using a cone algo-
rithm with a radius of R = 0.4. The hadron level cross-sections are slightly smaller than the par-
ton level ones for all jet multiplicities shown (n = 2,3,4,5).

Effects of colour coherence are expected to lead to an inhibition of soft gluon radiation (for ex-
ample observed in the ‘string’ effect [15-108] in e*e- annihilation). The measurement of such ef-
fects in a hadron-hadron collider environment is difficult due to the many colour flow patterns
present. The CDF collaboration tried to avoid these difficulties by selecting events where the
leading jet has a large enough energy, so that the soft radiation becomes hard enough to form
secondary jets. The measurement [15-109] of kinematical correlations between the second and
third most energetic jet indicated the contribution of the interference between initial and final
state gluon emission from the colour connected partons. A comparable investigation by DO [15-
110] arrived at similar conclusions.

15.5.6 Double parton scattering

Given the large density of partons with small longitudinal momenta in the proton, there exists
the possibility of two (or more) hard interactions taking place in a high energy collision. The
cross-section for double parton scattering can be expressed in terms of a two-parton distribu-
tion function D(x,x’,b) [15-111] depending on two momentum fractions and a transverse dis-
tance scale. In the case of no correlation between the partons, this function factorises and the
double parton scattering cross-section o, can be written in terms of the single parton scattering
cross-section ag and an effective cross-section o This effective cross-section contains informa-
tion about the spatial distribution of partons in the proton. Its value will increase with the uni-
formity of the spatial distribution and will decrease with increasing concentration of ‘clumpy’
regions containing a high density of partons. In the latter case the probability for a double par-
ton scattering is larger, as the first scatter selected a region of high parton density. The ultimate
goal will be to derive from measurements not only the occurrence of multiple parton scattering,
but to extract parton densities containing the information about the correlation between several
partons.
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The occurrence of double parton scattering has been measured by the CDF collaboration, using
events with exactly three jets and a photon (or a T0) [15-112]. Requiring a transverse energy of
the photon of more than 16 GeV and of the second and third jet of 5 to 7 GeV, an effective cross-
section of o4 = 14.5% 1.7’f21_'gmb was extracted. No dependence of the process on the value of x
was observed.

At the LHC the experimental challenge is to select events with mini-jets, i.e. jets which do not
have a very large transverse energy. Besides the actual reconstruction of such jets the triggering
of these events has to be studied in more detail. Based on a minimume-bias trigger for the first
level of the ATLAS trigger, the higher levels, which have access to the full granularity of the
sub-detectors, could try to enhance the signal by reconstructing jets with low transverse energy.
More studies have to be performed to assess the minimal transverse energies for the jet recon-
struction. In the context of low py jet tagging at low luminosity (more details can be found in
Section 9.1.4) a minimal value of about 15 GeV was studied.

15.6 Photon physics

15.6.1 Overview

The detection of photons at a hadron collider is a challenging task due to the large background
from jet production, where fluctuations can mimic the signature of a photon. ATLAS with its
fine granularity calorimeters extending to |n|] < 2.5 offers the possibility for a large rejection
factor against this background (see Section 7.6). The advantage of photon measurements is the
better energy determination in comparison to jet measurements. In addition the definition of a
jet leads to ambiguities. Direct photon measurements can provide important constraints on par-
ton distributions, especially on the gluon distribution in the proton. In case of photons, howev-
er, the experimental background due to jets containing a leading ™0 has to be understood well.
The signal-to-background ratio can be improved significantly by requiring the photon candi-
date to be isolated, i.e. there should be no significant hadronic activity in a cone around the pho-
ton direction. Searches for the Higgs boson in the decay to two photons require a good
understanding of the irreducible background from photon pair production.

In this section, the measurement of the inclusive prompt photon production (Section 15.6.2) and
the production of photon pairs (Section 15.6.3) will be discussed. Additional topics include the
production of photons with an associated final state property, like jets (Section 15.6.4) or open
charm (Section 15.6.5).

15.6.2 Inclusive photon production

The production of direct photons has two main contributions, the QCD Compton process
(qg - qy) and the annihilation graph (qg - gy). In the case of Tevatron energies and small to
moderate transverse momentum of the photon, the Compton process dominates. Also at the
LHC the Compton process dominates in most of the kinematical region. Only this process pro-
vides a sensitivity to the gluon distribution. A calculation of direct photon production including
next-to-leading-logarithms [15-113] starts from the two lowest order processes listed above (a
similar calculation can be found in [15-114]). The calculation is based on a Monte-Carlo ap-
proach, allowing for the inclusion of cuts. Calculations at next-to-leading order include the one-
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loop corrections to the 2 - 2 process and the tree level calculation of the 2 - 3 processes. The
bremsstrahlung process corresponds to the emission of a photon from a final state parton. For
large angles, this contribution is included in the 2 - 3 diagrams, for small angles only a phe-
nomenological treatment via a hon-perturbative fragmentation function is available. In [15-115]
the calculation for isolated prompt photon production is shown, including studies on the uncer-
tainties due to the scale dependence, the isolation criteria and the fragmentation contribution.
The differences between the data at low photon transverse momenta at the Tevatron and the
NLO expectation (which is lower than the data) can possibly be explained by the effects of ini-
tial state gluon radiation.

The usual measurement of prompt photon production requires in the experimental selection an
isolated photon, by demanding no significant hadronic energy deposition inside an isolation
cone around the photon direction. This definition is not simply transferrable to a perturbative
QCD calculation, as the cancellation of infrared divergences [15-116] must not be spoilt, which
would happen if a sharp isolation of the photon from other partons is made. Not applying a
sharp isolation however allows contributions from photon fragmentation and from jet back-
ground to appear. Two approaches have been suggested: a cone based approach, where only a
small amount of hadronic energy in a cone around the photon direction is allowed and the
‘democratic’ approach, where the photon is treated as a parton in performing a jet clustering.
Then a cut on the hadronic energy of the jet containing the photon is applied. In the case of pho-
ton and associated jet production, a procedure has been suggested which is infrared safe to all
orders and minimises the fragmentation contribution[15-116]. The cone approach is extended
by requiring an upper limit on the hadronic energy in a cone around the photon for all cone siz-
es 0 smaller than a fixed value &;. The upper limit on the hadronic energy E,., depends on the
cone size: E,, = f(d), where the function f goes to 0 when the size d approaches 0. The jet find-
ing is performed on all partons, but only those jets which are outside the isolation cone are ac-
cepted. This method allows hadrons to be close to the photon, as long as their energies get
smaller as they get closer.

The primary background to direct photon production is due to jet fragmentation into a leading
10 or n. The imposition of an isolation cut greatly discriminates against this jet fragmentation
background, while having little effect on the prompt photon signal. Studies at the Tevatron (e.g.
by CDF for p1¥> 12 GeV) have shown that after an isolation cut (less than 2 GeV in a cone of ra-
dius 0.7) the signal fraction (of the direct photon candidates) increases by up to several orders of
magnitude (to ~20% at low py, approaching 100% at high py). For larger transverse momenta,
the EM showers generated in the calorimeter overlap significantly and an analysis of the show-
er shape is necessary to allow a statistical subtraction of this background source. Another esti-
mate of the background can be obtained from the measured converted photons in the tracking
detectors.

In the kinematic range of the photon transverse momentum between 100 and 500 GeV the ex-
pected ratio between the inclusive direct photon cross-section (at NLO for |n|] < 0.7, as shown
in Figure 15-32) and the inclusive jet cross-section (at NLO [15-84] for |n] <0.7) is about
1.5x 10°. For photon transverse energies between 40 and 100 GeV a rejection of about 3000
against jets is achieved. More details on the separation between photons and jets can be found
in Section 7.6.

The minimal parton momentum X, is determined by the transverse energy threshold ETm'n
and the maximal pseudorapidity n,,, of the photon via the relatlnon Xenin = 2(ETm|r/Js)e e
the maximal momentum fraction X, Via Xyax = 2(Ermay/ 7/S)€ . The selection at ATLAS
will be based on a trigger demanding an isolated photon of transverse energy larger than
40 GeV (low luminosity) or 60 GeV (high luminosity) within |n|] <2.5. This gives a value of
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Figure 15-32 Inclusive direct photon cross-section Figure 15-33 Inclusive direct photon cross-section at
(for central photon production |n| <0.7) at next-to- leading order (from PYTHIA, including the ATLFAST
leading order as a function of py (from [15-117]) for detector simulation) as a function of p; for the
two pdf’s. CTEQ3L pdf.

Xmin = 5% 10, lower values could be reached by using lower thresholds, which will however
be subjected to a prescaling. For a photon transverse energy of 500 GeV, a value of x,,, = 0.2 is
obtained. In Figure 15-32 the cross-section for prompt isolated photon production is shown as a
function of the transverse momentum of the photon, as obtained from a next-to-leading order
calculation [15-117] for central photon production (Jn] <0.7). Figure 15-33 shows the same
cross-section, as obtained from a leading order calculation including a detector simulation (us-
ing ATLFAST), using the CTEQ3L parton distribution set. The photon was required to have a
transverse momentum of at least 40 GeV and be within |n|] < 2.5. Further an isolation criteria
was applied. A comparison of the NLO and the LO calculation gives a K-factor of about 1.5,
however it has to be taken into account that the NLO calculation is restricted to the central
pseudorapidity region (Jn] <0.7), whereas the leading order calculation reaches up to
Inl <25.

15.6.3 Photon pair production
Effects of soft gluon emission can be studied directly by measuring the production of pairs of

photons. The transverse momentum of the photon pair and the azimuthal angular difference
between the two photons are sensitive to these emissions.
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As in the case of inclusive photon production, the main experimental challenge is to reduce the
background of fake photon pairs (i.e. processes producing two jets or a jet and a photon, where
the jet(s) lead to one(two) fake photon(s)). The selection will be based on a trigger requiring two
isolated photon candidates within |n] <2.5. The threshold on the transverse energy will be
20 GeV for each photon (for low and high luminosity running conditions).

A calculation of the di-photon production at next-to-leading order including the resummation
of soft gluon emission is presented in [15-118]. The resummation is performed on initial state
gluon emission for qg, qg and gg initial states, treating the di-photon system in a similar manner
as a Drell-Yan virtual photon. The production of one photon via a fragmentation process is tak-
en into account, the NLO contributions for the qq and qg initial states are determined exactly
and for the gg box diagram NLO contributions are included in an approximation.
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Figure 15-34 Cross-section for photon pair produc-
tion from [15-119] as a function of the invariant mass
QW of the pair. The upmost solid curve shows the total
NLO prediction, whereas the LO contribution is repre-
sented by the middle solid curve. The other curves are
explained in the text.

Figure 15-35 Cross-section for photon pair produc-
tion from [15-119] as a function of the photon trans-
verse momentum pY. The upmost solid curve shows
the total NLO prediction, whereas the LO contribution
is represented by the middle solid curve. The other
curves are explained in the text.

Figure 15-34 shows the cross-section for di-photon production as a function of the invariant
mass of the di-photon system. This calculation [15-119] includes the NLO contributions and the
resummation of soft gluon emission. The following cuts have been applied to the photons:
pr>25GeV, |n| <25, AR(yy) > 0.4 and p;l/(psl + p2) < 0.7, where pyl is the transverse mo-
mentum of the leading photon (this cut is not used in the analysis of the Higgs decay to two
photons, as described in Section 19.2.2). The upmost solid line corresponds to the total cross-
section, the dashed line represents the resummed part for qg+ gg- yyX. The part of the re-
summed process due to the qq initial state is shown as a dotted line, the one due to the gg initial
state as a dash-dotted line. The lowest solid curve shows the fragmentation contribution and
the leading order contribution is indicated by the middle solid curve. The importance of the gg
initial state for lower di-photon masses should be noted.
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A total cross-section of about 61 pb is obtained (using the CTEQ4M distribution), where the
leading order part amounts to about 22 pb (CTEQA4L). The total cross-section splits into the con-
tributions from the three initial states as follows: 20.5 pb for qq, 23.9 pb for gg and 16.6 pb for qg,
where the latter includes a fragmentation contribution of 6.8 pb.The understanding of this dis-
tribution (representing the irreducible background contribution) is important in estimating the
reach in the search for a light Higgs boson, which decays to two photons, or in setting limits on
the Higgs production cross-section. The K-factor has a value of about two, being rather inde-
pendent of the photon pair mass.

In Figure 15-35 the distribution of the transverse momentum of the photons is shown, where the
labelling of the curves is described above. The comparison of the LO and the NLO result shows
a large K-factor, which increases with the transverse momentum of the photon up to values of
about five.
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Figure 15-36 Cross-section for photon pair produc- Figure 15-37 Cross-section for photon pair produc-
tion from a leading order calculation (PYTHIA with tion from a leading order calculation (PYTHIA with
ATLFAST) as a function of the transverse momentum ATLFAST) as a function of the transverse momentum
pr¥ of the pair. prY of the photons.

In Figure 15-38 the cross-section for photon pair production is shown as a function of the invar-
iant mass of the photon pair for masses up to 1 TeV. This cross-section was obtained from a
leading order calculation using PYTHIA, including a simulation of the detector response (using
ATLFAST). Photons were required to have at least 20 GeV transverse energy, to be isolated and
to be restricted to pseudorapidities of |n| <2.5. The CTEQ3L parton distributions were used.
For the same cuts, Figure 15-36 shows the cross-section as a function of the transverse momen-
tum of the photon pair, indicating that large transverse momenta can be studied with reasona-
ble statistics. In Figure 15-37 the cross-section is shown as a function of the transverse
momentum of a photon.
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Figure 15-38 Cross-section for photon pair produc- Figure 15-39  Cross-section for direct photon + jet
tion from a leading order calculation (PYTHIA with production (PYTHIA with ATLFAST) as a function of
ATLFAST) as a function of the invariant mass m, of the pseudorapidity niet of the jet, as obtained from a
the pair. leading order calculation.

15.6.4 Photon + jet production

The measurement of an associated jet for photon production allows better constraints of the
parton distribution functions, since both parton momenta of the hard scattering can then be re-
constructed. When both the jet and the photon are centrally produced, the x values of the par-
tons are of similar magnitude. The angular distribution is given by the quark propagator,
similar to the case of W + jet production. A leading order calculation for photon + n jet produc-
tion (n =1,2,3) is available [15-120], the next-to-leading order corrections have been calculated
[15-121]. In Figure 15-39 the cross-section for the production of a direct photon and a jet is
shown as a function of the pseudorapidity of the jet. The figure has been obtained from a PY-
THIA calculation, based on the CTEQ2L parton distributions and taking into account the AT-
LAS detector response. For the photon a minimal transverse energy of 40 GeV and a limit of
Inl < 2.5 were required, the jet had to have a transverse energy of at least 20 GeV.

The occurrence of double parton scattering represents a source of background for this process. It
can be studied by selecting events with a photon and three jets. For two hard scattering process-
es, the angular difference between the system of photon + leading jet and the second jet is ex-
pected to be flat. For a pr cut of about 40 GeV on the photon transverse momentum, this effect
should give a minimal contribution only.

A CDF measurement of the triple differential cross-section for photon + jet production [15-122]
(as a function of p, nyand r]jet) allows to cover different ranges in parton momentum x by vary-
ing the jet pseudorapidity Njet- Within the errors, this measurement does not discriminate be-
tween different parton distribution functions, where the highest sensitivity is expected at large
jet pseudorapidities.
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In order to quantify the contribution of the bremsstrahlung process (qg — qgy) to the direct
photon production, relative to the Compton and the annihilation graph, the CDF collaboration
measured the production of photons in association with 2 jets [15-123]. The two dominant
sources of systematic uncertainty are the knowledge of the energy scale and the contribution
from double hard scattering background. The data are best described with a 50% contribution
of the Bremsstrahlung process to the isolated photon cross-section.

A further use of the photon + jet final state is the deduction of information on the u content of
the proton [15-124]. The two dominant contributions to the production of a high pt photon and
an associated jet are ug » uyand ut - gy. These two processes are enhanced relative to the d
and s quark contribution due to the electric charge of the u quarks and the smaller amount of d
and s quarks in the proton.

15.6.5 Photon + charm and photon + beauty production

The production of charm in association with a photon can be used to constrain the charm con-
tent of the proton. Leading order calculations of prompt photon and charm production were
carried out using two approaches [15-125]. The first approach included Compton scattering off
a charm sea quark gc - yc, taking into account also the effect of gluon splitting g - ct and of
photons from fragmentation. The second approach is based on a massive charm quark at low
energies, including the two following processes: gg — yct and qg - yct as well as the fragmen-
tation contribution. A non-negligible contribution to the inclusive prompt photon production is
expected. For Tevatron energies, both approaches give similar results, indicating that the obser-
vation of prompt photon + charm production not necessarily implies a non-vanishing charm
sea quark distribution. An analytical next-to-leading order calculation [15-126] indicates a K-
factor of about 1.5 to 1.9 for Tevatron energies, which decreases with increasing photon trans-
verse momentum. The calculation includes the one loop corrections to gc — yc, the leading or-
der fragmentation graphs and the NLO contributions, like gg - yct, gc —» ygcand so on, which
give rise to the large K-factor. Differential distributions are available and can be used to test cor-
relations in the matrix elements. The dominant contribution is found to be due to the scattering
off a charm sea quark. An implementation of this calculation by combining the analytic and the
Monte-Carlo approach is available [15-127] and allows an implementation of experimental cuts.

The tagging of charm production can be done by measuring the associated production of a
muon (or an electron) with a photon (inclusive detection of semi-leptonic decays) or by exclu-
sive decay reconstruction (e.g. the non-leptonic decay of a D**- meson) together with a photon
in the final state. Measurements done by CDF at the Tevatron for photon + muon production
[15-128] and for photon + D* production [15-129] show an excess of the measured cross-section
(about a factor of 2) relative to the prediction of a PYTHIA calculation, the data are however in
agreement with the NLO calculation.

The associated production of a photon together with a b quark contributes to the y + charm pro-
duction. A measurement of this contribution could be based on a selection of a photon together
with the tagging of beauty production, as discussed in Section 15.8.3. In comparison to the case
of inclusive photon production, in this case lower transverse momentum thresholds for the
photon candidate should be possible.
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15.7 Drell-Yan physics and gauge-boson production

15.7.1 Overview

The production of Drell-Yan pairs proceeds by the annihilation of quark and anti-quarks via an
intermediate vector boson (y*/Z or W). This probes the proton structure at a scale Q2 equal to
the mass squared of the lepton pair. In proton-proton collisions, the production of lepton pairs
proceeds via y*/Z bosons and starts from a combination of a valence quark and a sea quark (or
a quark and an anti-quark from the sea) of the same flavour (e.g. uu, dd, ...). In the case of W pro-
duction, a valence quark and a sea quark (or a quark and an anti-quark from the sea) of different
flavour annihilate. QCD effects enter the cross-section for Drell-Yan production only in the ini-
tial state and thus make the predictions less uncertain.

Given the different average momentum fraction carried by valence and sea quarks, in most cas-
es an asymmetric configuration will be preferred, where one momentum fraction is small, and
the other large. At leading order, the rapidity y of the lepton pair is related to the momentum
fractions x; , via: y = 0.5 In(x,/x,) and the invariant mass of the pair is given by M2 = x;x, s. For
a lower bound of 14 GeV on the mass M of the lepton pair, the product of the parton momen-
tum fraction x;x, has to be larger than 10-6. Assuming that the reconstruction of Drell-Yan pairs
is done up to rapidities of 2.5, the maximum ratio possible between the two parton momenta is
of the order of 150.

In this section, the production of Drell-Yan pairs over the full range of the invariant mass of the
lepton pair will be discussed (Section 15.7.2), followed by the presentation of W boson produc-
tion (Section 15.7.3). Next a discussion of Z boson production is presented (Section 15.7.4) and
finally the pair production of vector bosons is described (Section 15.7.5).

15.7.2 Drell-Yan production

15.7.2.1 Di-lepton mass spectrum

The measurement of the lepton pair properties (lepton rapidities and invariant mass of the pair)
allows the reconstruction of the parton momenta and thus can give constraints on the parton
distribution for quarks. The two leptons are expected to be well separated from jets and other
particles. A selection will start from trigger on di-leptons, where details on the thresholds and
cuts can be found in Section 11.7. For the lepton pair production, a resummation of soft gluon
emission contributions exists [15-130].

Besides the background from cosmic rays for the case of muon pairs, two classes of background
sources can be distinguished: the misidentification of leptons and leptons originating from
heavy quark decays. In both cases, the main source is the production of QCD jets and thus these
(fake) leptons are expected not to be isolated, as are those from Drell-Yan production. Further-
more, the leptons from Drell-Yan production are of opposite charge. The background from mis-
identification can be determined by studying the same charge lepton pairs. Background of
opposite charge lepton pairs from heavy quark decays (bb and tt production) can be estimated
using ep events. Measurements of the Drell-Yan pair production have been performed by CDF
[15-131] and DO [15-132].
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Figure 15-40 Cross-section for Drell-Yan muon pairs  Figure 15-41 Distribution of the transverse momen-
as a function of the invariant mass My of the muon tum p;H¥ of the lepton pair produced in a Drell-Yan
pair from a leading order calculation (PYTHIA with process from a leading order calculation (PYTHIA with
ATLFAST) for the following cuts: p{#>6 GeV and ATLFAST) for three ranges of my,. The following cuts
Nyl <2.5. have been applied: pi# > 6 GeV and |n,| < 2.5.

Figure 15-40 shows the expected cross-section for Drell-Yan production as a function of the in-
variant mass of the Drell-Yan pair, as obtained from PYTHIA using the CTEQ2L parton distri-
butions [15-15]. Clearly visible is the resonance contribution due to production of the Z boson,
which will be discussed in more detail in Section 15.7.4.

15.7.2.2 p; distribution of lepton pair

In Figure 15-41 the distribution of the transverse momentum of the muon pair produced via the
Drell-Yan process is shown for three different ranges of the invariant mass of the two muons:
200-500, 500-1000 and 1000-2000 GeV. The prediction is based on the same cuts as in the previ-
ous section. The figure shows that with the LHC statistics a significant number of high mass
Drell-Yan pairs will be produced with transverse momenta larger than 100 GeV.

The angular distribution of the leptons (and the lepton pair) produced in a Drell-Yan process
should be sensitive to effects of non-perturbative QCD. For these angular observables, next-to-
leading order calculations exist [15-133]. As shown by the CDF collaboration[15-134], the for-
ward-backward asymmetry of the lepton pair produced can be used to verify the expected con-
tribution due to the y-/Z interference for lepton pair masses significantly larger than the Z pole.
Furthermore, the value of the forward-backward asymmetry could be modified in the presence
of heavy neutral gauge bosons.
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15.7.3 W production

15.7.3.1 Cross-section

At the LHC the cross-section for the production of the W+ is larger than the one for the produc-
tion of W- bosons. The contribution from cs (and sc) initial states amounts to 10% at LHC ener-
gies (about 2% for the Tevatron). The latter contributions mainly contribute to the central
production of W’s, whereas forward W production is mostly due to ud (du) states. The product
X{X, of the parton momenta is fixed to a value of about 3 x 10" at leading order.

The experimental selection will start from a trigger on a single lepton (electron or muon) within
the pseudorapidity range of |n|] < 2.4 for muons and |n| < 2.5 for electrons, respectively. De-
tails on the thresholds for these triggers can be found in Section 11.7.3, the selection will then re-
quire in addition missing transverse energy (as discussed in more detail in Section 16.1.2). Due
to the large statistics expected for the LHC, a restriction to the clean leptonic decay channels (in-
volving an electron or a muon) is possible.

The dominant sources of background are the decay W - 1v for the electron and the muon chan-
nel, and the decay Z - pp (where one of the muons is outside the acceptance) for the muon
channel. Due to the excellent electron-jet separation (as described in Section 7.4, where it has
been shown that jet rejection factors of the order of 10° can be achieved, while having an effi-
ciency of about 70% for electrons from W (and Z) decays) the background from QCD multi-jet
events is negligible. More details on these and other background sources can be found in
Section 16.1.3.7. The efficiency for the lepton detection can be derived from experimental data
using the copious production of Z bosons and their decay to two leptons. The dominant system-
atic uncertainty for the cross-section measurement is expected due to the determination of the
absolute luminosity.

15.7.3.2 Rapidity distribution

In contrast to the case of proton anti-proton collisions (as in the case of Tevatron), at the LHC
there is no rapidity asymmetry for the produced W’s. However, the shape of the rapidity distri-
butions (being symmetric with respect to n = 0) is different for W* and W-, where the total cross-
section is larger for W* than for W-. The difference in the shape of the rapidity distribution
should survive in the detectable decay lepton. It is a direct consequence of the parton distribu-
tion functions responsible for W+ (ud) and W- (du) production.

In Figure 15-42 the expected shape of the rapidity distribution for W* and W- production is
shown. The cross-section times leptonic branching ratio has been obtained from PYTHIA using
the CTEQZ2L parton distributions, without applying cuts on the decay lepton. In Figure 15-43
the corresponding distribution for the decay lepton is shown, where for the lepton (electron or
muon), a minimal transverse momentum of 20 GeV and |n|] < 2.5 were required. Furthermore
a missing transverse energy of at least 20 GeV was demanded. In both figures the different
shapes of the W* and the W- are visible; the W+ goes further out in rapidity and has a maximum
at Jy| =3. The central region (]y] = 0) corresponds to a symmetric configuration of the parton
momenta (X, , ~0.005), whereas at |y|] =2.5 an asymmetric configuration can be found
(x; ~ 0.1, x, ~ 0.0007). The precise measurement of these rapidity distributions can be used to
constrain the u and d (resp. d and u) distributions.
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Figure 15-42 Differential cross-section for W* and W~ Figure 15-43 Differential cross-section for W* and W
production as a function of the vector boson rapidity production as a function of the pseudorapidity n/epton
YW from a leading order calculation (PYTHIA). of the decay lepton of the W (PYTHIA and ATLFAST).

15.7.3.3 py distribution

The transverse momentum of the boson is due to associated production of quarks or gluons. A
detailed understanding of the transverse momentum is important for a precise measurement of
the W boson mass at hadron colliders. In the case of large g (the W transverse momentum)
where mostly a single high py parton is radiated, an O(a¢2) calculation exists. This is a one scale
problem (g1 ~ Myy), where fixed order calculations are reliable. In the case of low gy, multiple
soft gluons can be emitted, leading to the appearance of large logarithms Iog(MWZ/qT ). This
two scale problem (gt and M,,) can be solved by a resummation of these logarithmic terms. To
provide a scheme for all g1, a matching procedure has to be devised. These effects do also apply
for the production of Z boson, as described in Section 15.7.4.2.

Data from the Tevatron on the W boson p show that a fixed order NLO calculation does not re-
produce the measured spectrum. The comparison of data from DO [15-135] to the prediction of
Ref. [15-136], where a next-to-leading order calculation has been matched with the resummed
calculation (introducing parameters for non-perturbative effects) shows consistency with the
data. A second calculation [15-137] performs the matching at a scale where the W transverse
momentum is close to the W mass. Using the data from DO, these two cannot be distinguished
[15-138]. The non-perturbative part of the prediction has been obtained from a fit to the trans-
verse momentum distribution of Z bosons, at small p the two calculations give different pre-
dictions. Even more uncertain is whether these non-perturbative parameters can be used
universally, e.g. when going to LHC energies [15-139].

If the resummation of these logarithms is performed in the g space (where gy is the transverse
momentum of the vector boson) [15-140], a unified description of the production of vector bos-
ons both for small and for large g is obtained without the need for a matching procedure. In
Figure 15-44 the cross-section for inclusive W production is shown as a function of the trans-
verse momentum of the W boson, as obtained from the calculation by Ellis and Veseli [15-140],
using the MRS-R1 parton distributions [15-141]. The non-perturbative parameters (for the form
factor) were set to the following values: g;!im = 4 GeV and a = 0.1 GeV-2. They control the inter-
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Figure 15-44 Differential cross-section for W produc- Figure 15-45 Cross-section for W production (with
tion (with decay to either an electron or a muon) as a decay to either a muon or an electron) as a function of
function of the transverse momentum pW of the W the minimum transverse momentum p;mMin of the W
boson from a next-to-leading order calculation (includ- boson from a NLO calculation (Ellis and Veseli) and
ing resummation of large logarithms). from a leading order calculation (PYTHIA).

cept and the first derivative of the differential cross-section for p; = 0. The decay of the W boson,
leading to a charged lepton (electron or muon) and a neutrino, is included using the following
cuts: py>20GeV and |n|] < 2.5 for the charged lepton and p; > 20 GeV for the neutrino, ap-
proximating the experimental cut of missing transverse energy. Figure 15-45 shows the corre-
sponding cross-section for W production up to transverse momenta of 500 GeV. Two
calculations are shown: the resummed calculation from Ellis and Veseli and a leading order cal-
culation from PYTHIA (including effects of parton showers and fragmentation). The cuts are
identical to the ones used for Figure 15-44; in the case of PYTHIA a cut on the missing trans-
verse energy (of at least 20 GeV) is performed, instead of the cut on the py of the neutrino in case
of the Ellis-Veseli calculation. For large transverse momenta both calculations agree, as expected
since in this region both are of O(a).

15.7.3.4 W+ jet production

Measurements of the production of W bosons with associated jets were thought to have the po-
tential to be used in a determination of the strong coupling constant. The cross-section for exclu-
sive production of W +njets (n=1,2,3,4) has been calculated at leading order [15-142]. A
similar calculation [15-143] at leading order for LHC energies predicts for p;W > 20 GeV a cross-
section of about 200 pb for W + 1 jet, about 50 pb for W + 2 jets and about 10 pb for W + 3 jets,
where for the last two cross-sections a minimal jet transverse momentum of 19 GeV is required.
The inclusive production of a W boson with at least one jet is calculated at next-to-leading order
[15-84]. The study of the dependence of the associated jet rates in W production for different
cone sizes defining the jet can give information on the ability of a next-to-leading order calcula-
tion to model the jet shape and to describe the overall production rate.The major source of back-
ground is the production of multi-jet final states, where one of the jets fakes an electron
candidate and the event contains missing transverse energy.
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A measurement of the ratio Ry, of the inclusive cross-sections for W + 1 jet production to the
one for W production [15-144] by the DO collaboration using a cone size of 0.7 for the jet defini-
tion showed a NLO prediction being a factor of 2 smaller than the data in the range of 20 -
60 GeV for the minimal jet transverse energy. Furthermore the studies indicated no sensitivity
of this ratio to the value of the strong coupling constant. The CDF collaboration measured the
same ratio for two cone size: R = 0.4 [15-145] and R = 0.7 [15-146]. In the first case good agree-
ment with the NLO calculation is found for minimal jet transverse energies between 15 and
95 GeV. For the case of R =0.7, good agreement is observed for small transverse jet energies
(< 35 GeV), at larger energies, the NLO prediction is smaller than the data by about 15%, being a
1o difference. Comparing the results for the two cone sizes, an increase in Ry is found when go-
ing from 0.4 to 0.7 of about 30% for the data, whereas the NLO calculation only predicts about
10% increase. In both cases, CDF does not find a significant dependence of the ratio on the value
of a,.

Events with a W and associated jets can be used to study effects of colour coherence, which
should lead to specific patterns in the parton flow from constructive or destructive interference
between soft gluon emissions, as observed in ete- annihilation (‘string’ effect). An important as-
pect is whether this pattern survives the hadronisation, as conjectured in the context of local
parton hadron duality. The DO collaboration has compared the distribution of soft particles in a
disc of 0.7 <R < 1.5 around the W and around the opposing jet [15-147], using the W as a tem-
plate (since it is a colourless object). The data shows an enhancement of particle production
around the tagged jet (with respect to the region around the W), as expected if colour coherence
occurs. It has been suggested [15-148] to use these W + jet events to get information on proper-
ties of the soft gluon radiation. Using relevant event variables it is claimed that one could distin-
guish between the three partonic subprocesses contributing at lowest order: qg -~ Wg, gg - Wq
and qg - Wg. Possible applications are the derivation of constraints on the quark and gluon
parton densities in the initial state and studies of the properties of quark and gluon jets.

The final state containing a W boson and four jets represents the dominant source of back-
ground for the top physics in the single lepton final state. The knowledge of the production of
Whb and Whbb + jet is important for the study of single top production and of the Wtb vertex. It
has been calculated at leading order [15-149] (including, besides QCD processes, also the top
signal, electroweak and Higgs contributions).

15.7.3.5 W+ charm and W + bottom production

The production of W bosons with associated open charm production can be used to constrain
the strange quark content of the proton [15-150]. The dominant production process is the QCD
Compton graph with scattering on strange quarks: gs — Wc Background is expected from the
production of W + cc (bb), where the cc (bb) pair is produced in the jet recoiling against the W
and only one of the two heavy quarks is detected. The tagging of charm production could be
done by searching for displaced vertices, by an exclusive reconstruction of non-leptonic decays
of charmed baryons or mesons (e.g. the DU - Kt decay) or by inclusive semi-leptonic decays.

The production of a W boson with an associated heavy quark pair can be used to deduce infor-
mation on the gluon splitting to heavy quarks. The process proceeds via the annihilation of a
quark-anti quark pair into a W and an off-shell gluon, where the latter splits into a heavy quark
pair: qq - Wd! - WQQ. A selection would start from the decay lepton of the W. Next, require-
ments to identify two heavy quark decays would be added. This could be done by exclusive re-
construction of the decays or by demanding inclusive signatures like impact parameter
significance.
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For these channels additional studies are needed to assess the reach in kinematics, based on an
inclusive trigger selection based on a lepton signature alone. In addition, the feasibility of recon-
structing open charm has to be investigated and possibilities for an enrichment of such samples
using the higher level triggers could be devised.

15.7.4 Zproduction

15.7.4.1 Cross-section

Besides the absence of final state interactions, the signature of a lepton pair from the production
of a Z boson provides an unambiguous identification, in contrast to jet physics. Compared to
the case of W boson production, for Z bosons the kinematics can be reconstructed accurately,
since there is no neutrino carrying part of the boson momentum.

The cross-section for Z production at LHC energies is expected to have a contribution of more
than 10% due to ss initial states. The product x,x, of the parton momenta is fixed to a value of
about 4 x 107 at leading order. The major background sources are similar to the ones relevant
for the inclusive W production (see Section 15.7.3.1). The experimental selection of Z production
in ATLAS will be based on triggers requiring two leptons (electrons or muons), where a detailed
description can be found in Section 11.7. This restriction to the clean leptonic decay mode of the
Z is possible due to the large statistics expected for the LHC.

15.7.4.2 py distribution

Figure 15-46 shows the cross-section for production of Z bosons as a function of the transverse
momentum p;Z, as obtained from a next-to-leading order calculation, including the resumma-
tion of large logarithms in the g space [15-140]. The various approaches to calculate the trans-
verse momentum have been discussed for the case of W boson production in Section 15.7.3.3.
The parton distribution MRS-R1 [15-141] has been used. For the decay leptons (electrons or
muons) a minimal transverse momentum of 20 GeV was required and the leptons had to be
produced within |n| < 2.5. The invariant mass of the lepton pair had to be within +6 GeV of the
nominal Z boson mass. The corresponding cross-section for larger transverse momentum of the
Z boson is shown in Figure 15-47, both for the Ellis-Veseli calculation and the leading order cal-
culation from PYTHIA (including parton showers and fragmentation effects). A cross-check
with ISAJET gave cross-sections consistent with the ones obtained from PYTHIA.
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Figure 15-46 Differential cross-section for Z produc-
tion (decay into either an electron or a muon pair) as a
function of the transverse momentum p;Z of the Z
boson from a next-to-leading order calculation includ-
ing resummation of large logarithms.

15.7.4.3 Forward-backward asymmetry

In Figure 15-48 the expected forward-back-
ward asymmetry of Drell-Yan lepton pair pro-
duction in the mass region of the Z resonance
is shown as a function of the Z boson rapidity.
The asymmetry Agg is defined as the ratio of
cross-sections Arg = (0p—0g)/ (0 +0p),
where o g = (%, (do/dcos)dcosd is the in-
tegrated cross-Section for the angular distribu-
tion in the lepton pair centre-of-mass system.
The prediction has been obtained using PY-
THIA with the CTEQ2L parton distribution
set and requiring the leptons to have
pt>20GeV and |n| <2.5. The lepton pair
mass had to be within +6 GeV of the nominal
Z boson mass. The errors shown correspond to
the statistical uncertainty for an integrated lu-
minosity of 30 fb-1.

At the Tevatron, the measurement of the for-
ward-backward asymmetry by CDF [15-151]
has been used to determine the effective Wein-
berg angle (sinew)z. The determination of the
effective Weinberg angle requires the subtrac-
tion of contributions to Az from background
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Figure 15-47 Cross-section for Z production (decay
into either an electron or a muon pair) as a function of
the minimum transverse momentum p;™Mn of the Z
boson from a NLO calculation (Ellis and Veseli) and
from a leading order calculation (PYTHIA).
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Figure 15-48 Expected forward-backward asymmetry
of Z production as a function of the Z boson rapidity
yZ. For the PYTHIA (and ATLFAST calculation, the fol-
lowing cuts have been applied: |n| < 2.5, py > 20 GeV
and |M;,-M;| < 6 GeV.
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processes as well as from higher QCD, QED and weak processes. The measurement performed
by CDF reached a systematic uncertainty of about 1% on (sinew)z. This uncertainty is dominat-
ed by the uncertainty on the knowledge of the QCD background and on the QCD corrections.

15.7.4.4 Z+ jet production

The exclusive production of a Z boson with n associated jets (n = 1,2,3,...) is known at leading
order[15-142] while the inclusive production of a Z boson with at least one associated jet has
been calculated at next-to-leading order[15-84]. An accurate measurement of Z + jet production
can be used (in the case of four jets) to normalise the background from W + 4 jets to top quark
production in the case of a single lepton and b-tag final state. In addition for gluino pair produc-
tion leading to final states with four jets and missing E+, the dominant background from the
standard model is Z + 4 jet production, with an invisible decay of the Z to neutrinos. The calcu-
lation of the ratio of W + 4 jet to Z + 4 jet process [15-152] is insensitive, for Tevatron energies, to
experimental cuts and theoretical ambiguities. Both processes are also calculated including
heavy quark flavour identification.

15.7.5 Gauge boson pair production

15.7.5.1 WWand ZZ production

The production of gauge boson pairs [15-153] is used to study the triple gauge boson couplings
(the result of the non-Abelian nature of the theory) and to derive limits on new interactions in
Chapter 16. Boson pair production in hadronic collisions is dominated by the quark-antiquark
annihilation process. In the case of ZZ and WW production the gluon-gluon fusion process also
contributes (at O(0,2)). However, even at LHC energies, it never dominates the qq annihilation.
The experimental selection of gauge boson pair production will use criteria very similar to the
inclusive W and Z production, based on leptonic decay modes. A detailed study of the ZZ pro-
duction is important as the final state llvv from ZZ represents a background to Higgs searches.

The production of WW boson pairs is in leading order due to the process qg — WW, either via t-
channel quark exchange or via s-channel production of a y*/Z boson. The detection of the WW
pair can proceed via a leptonic final state (IvI'v’) or semi-leptonic (lvqg).

The calculation of the cross-section for the pair production of the heavy gauge bosons has been
performed in NLO. The results [15-154] are given for the following cuts: p{! > 25 GeV, missing
transverse momentum > 50 GeV, |n|] < 3 and an isolation cut for the leptons. At LO, the cross-
section for ZZ production is found to be 36 fb, at NLO it increases to 43 fb. In the case of W*W-,
the values are 470 fb at LO and 960 fb at NLO. The calculation has also includes results on kine-
matical distributions, like the transverse momentum spectrum for a pair of gauge bosons with
(or without) an associated jet.

In Figure 15-49 the cross-section for WW production is shown as a function of the transverse
momentum of the lepton from the W decay. The following cuts have been applied: the leptons
(/= e, ) are required to have a minimal transverse momentum of 20 GeV and have to be within
Inl <2.5. A missing transverse energy of at least 20 GeV is demanded in addition. The calcula-
tion is based on [15-155]; shown are the results at leading order and at next-to-leading order.
Figure 15-50 shows the corresponding cross-section as a function of the missing transverse mo-
mentum. For a lepton transverse momentum of 100 GeV, the K-factor is about 1.5 and rises to
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Figure 15-49 Differential cross-section for W*W- pro-  Figure 15-50 Differential cross-section for W*W- pro-
duction and decay to leptons (where /= e, p) at lead- duction and decay to leptons (where /= e, p) at lead-
ing and next-to-leading order as a function of the ing and next-to-leading order as a function of the
lepton transverse momentum py/ for the following cuts:  missing transverse momentum p;Miss for the following
In/l < 2.5, p;/> 20 GeV and p;miss > 20 GeV. cuts: |n/| < 2.5, py/> 20 GeV and p;Miss > 20 GeV.

about three at p; = 400 GeV. At a missing transverse momentum of 300 GeV, a huge K-factor of
about 90 is obtained. These K-factors (which change also the shape of the distribution) are par-
tially due to the appearance of real emission diagrams at next-to-leading order (qg - WWwgand
qg - WWQ@. In the latter diagram, one W boson is produced at large transverse momentum and
recoils against the q, which radiates a soft W boson (almost collinear to the quark).

The selection criteria for the pure leptonic final state require two isolated leptons (ee, ey, 1) to-
gether with missing transverse energy to account for the neutrinos. The dominant background
is due to top pair production (being larger than the WW signal), to a lesser extent also Z - 1t
and Drell-Yan production of ee and pp contribute. Further sources of background include the
production of multi-jets or W + jets, where jets are misidentified as electrons or heavy quark
production whose decay leads to muons in the final state.

In case of the final state with two jets, the efficiency to resolve the two jets from the W decay
drops significantly for values of p;W > 200 - 300 GeV (as discussed in Section 9.3.1). The pro-
duction of a W boson with two or more associated jets dominates as background, multi-jet con-
figurations with a jet being misidentified as an electron and with missing transverse energy can
fake this signature too.

A next-to-leading order calculation of ZZ production [15-119] with subsequent decay to an elec-
tron pair and a muon pair has been performed restricting the leptons to p! > 25 GeV, |n!| <3,
requiring a separation of at least 0.4 in n—¢ between the leptons and missing transverse energy
of at least 50 GeV. The range in pseudo-rapidity for the leptons is slightly larger than the actual
acceptance of |n] <2.5. In Figure 15-51 the cross-section for the production of ZZ pairs is
shown as a function of the invariant mass of the ZZ pair, in Figure 15-52 the cross-section for ZZ
production is shown as a function of the transverse momentum of the Z boson. The calculation
is based on the full NLO contributions, including a resummation of large logarithmic terms due
to soft gluon radiation. For an integrated luminosity of 30 fb-1, about 5 x 10° 2Z pairs are ex-
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Figure 15-51 Cross-section for ZZ production as a Figure 15-52 Cross-section for ZZ production as a
function of the invariant mass Q4 of the ZZ boson function of the transverse momentum p;Z of one Z
pair for a resummed calculation (from [15-119]). The boson for a resummed calculation (from [15-119]).
cuts used in the calculation are: pT/> 25GeV, || <3 The cuts used in the calculation are: pT/> 25 GeV,
and p;miss > 50 GeV. The solid line shows the NLO |y < 3 and p;™Miss > 50 GeV. The solid line shows the
results, the other curves are explained in the text. NLO results, the other curves are explained in the text.

pected to be produced at the LHC. For both figures, the rapidity of the Z boson produced has
been restricted to |y| < 3, giving a total cross-section of 14.8 pb (with the CTEQ4M parton dis-
tributions), which is dominated by the qq initial state (10.9 pb) wrt the qg initial state (3.9 pb).
The leading order contribution amounts to about 9 pb (for the CTEQA4L parton distributions). In
both figures, the solid curve represents the full calculation, the dashed curve the contribution
from the qq initial state and the dash-dotted curve the leading order part for the qq initial state.

15.7.5.2 Wy and Zy production

The measurement of Wy production can be used to probe to the WWYy coupling. A typical selec-
tion will require a final state with a lepton, a photon and missing transverse energy. The domi-
nant background source is due to W + jet production, where the jet fakes a photon. Smaller
contributions are expected from Zy production and Wy, where the W decays via v to Ivv. The
calculation of Wy production has been performed at NLO for several differential distributions
[15-156]. An additional study at next-to-leading order has investigated the rapidity correlations
between the lepton and the photon at LHC energies [15-157]. Using cuts on the photon
(pr>100 GeV and |n| <2.5), on the lepton (pr > 25 GeV and |n| < 3), demanding a separation
of at least 0.7 in n—@ between the lepton and the photon and requiring missing transverse ener-
gy of at least 50 GeV, it has been found that the QCD corrections lead to a K-factor of about 3.
Although the actual acceptance in pseudo-rapidity is slightly smaller (Jn] < 2.5), none of the
conclusions will change. The differential distribution of the rapidity difference between photon
and lepton shows that at the LHC the radiation zero amplitude is obscured by NLO corrections.
The radiation zero amplitude (at parton level all helicity amplitudes vanish at lowest order for a
certain value of the scattering angle between quark and photon) is one reason for the large K-
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factor. A second reason is the collinear enhancement in qg - gWy, where a soft W is radiated off
the quark (at the LHC the qg luminosity is large). As in the case of WW, this real emission dia-
gram appears only at next-to-leading order.

The production of Zy can be used to study the triple boson couplings of ZZy and Zyy, which at
tree level in the Standard Model are zero. A similar selection as in the case of Wy is required, ex-
cept for the missing energy cut, which is replaced by demanding a second charged lepton. Back-
ground from Z + jet events, where the jet fakes a photon or an electron (in the latter case, this is
being misidentified as a photon) dominates. Smaller contributions are due to multi-jet produc-
tion and direct photon production. A calculation of the differential cross-section as a function of
the transverse momentum of the photon at next-to-leading order, including the decay of the Z
to leptons is available [15-158]. Applying the following cuts on the photon (p;Y> 100 GeV,
InY| <3, isolation), on the leptons (p;! > 20 GeV, |n!'| < 3) and requiring a separation of at least
0.7 in n—@between the photon and each lepton and an invariant mass of the photon-lepton pair
of at least 100 GeV, a K-factor between 1.4 (for p;Y =100 GeV) and 2 (p;Y=1TeV) is found. A
previous calculation [15-159] gave a total cross-section of 230 fb at leading order and of 310 fb at
next-to-leading order, using the following cuts: p;Y>50 GeV, |nY] < 2.5, py! > 25 GeV, |n!] <3,
a separation of at least 0.7 between lepton and photon and a cut of 15% of the photon energy on
the hadronic energy in a cone of 0.7 around the photon direction. As in the case of Wy and WZ,
the large NLO corrections at high transverse momentum of the photon are due to collinear en-
hancement in a real emission diagram (qg — Zyq) and the large qg luminosity at the LHC. The
high p; photon recoils against the quark, which radiates a soft Z boson. Due to the absence of a
radiation zero amplitude at tree level, the K-factor for the Zy case is smaller than e.g. for Wy or
WZ.

15.7.5.3 WZ production

The measurement of WZ production probes the WWZ coupling. A calculation at next-to-leading
order [15-160] is available, including the leptonic decays of the W and of the Z. A leading order
cross-section of about 26 fb is obtained, using the following cuts: py! > 25 GeV, |n!| < 3, separa-
tion in n-@ of at least 0.4 between the leptons and missing transverse energy of at least 50 GeV.
The total next-to-leading order cross-section (with the same cuts) amounts to about 52 fb. Low-
ering the cut on the missing transverse energy to 20 GeV increases the cross-section to about
81 fb at leading order. In Figure 15-53 the cross-section for WZ production as a function of the
missing transverse momentum is shown, in Figure 15-54 the corresponding distribution as a
function of transverse momentum of the lepton. The following cuts have been applied: the lep-
tons (/= ep) are required to have a minimal transverse momentum of 20 GeV and have to be
within |n] < 2.5. A missing transverse energy of at least 20 GeV is demanded in addition. Both
figures show large NLO corrections for large transverse momenta, e.g. for the lepton transverse
momentum dependence the K-factor is about 2 at 100 GeV and rises to more than 5 at 400 GeV.
In the case of the missing transverse momentum dependence, the K-factor amounts to about 4
at 400 GeV. The reason for these large K-factors is on one hand due to the radiation zero ampli-
tude at tree level and on the other hand due to a collinear enhancement in the process
a,9 -~ WZg,, where at large p; of the Z boson this is balanced by the quark, which then radiates
a soft W boson. These real emission diagrams only appear at next-to-leading order and are fur-
ther enhanced due to the large qg luminosity at the LHC.

For the final state of a lepton pair and an additional charged lepton at the Tevatron the CDF col-
laboration has one candidate event with three electrons and missing transverse energy [15-161].
The dominant background source for this channel is similar to the WW production for the semi-
leptonic final state.
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Figure 15-53 Differential cross-section for WZ pro-
duction and decay to leptons (where /=g, p) at lead-
ing and next-to-leading order as a function of the
missing transverse momentum pMiss for the following
cuts: |n/| < 2.5, p;/> 20 GeV and p;Miss > 20 GeV.

15.8 Heavy flavour physics

15.8.1 Overview

Due to the quark mass involved, the produc-
tion of heavy quarks (charm, bottom and top)
provides an important process for the study of
perturbative QCD and of the effects of non-
perturbative aspects [15-162]. A perturbative
approach is justified for large transverse mo-
menta. In Figure 15-55 the differential cross-
section for the production of a heavy quark
pair is shown as a function of the transverse
momentum of the heavy quark for ¢, b and t
quarks (from [15-163], based on the calcula-
tions of [15-164] and [15-165]). Except for very
small pr (py <20 GeV) the cross-sections for
charm and bottom production are identical,
showing that for transverse momenta much
larger than the quark mass effects of the quark
mass can be neglected. When higher-orders
than NLO are included, the spectrum for ¢
quarks is expected to become softer and differ-
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Figure 15-54 Differential cross-section for WZ pro-
duction and decay to leptons (where /=g, p) at lead-
ing and next-to-leading order as a function of the
lepton transverse momentum py/ for the following cuts:
In/l < 2.5, py/> 20 GeV and p;miss > 20 GeV.
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Figure 15-55  Differential cross-section for heavy

quark pair production as a function of the transverse
momentum p@ of the heavy quark (for charm, bottom
and top pair production, from [15-163]). The smaller
figure shows for charm and bottom production the
region of p;@ < 50 GeV.
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ences might be visible even for larger p; values. The total cross-sections for charm production is
7.8 mb, the one for bottom production 0.5 mb. The top-pair production cross-section is only
0.8 nb.

In this section, the production of charm quarks is discussed first (Section 15.8.2), concentrating
mainly on the production of charmonium states (J/ and ). Next, the production of b quarks is
discussed (Section 15.8.3), where the emphasis lies on open bottom production, related to the
studies of B physics as discussed in Chapter 17. Finally, the QCD related issues of top pair pro-
duction will be presented (Section 15.8.4).

15.8.2 Charm production

15.8.2.1 Prompt JAY production

The direct production of J/y mesons can be studied due to the availability of vertexing detec-
tors, which allow the separation of the contribution due to the production of B mesons with
subsequent decay into final states containing a J/{. Further background is due to the production
of X, mesons [15-166], which decay radiatively to a J/{p meson. Measurements at the Tevatron
[15-167],[15-168] have shown that the prediction of the colour-singlet model underestimates the
data. This model uses perturbative QCD for the production of a colour-singlet state for the cc
pair, which then can hadronise in a non-perturbative way to a charmonium state.

The discrepancy of the Tevatron data from this prediction led to a modified approach [15-55];
firstly all diagrams of perturbative QCD leading to a cc state are taken into account, whether or
not the state forms a colour-singlet. Next the transformation of this state into a colour-singlet
state is performed, assuming non-perturbative processes [15-169] (e.g. the colour-octet state is
changed into a singlet state by emission of a very soft gluon). This leads to an expected similari-
ty in the shape of the p; distribution for different charmonium states, which is supported by the
data. These models were then tuned to the data obtained at the Tevatron and subsequently used
to extrapolate to LHC energies. This assumes that the non-perturbative contributions are uni-
versal.

Figure 15-56 shows the cross-section for direct J/y production (times the branching ratio for the
decay to muons) [15-170] as a function of p;. The calculation uses the CTEQ2L distribution and
acuton Jy] <2.5. The cross-section is decomposed into the contributions from the colour-sin-
glet part and two colour-octet parts, which appear in the expansion as a function of the relative
velocity of the two quarks: the 15,8) +' 3p (8 part and the 35,® part. These in total three parts
can be determined from the Tevatron data and are then used to make the predictions shown
above.

15.8.2.2 Prompt Y(2S) production

In Figure 15-57 the cross-section for direct |’ production [15-170] is shown, as a function of the
p7 of the ¢’ meson. The rapidity acceptance for the mesons is restricted to |y] <2.5 and the
CTEQZ2L distribution has been used. For comparison, the cross-section for J/ production is also
shown. Both give a similar shape and differ by about a factor of ten in absolute value.
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Figure 15-56 The cross-section for direct JAp produc-
tion (with the decay to two muons) at the LHC a func-
tion of the JAD transverse momentum (from [15-170]).
Shown are the total cross-section (solid), the colour-
singlet contribution (dotted) and two colour-octet con-
tributions (dashed for the 1S,(8) ‘+" 3P (8) contribution
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Figure 15-57 The cross-section for direct ' produc-
tion (with the decay to two muons, the dash-dotted
line) at the LHC as a function of the (' transverse
momentum (from [15-170]). Also shown is the corre-
sponding cross-section for JAJ production (the solid
line) as a function of the JAp transverse momentum.

and dot-dashed for the one of 35,®)).

15.8.2.3 Production of J/  with a photon or a massive vector boson

The associated production of a J/yy meson at the LHC, together with a photon, should not be
dominated by fragmentation contributions up to py values of 50 GeV [15-171]. This should be
due to the fact that qq initial states are suppressed at the LHC. The more abundant gg initial
states do not contribute to this process at leading order, higher order corrections are expected to
be negligible. The expected differential cross-section (with the restriction Jy| < 2.5) ranges from
about 0.1 pb/GeV for pr =20 GeV to 0.5 nb/GeV at 100 GeV transverse momentum. A further
possibility is the associated study of the production of J/{y mesons with a W or Z boson, as dis-
cussed in [15-172], which can be used to cross-check the predictions of the colour octet model.

15.8.2.4 Open cc production

As discussed in [15-55], the production of open charm (i.e. the production of DD pairs) is ex-
pected to show a similar kinematical dependence on xg as the production of J/{y mesons. This
can be used as a further constraint to verify predictions of different models. The experimental
challenge is the selection of a sample of open charm production. When the D meson decays are
reconstructed via tand K final states, there is no trigger available to select these. One possibility
would be to use a sample of minimum-bias events (selected either by a trigger on random
bunch crossings or by a trigger using information from dedicated detectors in the forward re-
gion, as mentioned in Section 15.3.2) where cc should contribute to a sizeable fraction of the to-
tal cross-section. To enrich this sample of events, it could be helpful to do a reconstruction of
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charged tracks in the Inner Detector at the higher trigger levels and to pre-select D meson decay
candidates. Further studies have to be performed in order to quantify the possible reach of such
a selection.

15.8.3 Bottom production

15.8.3.1 Prompt Y production

The production of bottomonium states should proceed either directly or via the decay of higher
mass bb states. It exhibits similar discrepancies with respect to the predictions of the colour-sin-
glet model. The cross-sections measured at the Tevatron for the production of the Y(1S), Y(2S)
and Y(3S) states [15-173] are larger then the predicted ones, with the discrepancy factor depend-
ing on the transverse momentum of the Y resonance and increasing with increasing p (exceed-
ing a factor of ten in the case of the Y(1S)). An advantage of using Y production, with respect to
the production of charmonium states, is the possibility to reach smaller transverse momenta in
case of the Y, due to experimental selection requirements.

The associated production of an Y meson together with a W or Z boson has been proposed [15-
174] as a possible check for different model predictions. The dominant contribution to this proc-
ess is expected from the production of a bb colour-octet state, which then binds to a P-wave
state, that subsequently decays to an Y. The expected cross-section amounts to 44 fb for Y + W
and 7 fb for Y + Z production. This channel could also be used to search for heavy particles, de-
caying into a W or Z boson together with a bb pair.

15.8.3.2 Beauty production features

ATLAS will observe B-hadrons produced in proton-proton collisions at ./s = 14TeV in the cen-
tral rapidity region, |n| <2.5. The lower limit for the B-hadron transverse momentum p4(B) is
set by the trigger requiring a muon with pr(u) > 6 GeV. This corresponds to approximately
p(B) > 10 GeV. The specific property of this kinematical region is that beauty production
should be governed mostly by perturbative QCD. Contributions from non-perturbative diffrac-
tive processes are expected to be small, and the interaction between the reaction products and
the beam remnants is negligible.

The observed particle spectra represent a composite effect of three factors: the parton densities,
the hard partonic subprocess and the hadronisation or fragmentation. The quark distribution
functions are measured precisely in deep-inelastic scattering (see Section 15.2) over a range in X
from 10-1 to 10-5, which fully includes the range 104 < x < 101 accessible in B production at AT-
LAS. The fragmentation functions are clearly determined at LEP in e*e-annihilation. In the cases
when the hard QCD dynamics is well understood, LHC gives access to direct measurements of
gluon densities by means of the dominant gluon-gluon fusion process.

The present experimental results at Fermilab [15-175][15-176] indicate that the theory of beauty
production is still not complete, suggesting important contributions from higher-order correc-
tions beyond the LO and NLO calculations [15-164][15-177]. At the phenomenological level, the
higher-order QCD contributions are interpreted in terms of additional production mechanisms,
such as the Flavour Excitation and Parton Showering [15-14]. Methods of experimental separa-
tion of different production mechanisms based on the observation of specific phase space re-
gions are discussed in the next sections.
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15.8.3.3 Single b differential cross-section

The inclusive single b quark (or B-hadron) distributions together with the total visible produc-
tion cross-section provide the simplest test of theoretical consistency. Typically the shape of the
differential cross-section d2c/dpydn shows only little sensitivity to the details of the production
mechanism. The difference between models is mainly in the overall cross-section normalisation
and usually does not exceed the inherent theoretical uncertainties. In this sense, the single b dis-
tributions can not be easily used to discriminate between different theories, unless a significant
discrepancy is observed.
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Figure 15-58 Number of reconstructed inclusive and
exclusive B-hadron decays to JAY(UW) for 30 fb-L, as a
function of the minimum transverse momentum of the
B-hadron. The solid line corresponds to inclusive
events (bb - JAp X with JAp - pu). The sum of the
following exclusive channels is shown as the dashed
line: By - JAp KO(Tm), By - JAp KO*(K*TT),
BY - JA K*, B, » JAp @(KK) and A, — JAP AO(pr),

Figure 15-59 Azimuthal pu correlations at the LHC
(from [15-179]). Shown are the different mechanisms
contributing in PYTHIA to the A(p“u spectrum: flavour
excitation gb —» gb (dash-dotted curve), gluon—gluon
fusion gg - bb (dotted curve), gluon—gluon scatter-
ing followed by gluon splitting gg — ggwith g — bb
(dashed curve) and the sum of all contributions (solid
curve).

always with JAU - pp.

Due to a large beauty production cross-section and a selective trigger, ATLAS can reconstruct
large samples of exclusive B-hadron decays. Statistically dominant, with the trigger criteria that
have been considered so far, are the exclusive channels with J/¢ - pp (Figure 15-58), which will
allow measurements up to p; ~ 100 GeV with negligible statistical errors (about 2000 events
with p; > 100 GeV). The region of higher p; can be covered by inclusive J/{) — py measure-
ments. It has been shown that a J/ vertex cut will remove the direct J/{y contribution. A compar-
ison with exclusive decays can be used for calibration.

Using bb - JP(uu) X events (where the b quark was required to have a transverse momentum
larger than 40 GeV), which were passed to a full detector simulation, the efficiency for the re-
construction of muons using the combined information from the muon chambers, the Inner De-
tector and the calorimeters was studied (for more details on the combined reconstruction
procedure see Section 8.1). As seen in Figure 15-60, the muons from the J/{ decay can be identi-
fied with high efficiency, despite the large transverse momentum of the b jet. For a transverse
momentum of the muon larger than 10 GeV the efficiency reaches a value of about 85%. In
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Figure 15-60 Reconstruction efficiency for muons Figure 15-61 Mass resolution for muon pairs from
from bb - JAP(uY) X events (with a minimal trans- bb — JAP(up) X events (with a minimum transverse
verse momentum of the b quark of 40 GeV) as a func- momentum of the b quark of 40 GeV). Shown is the
tion of the minimum muon transverse momentum py.  distribution of the invariant mass m of the muon pair.

Figure 15-61 the resolution in the invariant mass of the muon pair is shown, from a fit of a Gaus-
sian a resolution of 39 MeV is obtained. The resolution does not degrade in comparison with the
case when the J/ is reconstructed from the tracks of the Inner Detector (using information from
the event simulation for the identification of the muons, as discussed in Section 6.6.1 of [15-
178]). The probability to lose an event due to the matching of a muon (from the muon system) to
a wrong track in the Inner Detector is only about 10%, leading to events where the invariant
mass of the muon pair is outside a 3c window around the nominal J/y mass. This is the result of
a first study, where further improvements, especially on the loss of events, are expected.

The lower py limit on channels with J/ — pp comes from the muon trigger and muon identifi-
cation performance. There are exclusive channels with electrons and hadrons reconstructed
with pt < 10 GeV, but they are biased by a LVL1 p cut on the muon coming from the associated
B hadron. These events can be used for b-b correlation measurements, as discussed below.

15.8.3.4 b - b correlations

The correlations between the b and b quarks are usually presented in terms of the azimuthal an-
gular difference_A(p. In Figure 15-59 the expected azimuthal correlation Ag,, between the muons
from the b and b decay is shown, which can be used to get information about the correlation be-
tween the b and b. The domain of back-to-back kinematics, A(ptJIJ ~ 11, is mostly populated by the
LO QCD contribution. On the contrary, the effects of higher orders are most pronounced in the
deviations from this back-to-back configuration. The region of Ad)uu ~ Ois free of the LO contri-
bution, and so is only sensitive to the NLO contributions.

b-b correlations can be measured by full reconstruction of one of the associated B hadrons and
by the inclusive reconstruction (lepton) of the other B hadron (see Section 17.1.1). After the ex-
clusive reconstruction of a B hadron, no isolation cuts are needed to separate an accompanying
lepton. This type of event gives a possibility to detect b and b quarks produced close to each oth-
er. There will be approximately 5 x 10° events of this type after three years, however, they are
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mostly concentrated at A¢ ~ 11, with only a minor part contributing to the region of interest
Ad ~ 0. Besides that, the angular correlations should be studied for different transverse momen-
ta of b and b quarks. All this requires high statistics, which can be obtained by an inclusive re-
construction of J/y from B hadrons and a lepton from the semileptonic decays of the associated
anti-B hadrons. The argument for not requiring the lepton to be isolated from J/y is still valid.
The expected number of events as listed in Table 15-1 is of the order of 6 x 10°. The exclusive
decays can be used for calibration. For large transverse momenta the statistics can be extended
by using inclusive events with two muons of opposite charge coming from semileptonic decays
of two B hadrons. The selection of these events at the trigger is under study; as discussed in
Section 11.6 the second level trigger is capable to accept the expected rate of two muon events.
Requiring for the second muon a threshold of p(u) > 5 GeV will give in 3 years of the order of
109 events (after the second level trigger) with two muons from bb events (including the contri-
bution from minimum bias events). More studies are needed to assess the final contribution
from cc production and from 17K decays.

Table 15-1 Expected number of inclusive bb — J/ (X events (where the JAp decays to leptons) reconstructed
after 3 years. These events will be used for b - b correlations studies. For each inclusive channel the number of
exclusive events with the same lepton content is given. Here ‘had’ denotes any of K0, K0% K*, A0 or @ and ‘B’
stands for either BO, B*, Bgor A,

Number of events for Exclusive channels Number of events in
inclusive with the same lepton reconstructed exclusive
Inclusive decay channel  reconstruction content channels
bb- p J/W(up) X 2.8x 10 bB - p J/W(up) had 2.1x 10
bb- e J/y(up) X  3.6% 10 bB - e J/W(up) had 2.1x 10
bb-p J/yued X  0.6x 10 bB - p J/W(ed had 09x 10

15.8.3.5 Production asymmetry

The B-hadron production asymmetry is defined as the difference of the probabilities of B and B
hadron production in pp collisions. From the theoretical point of view, the asymmetry can pro-
vide information on the effects of soft dynamics during the fragmentation (i.e. the soft interac-
tions between the produced b quark and the remnants of the disrupted proton). However, the
relevant physical effects are expected [15-14],[15-180],[15-181] to be unimportant [15-182],[15-
183] in the central rapidity region covered by ATLAS.

A production asymmetry always occurs at the presence of a CP-violation asymmetry originat-
ing from the B-hadron decays (see Section 17). In some cases these two effects are expected to be
of the same order, for instance in the channels BO - J/Q(up) KO, B* - J(up) K* and
Ny — IP(up) AO. These channels are expected to have small CP violation (< 1%) due to interfer-
ence between the lowest and higher-order decay amplitudes. A method of separation of these
two effects is considered, which is based on the fact that the production asymmetry varies with
transverse momentum and the rapidity of produced b quark, while the decay process should re-
main the same.

However, measurements of such small effects will require very good understanding of the pos-
sible detection asymmetries. For the selected channels the LVL1 trigger asymmetries due to
muon charge are not relevant, as a muon comes from the decay of the J/{. In the Inner Detector
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the asymmetry may come from differences in hadron reconstruction with opposite charges, e.g.
due to strong interaction cross-sections. More details on systematic uncertainties can be found
in Chapter 17.

15.8.3.6 Production polarisation

The polarisation phenomenon is closely related to the production mechanism and, probably, in-
cludes an interplay between ‘hard’ and ‘soft’ interactions. This topic is addressed in
Section 17.5.

15.8.3.7 Double beauty production

The production of two heavy-quark pairs is a fourth-order QCD process, and so provides a sen-
sitive test of perturbative QCD. The full fixed-order O(a¢?) calculation [15-184] for p p collisions
at the LHC gives a cross-section of about 440 nb which contrasts with a value of 3800 nb predict-
ed by PYTHIA. This difference maybe due to an underestimation of higher order effects in the
fixed order QCD calculation, together with an overestimation of these by PYTHIA.

Even the larger (PYTHIA) cross-section prediction is, however, too small to allow the double
beauty production detection and its separation from the background processes. For the B phys-
ics studies requiring tagging of B flavour it was shown [15-184] that the probability of a wrong
tag due to double b production will be negligible: 10-4 - 10-3, as also discussed in more detail in
Section 17.2.2.4.

15.8.4 Top production

15.8.4.1 Total cross-section

Within perturbative QCD, higher order corrections to the total cross-section for top pair produc-
tion are under control and the scale uncertainty for a NLO calculation is of the order of 10% at
Tevatron energies and similar for the LHC. When taking into account a resummation of soft
gluon effects [15-185], the uncertainty is decreased to about 5% for LHC energies. The inclusion
of the soft gluon resummation leads to an increase of the cross-section for a large scale and even
to a decrease at a small scale, thus reducing the scale dependence. The total cross-section for tt
production (assuming a top quark mass of 175 GeV and using the MRSR2 parton distribution
set [15-141]) is 803 pb at NLO and 833 pb for NLO including the NLL resummation [15-185]. In
Figure 15-62 the dependence of the total tt cross-section on the top mass, Mygp: IS shown for the
NLO calculation including the NLL resummation. In addition, the predictions of the NLO+NLL
as well as the one of the NLO calculation alone are shown, for setting the scale p to the values
M =2l and W = pp/2 (where pg = mtop). As mentioned above, the sizeable scale dependence at
NLO is reduced when the NLL resummation is included.

An uncertainty of similar size (to the one of the scale uncertainty) arises due to the choice of the
parton distribution function. The precision on the measurement of the total cross-section is ex-
pected to be dominated by the knowledge of the absolute scale of the luminosity. More details
on the experimental selection and the study of systematic uncertainties can be found in
Section 18.1.4.1. An error of 5% on the total tt cross-section corresponds (when the validity of
the NLO+NLL calculation is assumed) to an error of 1% on the top mass.
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Figure 15-62 Total cross-section for top pair produc-
tion as a function of the top mass, my,, The solid line
shows the cross-section at NLO, including the resum-
mation of soft gluon contributions (NLL), based on [15-
185]. The dashed (dotted) line indicates the scale
uncertainty for the NLO+NLL (NLO only) calculation.

15.8.4.2 Inclusive pq distribution of the tt pair
The measurement of the p; of the top quark
for the top pair production is important for the
understanding of the top production efficien-
cies needed for a precise cross-section meas-
urement. In contrast to the measurement of
the inclusive py distribution for b quark pro-
duction (which can be done using the inclu-
sive measurement of the transverse
momentum of muons), this measurement will
start from a reconstructed top quark decay,
where details on the cuts for the selection of
top quarks are given in Section 18.1.2.

In Figure 15-63 the integrated cross-section for
tt production is shown as a function of the
minimal transverse momentum of the tt pair.
The NLO calculation [15-177] (using the MRST
parton distribution set) is shown for a value of
the scale p being equal to p, where L is given
by Uy~ = My, + Py op - The scale uncertainty
is obtained by choosing the settings p =2,
and p =y, / 2 for the scale p.

Figure 15-63 Cross-section for top pair production as
a function of the minimum transverse momentum of
the top pair from a NLO calculation (solid line). The
dashed and the dotted lines indicate the scale uncer-
tainty of the NLO calculation [15-177], using the
MRST pdf.

T do/dt [Jb]

Figure 15-64 Differential cross-section for tt produc-
tion as a function of the normalised centre-of-mass
energyﬁ (where T = &/s) of the partonic initial
state for the three different parton-parton initial states
(from [15-163], using the MRST pdf).
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15.8.4.3 ft mass distribution

A clarification of possible deviations in the production cross-section regarding new physics
needs to study kinematical distributions, like the invariant mass of the tt pair. Deviations from
the QCD expectation (like new s-channel resonances) should give characteristic signatures in
the invariant mass distribution. Furthermore the extraction of Higgs decay into tt (at low tanp)
requires a precise knowledge of the invariant mass distribution. More details can be found in
Section 18.1.4.

The precise measurement of the production of top quark pairs can be used to put constraints on
the gluon density. Figure 15-64 shows the differential cross-section for top pair production at
the LHC as a function of the normalised hard process centre-of-mass energy T = /X, X, . For
value of ./t <0.1 the cross-section is dominated by the gluon-gluon initial state, for larger val-
ues of ./t the quark-gluon initial state starts to dominate.

15.9 Conclusion

The overview presented in this section illustrates the variety of QCD related processes that can
be studied using the ATLAS detector. These measurements are of importance as a study of QCD
at the LHC, accessing a new kinematic regime at the highest energy accessible in the laboratory.
On the other hand, a precise knowledge and understanding of QCD processes is important for
the studies of the Higgs boson(s) and searches for new physics beyond the Standard Model,
where QCD represents a large part of the background.

The study of diffractive processes, which allows to access the hard and soft regime of QCD at
the same time, presents a significant experimental challenge in the LHC environment and given
the limited angular acceptance of the ATLAS detector. More detailed studies are needed to
quantify and prove the ideas sketched in this section and to validate the design of the additional
detectors envisaged.

At the present stage of these studies of QCD related processes, the possible constraints on par-
ton density functions are difficult to quantify. Given more precise information about the actual
measurement range possible and the achievable accuracy (obtained from detailed simulation of
the detector response), it will be necessary to perform ‘global fits’ to determine the impact of the
LHC measurements. As a further study one should investigate the amount of information on
the parton distributions, that can be deduced from the LHC data alone.

Candidate signatures to provide constraints on the quark and anti-quark distributions are the
production of W and Z bosons via the Drell-Yan process as well as lepton pair production in
general. On the other hand, the production of direct photons, of jets and of top quarks can be
used to get information on the gluon distribution.

The LHC will extend the kinematic range to larger values of Q2, the hard scale of the partonic
process, reaching scales of the order of TeV2. The fraction of the proton momentum attributed to
a parton will allow access to values below 10-5, while keeping the scale above 100 GeV?, in con-
trast to HERA measurements, where these small momentum fractions are only reached for hard
scales close to or even below 1 GeV?2.
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16 Physics of electroweak gauge bosons

Gauge bosons and gauge-boson pairs will be abundantly produced at the LHC. The large statis-
tics and the high centre-of-mass energy will allow several precision measurements to be per-
formed, which should improve significantly the precision achieved at present machines. Two
examples of such measurements are discussed in this Chapter: the measurement of the W mass,
which will benefit mainly from the large statistics, and the measurement of Triple Gauge Cou-
plings (TGCs), which will benefit from both the large statistics and the high centre-of-mass en-

ergy.

In addition, measurements related to inclusive gauge boson production, gauge-boson pair pro-
duction and gauge boson plus jet(s) production will be important to understand the underlying
physics and measure the background for new particle searches. These issues are discussed in
Section 15.7. Finally, Z production will be one of the main tools for the in situ calibration of the
detector mass scale (Chapter 12).

16.1 Measurement of the W mass

At the time of the LHC start-up, the W mass will be known with a precision of about 30 MeV
from measurements at LEP2 [16-1] and Tevatron [16-2]. The motivation to improve on such a
precision is discussed briefly below. The W mass, which is one of the fundamental parameters
of the Standard Model, is related to other parameters of the theory, i.e. the QED fine structure
constant a, the Fermi constant G and the Weinberg angle sind,, , through the relation

my = O ] 1
6e /2 sing,, /1-BR

where AR accounts for the radiative corrections which amount to about 4%. The radiative cor-
rections depend on the top mass as ~mtop2 and on the Higgs mass as ~log my. Therefore, precise
measurements of both the W mass and the top mass allow constraining the mass of the Stand-
ard Model Higgs boson or of the h boson of the MSSM. This constraint is relatively weak be-
cause of the logarithmic dependence of the radiative corrections on the Higgs mass.

Equivalent errors in the above relation arising from the uncertainties in the top mass and in the
W mass imply that the precision on the top mass and on the W mass should be related by the ex-
pression

Amy,=0.7x 10°Amyg

Since the top mass will be measured with an accuracy of about 2 GeV at the LHC (see
Chapter 18), the W mass should be known with a precision of 15 MeV or better, so that it does
not become the dominant error in the Higgs mass estimation. Such a precision is beyond the
sensitivity of Tevatron and LEP2.

A study was performed to assess whether ATLAS will be able to measure the W mass to better
than 20 MeV [16-3]. This measurement, which will be performed in the initial phase at low lu-
minosity as the top mass measurement, would constrain the mass of the Higgs boson to better
than 30%. When and if the Higgs boson will be found, such constraints would provide an im-
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portant consistency check of the theory, and in particular of its scalar sector. Disentangling be-
tween the Standard Model and the MSSM might be possible, since the radiative corrections to
the W mass are expected to be a few percent larger in the latter case.

The measurement of the W mass at hadron colliders is sensitive to many subtle effects which are
difficult to predict before the experiment starts. However, based on the present knowledge of
the ATLAS detector performance and on the experience from the Tevatron, it should be possible
to make a reasonable estimate of the total uncertainty and of the main contributions to be ex-
pected. In turn, this will lead to requirements for the detector performance and theoretical in-
puts which are needed to achieve the desired precision. This is the aim of the study which is
described in the next Sections.

16.1.1 The method

The measurement of the W mass at hadron colliders is performed in the leptonic channels. Since
the longitudinal momentum of the neutrino cannot be measured, the transverse mass m{W is
used. This is calculated using the transverse momenta of the neutrino and of the charged lep-
ton, ignoring the longitudinal momenta:

m\pl = JZp'Tp¥(1—cosA(p) 16-1

where | =, p. The lepton transverse momentum py! is measured, whereas the transverse mo-
mentum of the neutrino p;V is obtained from the transverse momentum of the lepton and the
momentum U of the system recoiling against the W in the transverse plane (hereafter called ‘the
recoil’):

Py = —|pr+

The distribution of m:W, and in particular the
trailing edge of the spectrum, is sensitive to
the W mass. Therefore, by fitting the experi-
mental distribution of the transverse mass
with Monte Carlo samples generated with dif- i
ferent values of my,, it is possible to obtain the 25000 [
mass which best fits the data. The trailing edge L
is smeared by several effects, such as the W in- 20000
trinsic width and the detector resolution. This
is illustrated in Figure 16-1, which shows the 7
distribution of the W transverse mass as ob- 10000 [
tained at particle level (no detector resolution) r
and by including the energy and momentum 5000 -
resolution as implemented in ATLFAST. The . :‘ ‘ T L
smearing due to the finite resolution reduces 20 40 S mzso(GevW;O
the sharpness of the end-point and therefore

the sensitivity to myy,.

35000 |-

Events/1 GeV

30000 - particle level

/

15000 [

detector smearing
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Figure 16-1 Distribution of the W transverse mass as
obtained at particle level and by including the

When running at high luminosity, the pile-up ~€XPected ATLAS detector resolution.

will smear significantly the transverse mass
distribution, therefore the use of the transverse-mass method will probably be limited to the in-
itial phase at low luminosity. Alternative methods are mentioned in Section 16.1.4.
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16.1.2 W production and selection

At the LHC, the cross-section for the process pp —» W+X with W - Iv and I =e, p is 30 nb.
Therefore, about 300 million events are expected to be produced in one year of data taking at
low luminosity. Such a cross-section is a factor of ten larger than at the Tevatron (./s= 1.8 TeV).

To extract a clean W signal, one should require:

An isolated charged lepton (e or p) with p; > 25 GeV inside the region devoted to preci-
sion physics [n]<2.4.

Missing transverse energy E;Miss > 25 GeV.

No jets in the event with p > 30 GeV.
The recoil should satisfy Ju]< 20 GeV.

The last two cuts are applied to reject W’s produced with high py, since for large p;W the trans-
verse mass resolution deteriorates and the QCD background increases. The acceptance of the
above cuts is about 25%. By assuming a lepton reconstruction efficiency of 90% and an identifi-
cation efficiency of 80%, a total selection efficiency of about 20% should be achieved. Therefore,
after all cuts about 60 million W’s are expected in one year of data taking at low luminosity
(10 fb'1), which is a factor of about 50 larger than the statistics expected from the Tevatron
Run 2.

16.1.3 Expected uncertainties

Due to the large expected event sample, the statistical uncertainty on the W mass should be
smaller than 2 MeV for an integrated luminosity of 10 fb-1.

Since the W mass is obtained by fitting the experimental distribution of the transverse mass
with Monte Carlo samples, the systematic uncertainty will come mainly from the Monte Carlo
modelling of the data, i.e. the physics and the detector performance. Uncertainties related to the
physics include the knowledge of: the W p; spectrum and angular distribution, the parton dis-
tribution functions, the W width, the radiative decays and the background. Uncertainties relat-
ed to the detector include the knowledge of: the lepton energy and momentum scale, the energy
and momentum resolution, the detector response to the recoil and the effect of the lepton identi-
fication cuts. At the LHC, as now at the Tevatron, most of these uncertainties will be constrained
in situ by using data samples such as Z - |l decays. The latter will be used to determine the lep-
ton energy scale, to measure the detector resolution, to model the detector response to the W re-
coil and the py spectrum of the W, etc.

The advantages of ATLAS with respect to the Tevatron experiments are:
= The large number of W events mentioned above.

= The large size of the ‘control samples’. About six million Z - |l decays, where | =¢, |, are
expected in one year of data taking at low luminosity after all selection cuts. This is a fac-
tor of about 50 larger than the event sample from the Tevatron Run 2.

= ATLAS is more powerful than CDF and DO are, in terms of energy resolution, particle
identification capability, geometrical acceptance and granularity. Maybe more important
for this measurement is the fact that ATLAS will benefit, when data taking will start, from
extensive and detailed simulation and test-beam studies of the detector performance.
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Nevertheless, ATLAS is a complex detector, which will require a great deal of study before its
behaviour is well understood [16-4].

To evaluate the expected systematic uncertainty on the W mass, W - Iv decays were generated
with PYTHIA and processed with ATLFAST. After applying the selection cuts discussed above,
a transverse mass spectrum was produced for a reference mass value (80.300 GeV). All sources
of systematic uncertainty affecting the measurement of the W mass from CDF Run 1A [16-5]
were then considered (recent CDF and DO results based on the full Run 1 statistics can be found
in [16-6]). Their magnitude was evaluated in most cases by extrapolating from the Tevatron re-
sults, on the basis of the expected ATLAS detector performance. The resulting error on the W
mass was determined by generating new W samples, each one including one source of uncer-
tainty, and by comparing the resulting transverse mass distributions with the one obtained for
the reference mass. A Kolmogorov test [16-7] was used to evaluate the compatibility between
distributions.

Since the goal is a total error of ~20 MeV, the individual contributions should be much smaller
than 10 MeV. A large number of events was needed to achieve such a sensitivity. With three mil-
lion events after all cuts, corresponding to twelve million events at the generation level, a sensi-
tivity at the level of 8 MeV was obtained.

The main sources of uncertainty and their impact on the W mass measurement are discussed
one by one in the next Sections. The total error and some concluding remarks are presented in
Section 16.1.4.

16.1.3.1 Lepton energy and momentum scale

This is the dominant source of uncertainty on the measurement of the W mass from Tevatron
Run 1, where the absolute lepton scale is known with a precision of about 0.1% [16-5][16-8].
Most likely, this will be the dominant error also at the LHC. Indeed, in order to measure the W
mass with a precision of 20 MeV or better, the lepton scale has to be known to 0.02%. The latter
is the most stringent requirement on the energy and momentum scale from LHC physics. It
should be noted that a precision of 0.04% must be achieved by the Tevatron experiments in
Run 2, in order to measure the W mass to 40 MeV [16-2].

The lepton energy and momentum scale will be calibrated in situ at the LHC by using physics
samples, which will complement the information coming from the hardware calibration and the
test-beam measurements. The methods and preliminary results from full-simulation studies are
discussed in Chapter 12. The muon scale will be calibrated by using mainly Z — pu events, and
the EM Calorimeter scale will be calibrated by using mainly Z — ee events or E/p measurements
for isolated electrons. The main advantage of the LHC compared to the Tevatron is the above-
mentioned large sample of Z - |l decays. The Z boson is close in mass to the W boson, therefore
the extrapolation error from the point where the scale is determined to the point where the
measurement is performed is small. In Run 1A, due to the small number of Z events, the central
tracker of CDF was calibrated by using J/yy » pp decays, whereas the calorimeter scale was
transferred from the tracker by using E/p measurements for isolated electrons [16-5]. The ex-
trapolation error from the J/{y mass to the W mass is one of the dominant sources of uncertainty
in the CDF measurement of the W mass from Run 1A. For Run 1B [16-6], /U —» ppand Y - pu
decays were used as cross-checks, but Z — pp was used as the reference mass to determine the
momentum scale, thanks to the larger statistics compared to Run 1A. For what concerns the en-
ergy scale, inconsistencies in the E/p scale determination have not been resolved, therefore the
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calorimeter scale is based solely on the Z — ee mass. In the absence of a magnetic field, DO can
only use Z - ee events to calibrate the EM Calorimeter [16-8]. The resulting uncertainty is dom-
inated by the limited statistics of the Z sample.

The error on the absolute lepton scale to be expected in ATLAS was evaluated by extrapolating
from the CDF uncertainties for Run 1A. It was found that, both for electrons and muons, an un-
certainty of 0.02% is difficult to achieve but not impossible. This has been confirmed by full-
simulation studies (Chapter 12). To reach such a precision, however, several experimental con-
straints, e.g. knowledge of the magnetic field to the 0.1% level 1 and of the Inner Detector mate-
rial to ~1%, should be satisfied. Indeed, only in an overconstrained situation will it be possible
to disentangle the various contributions to the detector response, and therefore to derive a relia-
ble systematic error.

16.1.3.2 Lepton energy and momentum resolution

To limit the uncertainty on the W mass from the lepton resolution to less than 10 MeV, the EM
Calorimeter energy resolution and the Inner Detector and Muon System momentum resolu-
tions have to be known with a precision of better than 1.5%.

The lepton energy and momentum resolution will be determined at the LHC by using informa-
tion from test-beam and from Monte Carlo simulations of the detector, as well as in situ meas-
urement of the Z width in Z - Il final states. These methods are used presently at the Tevatron.
As an example, the statistical error on the momentum resolution obtained by CDF in Run 1A is
10%, whereas the systematic error is only 1% and is dominated by the uncertainty on the radia-
tive decays of the Z [16-5]. Since the performance of the ATLAS Inner Detector in terms of mo-
mentum resolution is expected to be similar to that of CDF, and since the statistical error at the
LHC will be negligible, a total error of less than 1.5% should be achieved. There is even the pos-
sibility that this uncertainty decreases, if improved theoretical calculations of radiative Z decays
will become available.

16.1.3.3 W p; spectrum

The modelling of p;W in the Monte Carlo is affected by both theoretical and experimental uncer-
tainties. Theoretical uncertainties arise from the difficulty in predicting the non-perturbative re-
gime of soft-gluon emission, as well as from missing higher-order QCD corrections (see
Section 15.7.3). Experimental uncertainties are mainly related to the difficulty of simulating the
detector response to low-energy particles.

Therefore, the method used by CDF to obtain a reliable estimate of pW for Run 1A consisted of
measuring the p distribution of the Z boson from Z - Il events in the data, and using the p;Z
spectrum as an approximation for the p;W spectrum in the Monte Carlo, exploiting the fact that
both gauge bosons have similar p; distributions. The p;W distribution obtained in this way can
be further improved by requiring that the recoil distributions in the Monte Carlo and in the W
data agree [16-5]. The resulting error on the W mass from CDF Run 1A is about 45 MeV per
channel and is dominated by the limited statistics of the Z and W samples in the data [16-5]. For

1. In order to meet this requirement, one month during detector installation will be devoted to the meas-
urement of the magnetic field.
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Run 1B an improved method was adopted, which consisted of using the theoretical prediction
for the ratio p;W/p+Z (in this ratio several uncertainties cancel) to convert the measured pZ into

prWV.

At the LHC, the average transverse momentum of the W (Z) is 12 GeV (14 GeV), as given by PY-
THIA. Over the range p (W,Z) < 20 GeV, both gauge bosons have p; spectra which agree to
within £10%. By assuming a negligible statistical error on the knowledge of p<, which will be
measured with high-statistics data samples, and by using the p;Z spectrum instead of the p;W
distribution, an error on the W mass of about 10 MeV per channel was obtained without any
further tuning. Although the leading-order parton shower approach of PYTHIA is only an ap-
proximation to reality (see Section 15.7.3), this result is encouraging. Furthermore, improved
theoretical calculations for the ratio of the W and Z p; should become available at the time of the
LHC, so that the final uncertainty will most likely be smaller than 10 MeV.

16.1.3.4 Recoil modelling

The transverse momentum of the system recoiling against the W, together with the lepton trans-
verse momentum, is used to determine the p; of the neutrino (see Equation 16-1). The recoil is
mainly composed of soft hadrons from the underlying event, for which neither the physics nor
the detector response are known with enough accuracy. Therefore, in order to get a reliable re-
coil distribution in the Monte Carlo, information from data is used at the Tevatron, and will
most likely be used also at the LHC. More precisely, in each Monte Carlo event with a given
prW, the recoil is replaced by the recoil measured in the data for Z events characterised by a py of
the Z boson similar to the above-mentioned p;W. The resulting error on the W mass from CDF
Run 1A is 60 MeV per channel, and is dominated by the limited statistics of Z data. Results from
CDF and DO based on the full statistics of Run 1[16-6] show that this uncertainty scales with
JN, where N is the number of events. Extrapolating to the LHC data sample, an error of small-
er than 10 MeV per channel should be achieved. It should be noted that the recoil includes the
contribution of the pile-up expected at low luminosity (two minimum-bias events per bunch
crossing on average).

16.1.3.5 Wwidth

The intrinsic width of the W, which is known with a precision of 85 MeV from measurements at
the Tevatron, translated into an error of 20 MeV per channel on the W mass measurement from
CDF Run 1A [16-5].

At hadron colliders, the W width can be obtained from the measurement of R, the ratio between
the rate of leptonically decaying W’s and leptonically decaying Z’s:

R = w BR(W- V)

o, BR(Z- )

where the Z branching ratio (BR) is obtained from LEP measurements, and the ratio between
the W and the Z cross-sections is obtained from theory. By measuring R, the leptonic branching
ratio of the W can be extracted from the above formula, and therefore I'y,, can be deduced as-
suming Standard Model couplings for the W. The precision achievable with this method is lim-
ited by the theoretical knowledge of the ratio of the W to the Z cross-sections. Another method
consists of fitting the high-mass tails of the transverse mass distribution, which are sensitive to
the W width.
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At the Tevatron Run 2 the W width should be measured with a precision of 30 MeV by using
both the above-mentioned methods [16-2], which translates into an error of 7 MeV per channel
on the W mass. This is however a conservative estimate for the LHC, since one could also use
the W width as predicted by the Standard Model, as it has been done by CDF for Run 1B. Fur-
thermore, the W width should be measured at the LHC with high precision by using the high-
mass tails of the transverse mass distribution, as mentioned above.

16.1.3.6 Radiative decays

Radiative W - vy decays produce a shift in the reconstructed transverse mass, which must be
precisely modelled in the Monte Carlo. Uncertainties arise from missing higher-order correc-
tions, which translated into an error of 20 MeV on the W mass as measured by CDF in Run 1A.
Improved theoretical calculations have become available since then [16-9]. Furthermore, the ex-
cellent granularity of the ATLAS EM Calorimeter, and the large statistics of radiative Z decays
(Section 12.3.2), should provide useful additional information. Therefore, a W mass error of
10 MeV per channel was assumed in this study.

16.1.3.7 Background

Backgrounds distort the W transverse mass distribution, contributing mainly to the low-mass
region. Therefore, uncertainties on the knowledge of the background rate and shape translate
into an error on the W mass. This error is at the level of 10 MeV (25 MeV) in the electron (muon)
channel for the measurement performed by CDF in Run 1A, where the background was known
with a precision of about 15% [16-5].

A study was made of the main backgrounds to W — Iv final states to be expected in ATLAS. The
contribution from W - 1v decays should be of order 1.3% in both, the electron and the muon
channel. The background from Z - ee decays to the W — ev channel is expected to be negligible,
whereas the contribution of Z - pp decays to the W - pv channel could amount to 4%. The dif-
ference between these two channels is due to the fact that the Calorimetry coverage extends up
to In|~ 5, whereas the coverage of the Muon System is limited to |n]< 2.7. Therefore, muons
from Z decays which are produced with |n|] > 2.7 escape detection and thus give rise to a rela-
tively large missing transverse momentum. On the other hand, electrons from Z decays pro-
duced with |n| > 2.4 are not efficiently identified, because of the absence of tracking devices
and of fine-grained Calorimetry, however their energy can be measured up to |n|] ~ 5. There-
fore these events do not pass the E{Miss cut described in Section 16.1.2. Finally, tt production
and QCD processes are expected to give negligible contributions.

In order to limit the error on the W mass to less than 10 MeV, the background to the electron
channel should be known with a precision of 30%, which is easily achievable, and the back-
ground to the muon channel should be known with a precision of 7%. The latter could be moni-
tored by using Z - ee decays.

16.1.4 Results

The expected contributions to the uncertainty on the W mass measurement, of which some are
discussed in the previous Sections, are presented in Table 16-1. With an integrated luminosity of
10 fb-1, and by considering only one lepton species (e or L), the total uncertainty should be about
25 MeV. By combining both lepton channels, which should also provide useful cross-checks
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since some of the systematic uncertainties are different for the electron and the muon sample, an
error of about 20 MeV should be achieved by ATLAS alone. This error should decrease to about
15 MeV by combining ATLAS and CMS together. Such a precision would allow the LHC to
compete with the expected precision at a Next Linear Collider [16-10].

The most serious challenge in this measurement is the determination of the lepton absolute en-
ergy and momentum scale to 0.02%. All other uncertainties are expected to be of the order of (or
smaller than) 10 MeV. Preliminary results from CDF including the full statistics from Run 1 [16-
6] indicate that many of the errors in the second column of Table 16-1 have indeed approached
the ATLAS expected uncertainties given in the third column. For instance, the present CDF er-
ror coming from uncertainties in the parton distribution functions is only 15 MeV.

To achieve such a goal, improved theoretical calculations of radiative decays, of the W and Z py
spectra, and of higher-order QCD corrections will be needed.

The results presented here have to be considered as preliminary and far from being complete. It
may be possible that, by applying stronger selection cuts, for instance on the maximum trans-
verse momentum of the W, the systematic uncertainties may be reduced further. Moreover, two
alternative methods to measure the W mass can be envisaged. The first one uses the py distribu-
tion of the charged lepton in the final state. Such a distribution features a Jacobian peak at

Table 16-1 Expected contributions to the uncertainty on the W mass measurement in ATLAS for each lepton
family and for an integrated luminosity of 10 fb-1 (third column). The corresponding uncertainties of the CDF
measurement in the electron channel, as obtained in Run 1A [16-5], are also shown for comparison (second col-
umn).

Source Amy,, (CDF) Amy, (ATLAS)
Statistics 145 MeV <2 MeV
E-p scale 120 MeV 15 MeV
Energy resolution 80 MeV 5 MeV
Lepton identification 25 MeV 5 MeV
Recoil model 60 MeV 5 MeV

W width 20 MeV 7 MeV
Parton distribution 50 MeV 10 MeV
functions

Radiative decays 20 MeV <10 MeV
W 45 MeV 5 MeV
Background 10 MeV 5 MeV
TOTAL 230 MeV 25 MeV

pr! ~ my,/2 and has the advantage of being affected very little by the pile-up, therefore it could
be used at high luminosity. However, the lepton momentum is very sensitive to the p; of the W
boson, whereas the transverse mass is not, and hence a precise theoretical knowledge of the W
pt spectrum would be needed to use this method. Another possibility is to use the ratio of the
transverse masses of the W and Z bosons [16-11]. The Z transverse mass can be reconstructed by
using the p; of one of the charged leptons, whilst the second lepton is treated like a neutrino
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whose py is measured by the first lepton and the recoil. By shifting the mZ distribution until it
fits the m{W distribution, it is possible to obtain a scaling factor between the W and the Z mass
and therefore the W mass. The advantage of this method is that common systematic uncertain-
ties cancel in the ratio. The main disadvantage is the loss of a factor of ten in statistics, since the
Z - Il sample is a factor of ten smaller than the W - Iv sample. Furthermore, differences in the
production mechanism between the W and the Z (p, angular distribution, etc.), and possible bi-
asses coming from the Z selection cuts, will give rise to a non-negligible systematic error.

The final measurement will require using all the methods discussed above, in order to cross-
check the systematic uncertainties and to achieve the highest precision.

16.2 Gauge-boson pair production

The principle of gauge invariance is used as the basis for the Standard Model. The non-Abelian
gauge-group structure of the theory of Electroweak Interactions predicts very specific couplings
between the Electroweak gauge bosons. Measurements of these Triple Gauge-boson Couplings
(TGC) and Quadruple Gauge-boson Couplings (QGC) of the W, Z and y gauge-bosons provide
powerful tests of the Standard Model.

Any theory predicting physics beyond the Standard Model, while maintaining the Standard
Model as a low-energy limit, may introduce deviations in the couplings. Precise measurements
of the couplings will not only be a stringent test of the Standard Model and the electro-weak
symmetry breaking, but also probe for new physics in the bosonic sector, and will provide com-
plementary information that given by direct searches for new physics. Radiative corrections
within the Standard Model also introduce small deviations in the values of the couplings from
those expected at lowest order. The deviations are typically of order of O(0.001); deviations due
to corrections from supersymmetric or technicolour theories are comparable to this [16-12]. Ex-
periments that can reach this sensitivity could provide powerful constraints on these models.

In the most general Lorentz invariant parametrisation, the three gauge-boson vertices, WWy
and WWZ, can be described by fourteen independent couplings [16-13], seven for each vertex.
The possible four quadruple gauge-boson vertices: WWW, ZyWW, ZZWW and WWWW require
36, 54, 81 and 81 couplings, respectively for a general description. However, on very general
theoretical grounds [16-14], it is not possible to introduce QGCs which would not affect the
TGCs. In view of this the study presented here concentrate on the TGCs.

Assuming electromagnetic gauge invariance, C- and P-conservation, the set of 14 couplings for
the three gauge-boson vertices is reduced to 5: 9,2, K, Kz, A, and A, [16-15], where their Stand-
ard Model values are equal to g,Z =K, =Kz = Land A, =, = 0 at tree level.

The TGCs related to the WWy vertex determine properties of the W, such as its magnetic dipole
moment py,, and electric quadrupole moment g,

e z
uW = ETT—'I—W(gl +Ky+)\y)

16 Physics of electroweak gauge bosons 553



ATLAS detector and physics performance Volume |l
Technical Design Report 25 May 1999

In the following the TGCs are denoted Ag, 4, Ak,, AKz, A, and Az, where the A denotes the devia-
tions of the respective quantity from its Standard Model value.

The values of the TGCs in the Standard Model are such that scattering processes involving
gauge bosons at high energy respect unitarity. Modification of the couplings leads to a potential
violation of unitarity since the effective parametrisation does not provide the cancellations at
very high energies occur in the Standard Model. To restore unitarity at high energies the TGCs
are modified by a dipole form factor with a scale A, such that TGC - TGC/(1+s/A2)2, where ./s
is the centre-of-mass energy of the hard scattering process. Unless otherwise stated, the scale, A,
is 10 TeV in the study presented here, corresponding to the point where the unitarity limit and
the experimental precision are comparable.

The current limits on the TGCs obtained from the combined Tevatron and LEP2 measurements
range from O(0.1) for AKyto 0(0.01) for )\y. Extrapolating to the year 2005 leads one to expect that
these limits will improve by a a factor 10.

The measurement of the TGCs presented here concentrates on fully leptonic final states of Wy
and WZ production. Backgrounds are expected to be higher in the WW channel and in final
states involving jets.

16.2.1 Wy Production

The characteristic features of leptonic final states of Wy di-boson events, that is, Wy - Ivy where
I =e or y, imply that extraction of the signal should be straightforward as it involves a high p
lepton and y in connection with large missing py. On the other hand, the expected signal cross
section is small, about 350 fb for p;¥Y> 100 GeV, several orders of magnitude below the domi-
nant heavy flavour production processes of QCD that can also lead to events with isolated lep-
tons and large missing energy. The background can be split in one set of events with prompt
leptons and y's and another set of events where one or more jets have been mis-identified as lep-
tons or y’s. Both sets have their main contribution from heavy flavour pair production, bb and tt,
with possible hard QED y's. Additional contributions to the latter set of events come from
prompt y production, qy, and W production. The following selection is made [16-16].

= Only one ywith high p (p > 100 GeV);

Only one high py lepton (pr > 40 GeV) (efficiency of 90% has been assumed);

Both the lepton and the y should be isolated, E_,,.< 12 GeV for a cone of radius 0.2,

Large transverse mass of the lepton and missing p system, m{W > 35 GeV;,

No remaining large jet activity, E1 ;. (jet) < 20 GeV.

These requirements bring the background down to about 20% of the signal, and reduce the ex-
pected number of events for an integrated luminosity of 30 fb-1 to slightly less than 3000. The
very efficient mis-identification rejection in ATLAS (see Sections 7.4, 7.6 and 7.7) implies that the
dominant background comes from events with prompt leptons and y’s which populate the low-
er end of the py spectrum. In contrast, the contribution from events with high-p jets mis-identi-
fied as leptons or y is much smaller, but their p; range is larger.
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16.2.1.1 Kinematic reconstruction

In purely leptonic final states from Wy di-boson events the momentum of the neutrino can be re-
constructed by using the W mass as a constraint and assuming that the missing transverse ener-
gy is carried off by the neutrino. There is a a two-fold ambiguity in this reconstruction. In the
following all distributions that depend explicitly on the neutrino momentum have two entries
with equal weight corresponding to this ambiguity. The finite W width is not included in the re-
construction hypothesis and there exist events without a physical solution. For the majority of
these events a unique solution is found by neglecting the imaginary part of the complex solu-
tion, corresponding to a minimal change of the W mass hypothesis in order to obtain a physical
solution.

16.2.2 WZ Production

In analogy with the Wy analysis, only leptonic final states from WZ production, WZ - lllv,
where | = e or |, have been studied. The signal cross section of WZ production is approximately
26 pb at the LHC, reducing to almost 95 fb for p< > 100 GeV. Fully leptonic final states from
WZ production are identified by having three energetic leptons, of which two are of equal fla-
vour and opposite charge, in addition to missing pt. As in Wy production case, the dominant
background sources are heavy flavour pair production; additional contributions from prompt
Zy and Z production with jet mis-identification also contribute. These can be reduced by
requiring [16-16]

= Exactly three high p; leptons (p > 25 GeV);

= At least one pair of leptons should have same flavour and opposite sign and have an in-
variant mass consistent with that of a Z, | m;;-m,| > 10 GeV;

= Large transverse mass of the lepton and missing py system, m{W > 40 GeV;,

= No remaining large jet or y activity, pr¥ < 50 GeV and Er ,4(jet) < 20 GeV.

After this selection, about 1200 events remain with a purity of approximately 70% for an inte-
grated luminosity of 30 fb-1.

The reconstruction of the WZ event kinematics follows the same procedure as for the Wy recon-
struction (Section 16.2.1.1).

16.2.3 Determination of Triple Gauge Couplings

The experimental sensitivity to the TGCs comes from the increase of the production cross sec-
tion and the alteration of differential distributions for non-standard TGCs. The sensitivity is fur-
ther enhanced at high centre-of-mass energies of the hard scattering process; This effect is more
significant for A type TGCs than for Kk type TGCs. As a consequence an increase of in the number
of events with large di-boson invariant masses is a clear signature of non-standard TGCs as il-
lustrated on Figure 16-2, where the invariant mass of the hard scattering is shown for Wy events
simulated with the ATLFAST detector simulation program for the Standard Model and non-
standard TGCs. For non-standard values of the TGCs the simulation of the hard scattering is
based on a leading order calculation [16-15]. In this way, limits on the TGCs can be obtained
from event counting in the high-mass region. The disadvantage of such an approach alone is
that the behaviour of the cross section as function of the TGCs is such that the ability to disen-
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tangle the contributions from different TGCs and even their sign (with respect to SM) is poor. It
is therefore advantageous to combine it with information from angular distributions, including
the boson decay angles; this improves the sensitivity and enables the f the contributions from

non-standard TGCs to be separated.

One observable, py of the y or Z, traditionally
used at hadron colliders, has sensitivity from a
combination of high mass event counting and
angular distributions. The enhanced sensitivi-
ty to the TGCs is due to the vanishing of helic-
ity amplitudes in the Standard Model
prediction at small |n|] [16-15]. Non-standard
TGCs may partially eliminate this ‘zero radia-
tion’, although the zero radiation prediction is
less significant when including NLO correc-
tions. Several variables and combinations
thereof have been studied to assess the possi-
ble sensitivity to the TGCs. For both Wy and
WZ events the variables are very similar; the y
momentum is simply replaced with that of the
Z reconstructed from the two leptons. The ac-
tual behaviour of the variables as function of
the couplings and the energy is slightly differ-
ent for the two processes, due to the mass of
the Z. In this study two sets of variables have
been used (and the equivalent set for WZ):

Events/100 GeV

0 1000

2000 3000

m,, (GeV)

Figure 16-2 The distribution of the invariant mass of
the Wy system for the Standard Model (shaded histo-
gram) and a non-standard value of 0.01 for Ay (white
histogram). The number of events corresponds to an

(Mwy, INy*1), and (prY, 65, where |n*| is the integrated luminosity of 30 fo-1.

rapidity of the y with respect to the beam di-

rection in the Wy system, and 6Uis the polar decay angle of the charged lepton in the W rest-
frame. Both sets consist of one variable sensitive to the energy behaviour and one sensitive to

the angular information.

In principle, it possible is to reconstruct the four (six) variables for a Wy (WZ) event, but lack of
statistics make multidimensional binned fits using all information difficult. Alternatively, prob-
ability distributions can be constructed by integrating over the initial parton configuration us-
ing Monte Carlo.

Distributions of some of the variables used in this analysis are shown in Figures 16-3 and 16-4,
for both the standard model expectation and different non-standard TGCs. The strong enhance-
ment for non-standard TGCs at high py is clearly visible and, furthermore, the qualitative be-
haviour is the same for different TGCs. The high sensitivity to the TGCs from | r]y*| is due to the
characteristic ‘zero radiation’ gap. In contrast the sensitivity to the TGCs from the decay polar
angle, 8Yis weak; it primarily serve as a projector of different helicity components and thereby
enhances the sensitivity from other variables.

The determination of the couplings from the different event channels studied in this analysis is
done by binned maximum-likelihood fits to distributions of the variables, combined with the
total cross-section information. The likelihood function is constructed by comparing the fitted
histogram with a reference histogram using Poisson probabilities. The reference distributions
are obtained for different values of the couplings by reweighting at generator level.
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Figure 16-3 Distribution of pY (left) and |n,*| (right) from Wy events for an integrated luminosity of 30 fb-1. Dis-
tributions are shown for the Standard Model (shaded histograms) and for non-standard values (white histo-
grams) A, = 0.01 (left) and Ak, = 0.2 (right).
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Figure 16-4 Distribution of p;Z (left) and 8* (right) from WZ events for an integrated luminosity of 30 fb-1. Distri-
butions are shown for the Standard Model (shaded histograms) and for non-standard values (white histograms)

Ag,Z = 0.05 (left) and Ak, = 0.2 (right).

16.2.4 Systematic uncertainties

At the LHC, the sensitivity to the TGCs is a combination of the very high energy and high lumi-
nosity. As the main sensitivity is given by the very high end of the p; distributions, the impor-
tant sources of systematic error are those which affect the high energy spectrum. Consequently,
the uncertainty arising from the imprecise knowledge of the background is expected to be quite
small in the measurement of the TGCs as the dominant background is concentrated at low p;
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non-standard TGCs would increase the number of events in the high end of the p; spectrum.
For example, the precision on )\y was estimated for a sample with a tighter cut on p;Y (>200
GeV). The corresponding change in sensitivity is less than 1%, despite a reduction by more than
a factor 10 in the total number of signal events. In the case of Ak, the change in sensitivity is
larger; about 50%. The reason for this difference between A-type and k-type TGCs is that the
precision on A-type TGCs arises from the high energy behaviour, whereas the limits on the k-
type TGCs benefit from angular information, and, hence, are statistically limited.

Of more theoretical oriented uncertainties to the p distribution is the choice of pdf and higher
order corrections. Higher order corrections have been calculated [16-17] and give substantial
contributions, up to a factor 3 (Section 15.7.5), and also alter the differential distributions lead-
ing to a loss in precision, with the possibility of mimicking non-standard TGCs if not properly
accounted for in the fit to data [16-17]. The combination of all these effects will manifest them-
selves to lowest order as uncertainties in the a py scale.

Finally, it should be stressed that not all observables are equally susceptible to systematic uncer-
tainties. The requirement of a complete reconstruction of the event kinematics introduces many
additional sources of systematic errors as it can be seen from the W mass measurement
(Section 16.1.2), favouring the more robust measurement of distributions of p; of either y or Z,
where the exact knowledge of the W kinematics is less important.

16.2.5 Results

The expected 95% C.L. limits on the TGCs ob- Table 16-2 The envisaged statistical precision from
tained from fits to binned distributions of ob- single parameter fits for a given coupling, assuming an
servables are listed in Table 16-2 for fits where integrated luminosity of 30 fo. The limits are pre-
one coupling is allowed to vary at the time, sented for the_different sets of variablgs and the_ideal
with the other couplings held fixed at their case denote fits at generator level using all available

. information.
Standard Model values. For comparison, the
ideal case with maximal sensitivity using an 9% CL  95%CL.  95%C.L.
unbinned fit to the complete 6 (8) dimensional ~ CouPling  (Myy, IN*) ~ (prY, ) Ideal case
phase- space distribution of Wy (WZ) produc- Ak, 0.035 0.046 0.028
tion at generator level is also shown. Such a
method relies on the complete reconstruction Ay 0.0025 0.0027 0.0023

of the event including the knowledge of the Ag,Z 0.0078 0.0089 0.0053
initial partonic configuration and will not be
applicable to data. From Table 16-2 it is clear
that a part of the sensitivity to the k type TGCs Ay 0.0058 0.0071 0.0055
come from the angular information, whereas
sensitivity to the A type TGCs is completely
dominated by the very high energy tails.

DK 0.069 0.100 0.058

The single parameter limits shown in Table 16-2 represent the best possible precision in the
search for anomalous TGCs. In the case of non-standard TGCs, a general multiparameter fit is
the only way to establish the nature of the non-standard contribution. For the WWy TGCs the
correlation between Ak, and A, is small and the two parameter limits are close to the limits in
Table 16-2. In contrast the correlation between Ag;Z and Ak is quite large ((60%) worsening the
general three parameter limits with about 25%.
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In summary a precision of O(0.001) for the best constrained couplings, comparable to the world-
limit at the time of the LHC start-up, can be achieved with only 10 fb~! corresponding to one
year of running at low luminosity.

16.3 Conclusions

Preliminary studies indicate that measuring the W mass with a precision of about 20 MeV will
be challenging. The biggest single advantage of the LHC is the large statistics, which will permit
small statistical errors and good control of the systematic uncertainties.

The study of gauge boson pair production in the first years of the LHC will provide a unique
opportunity to perform high precision measurements, which will put stringent constraints on
the electroweak symmetry breaking and the gauge group structure of the Standard Model, well
beyond the precision at the time of the LHC start-up.

To achieve such unprecedented precision, improved theoretical calculations in many areas will
be needed, and several challenging experimental requirements will have to be satisfied.
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17 B-physics

17.1 Introduction

The rate of B-hadron production at the LHC is enormous thanks to the large hadronic cross-sec-
tion for b-quark production and the high luminosity of the machine (L = 1033 cm=2s~1 even at
so-called low luminosity). About one collision in every hundred will produce a b-quark pair,
which is a considerably better signal-to-noise ratio than at lower-energy hadron machines such
as the Tevatron. In ATLAS, an inclusive-muon trigger with a p; threshold of 6 GeV will make an
initial selection of B-events. Using this inclusive selection, about 25% of the muon-trigger events
will contain b-quarks. In the first year of operation, some 2.3x1010 b-quark pair events will be se-
lected for more detailed analysis in the LVL2 trigger and event filter, that are focused on the se-
lection of specific classes of final states. This event rate will be higher than in any accelerator
presently operating, or in any accelerator in operation before the start-up of the LHC.

Although the main focus of the ATLAS physics programme is the search for and study of phys-
ics beyond the Standard Model, through the production and decay of new types of particles, an
important range of B-physics studies is planned, as discussed in this Chapter. In fact, an impor-
tant aim of the B-physics work is to test the Standard Model through precision measurements of
B-hadron decays that together will over-constrain the CKM matrix, possibly giving indirect evi-
dence for new physics. This programme of work will include the following: precise measure-
ments of CP violation in B-meson decays, which in the Standard Model is due to a smgle phase
|n the CKM matrix; precise measurements of the periods of flavour oscillations in B as well as
Bd mesons, and of relative decay rates — such measurements constrain the elements of the CKM
matrix; searches for and measurements of very rare decays which are strongly suppressed in the
Standard Model and where significant enhancements could provide indirect evidence for new
physics. Many of the ATLAS measurements will be more precise than those from experiments
at lower-energy machines, thanks to the greater available statistics.

At the LHC, the general-purpose experiments ATLAS and CMS will face stiff competition from
LHCb, which is a dedicated B-physics experiment. However, even though a dedicated experi-
ment can be better optimised for certain event types, ATLAS will be competitive in several
channels. ATLAS will thus play an important role in maximising the combined precision of B-
physics measurements from the LHC.

In the following, the B-physics potential of ATLAS is presented. The remainder of this section
introduces the framework concerning the production and triggering of B hadrons. Section 17.2
discusses CP violation measurements in a number of channels, and also addresses the decay
channel B - Ypmore generally, including a discussion on the measurement of Al'g. B2-oscilla-
tion measurements provide information complementary to the CP-violation measurements and
the capabilities of measuring the oscillation parameter are described in Section 17.3. Rare de-
cays of the type B - pu(X) are described in Section 17.4, and finally, other precision measure-
ments are briefly discussed in Section 17.5.
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17.1.1 General features of beauty production in ATLAS

ATLAS will observe decays of B hadrons, that are centrally produced in proton—proton colli-
sions at 14 TeV centre-of-mass energy. Events will be selected initially by an inclusive-muon
trigger with a p threshold of 6 GeV in the pseudorapidity range [n| < 2.4. Further selections at
the trigger level focus on specific final states. For the selected events, the Bjorken x-variable of
the colliding partons will be between 10-4 and 10-1 - this range is an order of magnitude broader
than in collider experiments at the Tevatron. The mean value of the B-hadron transverse mo-
mentum with respect to the beam in the statistically dominant channels is 16 GeV or more,
which is high enough to justify the perturbative QCD approach [17-1]. At the phenomenologi-
cal level, the role of higher-order corrections to b-quark production may be understood in terms
of additional production mechanisms, such as flavour excitation and parton showering [17-2].

At the LHC, many studies can be made of B-hadron production. Measurements include b-jet
differential cross-sections, differential cross-sections of single particles in b-jets, production
asymmetries, production polarisation, b-b correlations, bbg final states, doubly-heavy-flavoured
hadrons, double b-quark-pair production, and prompt J/{ production. The B-hadron produc-
tion features are discussed in more detail in Chapter 15. It is worth noting that the B-production
cross-section is not well understood at the phenomenological level, and that predictions are un-
certain to a factor of two or more.

17.1.2 Model used for simulation studies

About 1.5 million B-hadron events have been simulated using the PYTHIA 5.7 and JETSET 7.4
programs [17-3] for event generation. The flavour-creation, flavour-excitation and gluon-split-
ting production mechanisms of b-quarks were included. The simulations were performed with
the CTEQ2L set of parton-distribution functions and the default set of PYTHIA parameters, the
most important ones being the b-quark mass (m,=5 GeV) and the factorisation scale
(1 = pyhard). The fragmentation of b-quarks to B-hadrons was simulated according to the Peter-
son function with g, = 0.007, as supported by LEP measurements. The choice of parameters was
motivated by the fact that the corresponding simulation results reproduce the b-quark produc-
tion cross-section at the Tevatron [17-4].

The total bb cross-section is not well defined in PYTHIA when one includes processes other than
the lowest-order one for bb production, since PYTHIA takes the partons to be massless, and
therefore the cross-section diverges when the transverse momentum approaches to zero. How-
ever, what is relevant for ATLAS is the part of the cross-section that passes the trigger — this is
2.3 ub when the bb events are triggered requiring a muon with p; > 6 GeV and |n| <2.4.

About 30% of all the generated events were processed with a detailed detector-simulation pro-
gram (the remaining events were used for larger-statistics studies using a parametrisation of the
detector performance). The simulation software, based on the GEANT 3 package and described
in [17-5], was used to simulate the detector response. For most of the events, only the Inner De-
tector was simulated, since the analyses rely mostly on charged particles reconstructed in the
Inner Detector. For the B-physics studies presented in this chapter, pile-up (average 2.3 events at
low luminosity) was not included in the simulation unless stated explicitly.
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Information about particles resulting from all types of secondary interactions inside the Inner
Detector was stored if the energy of the incident particle was above 300 MeV (10 MeV for
bremsstrahlung). Also, information was stored on particle decays anywhere in the ATLAS de-
tector for use in the study of background muons coming from decays of charged kaons and
pions.

Backgrounds which require large rejection factors in the analysis were simulated using a fast
Monte Carlo simulation program [17-6]. This included a parametrisation of the detector per-
formance, which was tuned to reproduce the results from reconstruction of fully simulated B-
physics events in the Inner Detector [17-7]. More detailed information about the production and
data samples is given in [17-8].

17.1.3 Trigger

The triggers for B-physics studies are described in Chapter 11 and more details can be found in
[17-9]; only a brief description is given here.

As indicated above, the LVL1 trigger for all B-physics studies in ATLAS will be an inclusive
muon trigger, with a transverse-momentum threshold of 6 GeV in the pseudorapidity range
Inl <2.4. At LVL2, the LVL1 muon is first confirmed before proceeding to a track search in the
Inner Detector. The cross-section for bb events passing this initial stage of the LVL2 trigger is
2.3 ub. Note that the LVL1 trigger muon, which must be confirmed at LVL2, may come either
from the B-decay of interest, or from the decay of the other B-hadron in the event.

At LVL2, ATLAS expects to trigger on both J/¢ - pp and J/y - ee. In the case of J/y - py,
the LVL1 trigger muon may come from the J/y or from the decay of the other B-hadron in the
event. A trigger on J/y - pp may be achieved by requiring a second muon of pt > 3 GeV, us-
ing information from the muon chambers in the end-cap and from the Tile hadronic calorimeter
in the barrel. The feasibility of such a trigger over the full |n| <2.5 region is currently under
study. Using the muon chambers alone, it would be possible to trigger over the whole |n| <2.5
region down to a py threshold of 5 GeV. In the B} - J/y K? analysis, results will be presented
for both trigger-threshold possibilities. The dimuon trigger covers rare B-decays, By ¢ - HH(X),
in addition to the numerous final states containing J/ that are considered in the study of CP vi-
olation and other topics. With J/¢ - pp giving the LVL1 trigger muon, the event may be se-
lected if there is a pr > 5 GeV electron identified at LVL2, even if the second muon from the J/y
does not pass the LVL2 selection. Such events are useful for CP-violation studies with electron
tagging; the second muon from the J/{ decay can be reconstructed in the event filter with re-
laxed cuts.

The trigger on J/y - ee is implemented at LVL2, using information from the Inner Detector
and, in particular, relying on the electron-hadron separation provided by the TRT (see
Chapter 10 of [17-9]). With this technique, it will be possible to use an electron p threshold of
0.5 GeV (the minimum track p; reconstructible in the Inner Detector). The J/{ - ee events
will always be required to contain the LVL1 trigger muon in addition to the J/.

BY _. m*rr candidates are searched for at LVL2 by combining pairs of opposite-charge particles
with pr >4 GeV, requiring the sum of pr moduli to be above 10 GeV and the invariant mass of
the pair to be in the range 4.5-6.5 GeV. The distance of both pions to the triggering muon should
satisfy AR > 0.4 to reject candidates with one or both pions belonging to the trigger B-jet. The
option of lowering the minimum pion p to increase the event yield is being studied. With the
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minimum pion p; set to 1.5 GeV, the acceptance for signal events would triple. However, addi-
tional trigger requirements, such as a cut on the transverse impact parameter, would be needed
to maintain an acceptable trigger rate.

For all the channels considered for the measurement of Am,, the LVL2 trigger is a Dg” mass trig-
ger. The baseline is to use the decay mode Dy - ¢Prr. This is done by considering combinations
of oppositely charged tracks and applying kaon hypotheses to reconstruct the ¢°. The D" is sub-
sequently reconstructed from combinations of ¢° with another track, applying a pion hypothe-
sis. It would be possible to use the decay mode D - K*0K- as well, but since the K0 is a much
wider resonance than the ¢P, and pion-kaon separation is not available, the p; thresholds for the
particles would have to be raised to a point where the increase in statistics for the Amg measure-
ment would be marginal.

After the LVL2 trigger, more refined selections can be made in the event filter, relying on im-
proved track-reconstruction performance for making selections based, for example, on invari-
ant-mass and vertexing cuts.

17.2 CP-violation studies

17.2.1 Overview

Within the Standard Model, CP violation in weak decays is introduced by the phase of the CKM
quark-mixing matrix. The unitarity of the CKM matrix can be used to derive triangle relations
between the matrix elements. The unitarity relation,

ViubVud T VebVed ¥ VibVig = 0

provides the so-called unitarity triangle. The angle a is opposite to the side V,"V4, B is oppo-
site to the side V,;,"V,q and y is opposite to the side Vy,"V4. These angles can be measured, for
example, in neutral B decays to final states f which can be reached by both B0 and B?. Due to CP
violation, the rates of B and BO decays are different, resulting for some decay modes in a meas-
urable asymmetry A, defined as:

=0 0
A = ME_= DO N = DO - 4coqami) + bsinam), 17-1
NGB = £)(t) + N(B® - f)(t)

where a is the direct CP-violation amplitude, b is the mixing-induced CP-violation amplitude
and Am is the mass difference of the B°— B9 system. BO and BO refer to the B-flavours at produc-
tion, which must be determined using tagging techniques. In the simplified case of pure mix-
ing-induced CP violation, the asymmetry reduces to

A(t) = bsin(Amt) .

An important consideration of many CP-violation studies, and also for BY%-oscillation measure-
ments, is the determination of the flavour of a B-hadron at production; this is referred to as fla-
vour tagging and various methods are available as discussed below. Limitations in the tagging
purity, as well as the presence of background, dilute the observed asymmetry, and this must be
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taken into account in the analysis. Also, in proton-proton collisions, B and B hadrons are pro-
duced with different probabilities. This production asymmetry, which has been estimated to be
of the order of 1% or less, has to be subtracted from the measured asymmetry.

Considering the simplified example of pure mixing-induced CP violation in the case of B} de-
cays where the oscillation period is comparable with the lifetime, the time-integrated asymme-
try can also be used for CP-asymmetry measurements (‘event counting’). Starting from the
expression Agt) = bsin(Amt), the time-integrated asymmetry is A = D,,;b, where
D¢ = X/(1+X7) is the dilution factor due to integrating over time from t=0and x = Am/T .
Note that, in contrast to experiments at ete- machines where B-mesons are produce via Y (4S)
decays, the time-integrated asymmetry is non-zero. Taking into account the other dilution fac-

tors, the observable asymmetry is
obs P
A = Dtangack(Dimb +A),

where Diag is the dilution factor from tagging (Dtag = 1-20,,, where Wpag is the wrong-tag
fraction), and Dy, is the dilution factor from background (D, = Ng/(Ng+Ng), where Ng and
Ng are the numbers of signal and background events, respectively). AP is the production asym-

metry. Using the formula above, the statistical error on the CP-violation parameter b is:

b= 1 17-2

Dtag O Dback[Dint D«/'\TS

17.2.2 Measurement of asymmetry in Bg - J/Lng

The measurement of the time-dependent CP-violating asymmetry in the decay BS — J/g KQ can
provide a clean measurement of the angle 3 of the unitarity triangle. To a very good approximation,
the Standard Model prediction for the asymmetry in this channel is given by:

A(t) = sin2Bsin(Amgt)

where Amy is the mass difference in the B - E&’ system. The predicted asymmetry is insensitive
to the contribution from penguin diagrams. This makes the B — J/y K? decay the so-called
gold-plated mode to measure the angle f3.

The B - Jy KQ decay, with J/¢ - pp or J/y - ee, and Kg ST, is also experimentally
very clean, and data samples can be reconstructed with relatively low background. It is worth
noting that, recently, the CDF Collaboration has measured sin2p = 0.799-4;(stat+syst), using a
sample of about 400 events collected during the Run 1 Tevatron data-taking period [17-10]; the
error is dominated by the statistical contribution. This demonstrates the feasibility of analysing
this channel in the environment of a hadron collider. The current Standard Model best estimate
of the unitarity triangle gives sin2p = 0.7253 085 [17-11]. Several experiments are expected to
make measurements of sin23 before LHC starts operation; for example BaBar expects to achieve
a precision of about 5% [17-12]. However, as discussed below, ATLAS should be able to make a
considerably more precise measurement of this parameter.

In the following, the analysis using various tagging methods for the J/¢ - pp and J/y - ee
samples is discussed. Due to the LVL1 trigger requirement, the J/y - ee events must also con-
tain a muon candidate with p; > 6 GeV and |n| <2.4, as discussed in Section 17.1.3. This muon,
which usually comes from the decay of the second b-quark in the event, can be used to tag the
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flavour of the BY at production. For J/¢ - pu, the trigger muon may come either from the de-
cay of the second b-quark in the event or from the J/y decay. In the former case, the muon may
be used to tag the flavour of the B{ at production, as for J/¢ - ee. In the latter case, additional
tagging methods can be used to enhance the statistics and provide valuable cross-checks of sys-
tematics. As discussed in Section 17.2.2.4 below, the additional methods of tagging that can be
used are electron tag, B-mttag and jet-charge tag.

17.2.2.1 J/Y reconstruction

The reconstruction of J/{ decays was investigated using samples of B - J/ @K events, gener-
ated with PYTHIA in both J/{ decay channels considered, and fully simulated with GEANT.
The events were generated as explained in Section 17.1.2 and include the underlying event as
simulated by PYTHIA; no additional pile-up events were added for this analysis. Studies have
not yet been performed to evaluate the feasibility of continuing the analysis of this channel after
the initial running at low luminosity, i.e. at luminosities above 1033 cm=2s~1. Offline cuts on the
transverse momenta of the leptons from the J/{ decay are the same as those imposed by the
LVL1 and LVL2 thresholds described in detail above. Track reconstruction in the entire Inner
Detector was performed using the xKalman algorithm (see Section 3.1.2). For the J/y - ee
case, a special electron fit option was used in xKalman: for identified electrons, the reconstruc-
tion program included, directly in the track-fitting procedure, a correction for possible energy
losses due to bremsstrahlung.

Pairs of opposite-charge electrons or muons were fitted to a common vertex and their invariant
mass calculated. Successful fits (x2/d.o.f.<6) were retained and, for the muon case, an invariant-
mass cut with a [-30, +30] window around the nominal J/{y mass was applied. For the electron
case, the window was set to be asymmetric in order to take into account the bremsstrahlung en-
ergy losses that create a long tail at small invariant masses. This energy loss depends on the
amount of material traversed by the electrons and is larger in the end-cap than in the barrel re-
gion of the Inner Detector. To take this into account, the mass window was set to [-50, +30]
([-70, +30] ) if the )/ was produced within the range |n| <0.7 (|n| > 0.7). Finally, the transverse
decay length of the reconstructed J/y was required to be greater than 250 um.

For events passing the LVL1 trigger requirement (muon with p; > 6 GeV in [n| < 2.4), the J/{ re-
construction efficiency is about 50% in the electron channel and 80% in the muon channel (LVL2
trigger muon threshold at 3 GeV). These figures do not include the lepton trigger and identifica-
tion efficiencies (see Section 17.2.2.3). The lower reconstruction efficiency in the electron channel
is due to bremsstrahlung energy-loss effects causing the electrons to be lost in the reconstruction
and causing the J/y to fail some of the cuts (mainly the mass-window cut). Further optimisa-
tion is needed, both in the track-reconstruction phase and in the selection cuts, to improve the
efficiency for reconstructing J/.

The invariant-mass distributions for the electron and muon case are shown in Figures 17-1 and
17-2, respectively. The distributions include only events in which the two reconstructed leptons
have been successfully matched with the true generated leptons from J/y decay. The resolu-
tions were estimated to be about 40 MeV (muons) and 60 MeV (electrons). For the electron case,
the resolution was estimated by fitting only the symmetric core of the distribution.
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(signal only).

The reconstructed resolution obtained for elec-
trons from full simulation was parametrised
as a function of |n| and py in the fast simula-
tion program ATLFAST. This provides a fast
simulation description for background analy-
ses. Since the distributions are non-Gaussian
due to interactions in the Inner-Detector mate-
rial, they were parametrised based on the loca-
tion of a single hard bremsstrahlung, chosen at
random from the appropriate distribution.
The parametrisation gave the five fitted track
parameters and the correlation matrix. The
agreement between the full and the fast simu-
lation is good as can be seen from Figure 17-3.

A similar fast-simulation parametrisation as a
function of |n| and p; was made for muons.
However, here, the distributions are very close
to Gaussian, not having any significant tails in
the absence of pattern-recognition problems.

17.2.2.2 KQ reconstruction

J/W — YU (signal only) for events with the LVL2 trig-
ger muon Py threshold at 3 GeV.

J%) =
c
2 B
Qo 300
—  Full sim
-- Fastsim
200
100
0 L.-.L\_L\ | ‘
35 4
Mass (GeV)

Figure 17-3 Comparison between full (solid line) and
fast (dashed line) simulation for 3/ - ee.

The reconstruction of the decay K¢ - T is described in detail in Section 3.6.2.1. The decay
vertex was reconstructed using three-dimensional vertexing, and the pair was chosen as a K92
candidate if a good vertex was found at a decay radius R between 1 cm and 37 cm and with
|z] < 210 cm, and if the invariant mass of the pair was compatible with the K mass.
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For events in which a J/y has been successfully reconstructed, the total K reconstruction effi-
ciency is about 41%. This figure includes the acceptance for a KO decay inside the fiducial vol-
ume delimited by the R and z cuts listed above, the tracking efficiency and the efficiency of the
selection cuts (cuts on fit probability, mass-window and transverse decay length from the pri-
mary vertex). The K¢ mass resolution is about 4.5 MeV for KQ decays at low radii and increases
to up to 7 MeV towards the external border of the fiducial decay volume.

In order to be able to perform a reliable esti-
mation of the background to the B - J/ K2
decay, using samples for which full GEANT
simulation was not available, a fast simulation
for charged pions, similar to the one for
muons and electrons briefly described in the

30

Events

20 —

Full sim
Fast sin

previous section, was developed. The parame-
trisation was established studying the resolu- L
tions of the five track parameters for pions in =
fully-simulated samples. The total sample was 10 |—
divided into bins of py, n and, in order to be
able to describe also the pions from K¢, decay i
radius. In each bin, the track parameter resolu- B o
tions were described as the sum of two Gaus- o L H ire
sians in order to take into account also the 0.46 0.48
presence of tails. While an exponential de-
scription of the tails might have been more ap-
propriate in some cases, the two-Gaussian
description provides good results and allows
one to take into account correlations in a more
straightforward way. As discussed in [17-7], this method allows one to obtain a parametrisation
of the full covariance matrix (including the correlation terms) as a function of pt, n and R. This
parametrisation was used to smear the five generated pion-track parameters in the fast-simula-
tion program. The K2 mass distribution obtained using this method is compared in Figure 17-4
to the one obtained with full simulation; reasonable agreement is observed between the two.

0.52 0.54
Mass (GeV)

Figure 17-4 Comparison between full (s+oli_d line) and
fast (dashed line) simulation for KO — 17T .

17.2.2.3 BY reconstruction

Leptons and pions coming from J/ and K¢ candidates which survived the selections described
above were used in reconstructing Bg - J/LlJKg decays. The Bg was reconstructed by perform-
ing a three-dimensional kinematic fit to the four tracks and applying vertex and mass con-
straints on both the Il and 1010 systems. At the same time, the momentum of the K2 (BY) was
required to point to the J/y (primary) vertex. The proper decay time of the B was required to
be greater than 0.5 ps and the transverse momentum was required to be greater than 5 GeV. A
mass resolution of 19 (26) MeV and a transverse decay-length resolution of 64 pum (68 um) were
estimated for the reconstructed Bg meson in events in which the J/y decayed to muons (elec-
trons).

After the first three years of running at low luminosity, corresponding to an integrated luminos-
ity of 30 fb-1, it is estimated that ATLAS will reconstruct 14400 J/yK¢ decays in the J/y - ee
channel and 473 550 (219 690) events in the pu channel, assuming a LVL2 trigger threshold of
3 GeV (5 GeV) for the second muon. The relatively low number of J/{ - ee events is due to the
requirement of an additional muon which provides the LVL1 trigger and can be used for tag-
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ging the flavour of the BY at production. Besides all the selection cuts described above, these
numbers also include the estimated efficiencies of the detector to identify electrons and muons:
€ = 85% for the LVL1 trigger muon, € = 95% for other muons with p; > 5 GeV, € = 90% for muons
with 3 GeV< py<5 GeV, and & = 75% for all electrons.

17.2.2.4 Flavour tagging

To perform a measurement of the CP-violating asymmetry, it is necessary to know the flavour of
the neutral B meson at production. Various methods have been developed for this purpose
along the years, mainly by the LEP experiments and by CDF. Flavour tagging can be divided in
two categories — Opposite-Side Tagging (OST) and Same-Side Tagging (SST) — depending on
whether the algorithm deduces the flavour by looking at the products of the other b-quark in
the event (the opposite side) or at the particles accompanying the B-meson under study (the
same side). In this section, a brief description of the tagging algorithms developed so far for this
analysis is given and the performance summarised. Each alzqorithm has been optimised by ad-
justing parameters to maximise the quality factor Q = €Daq that determines the statistical pre-
cision on the asymmetry measurement. Here, ¢ is the tagging efficiency defined as the fraction

of reconstructed B candidates with a tag, and Diag is the dilution factor due to mistags.

In the lepton-tagging technique, an additional lepton is searched for in the event, with the as-
sumption that this tag lepton originates from a semi-leptonic decay of the other b-quark in the
event. This method is known to have low efficiency (due to the low B semi-leptonic branching
ratio of about 10% and the kinematic cuts), but good purity. However, in the J/¢ - ee sample
this method is fully efficient due to the presence of the trigger muon. In the J/¢ - pu sample,
an additional lepton (muon or electron) with py > 5 GeV is searched for. In case the tag lepton
was a muon (so that there are three muons in the event), the LVL1 trigger muon could be either
one of the J/{ legs or the tag muon. The total lepton-tagging efficiency in the J/¢ - pp sample
is about 0.04 (electron or muon tag).

The mistag rate with lepton tagging was extensively studied in a large inclusive-muon sample
and double-checked, with smaller statistics, in samples of BY - J/yK? decays. The depend-
ence of the mistag rate on the tag lepton transverse-momentum threshold is shown in
Figures 17-5 and 17-6 for electrons and muons respectively. It can be seen that the wrong-tag
fraction decreases with increasing tag py threshold. The mistag rate depends on py of the signal
B-hadron as well as on the py of the tag lepton. With increasing py of the signal B-hadron, the
wrong-tag fraction increases for a fixed tag py threshold. This is due to the fact that, as the py of
the signal B-hadron increases, the py of the other B tends to increase as well, resulting in a high-
er probability for the leptons from cascade decays to pass the p; threshold for the tag. This can
be seen in Figure 17-7, which shows the wrong-tag fraction as a function of the signal B-hadron
pt, When the tag p; was fixed to 6 GeV. For the hadronic channels Bé) - T and Bg - D;n+
(Bg . D;aI ), the average py of the signal B was about 20 GeV, and the wrong muon tag fraction
was taken to be 0.22.
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Figure 17-5 Muon wrong-tag fraction as a function of
the tag p; threshold. This plot is made for the case
where the decay J/y — U gives rise to a muon
with pt > 6 GeV. At tag Py > 6 GeV, the average py of
the signal-B is 26 GeV.

For muon tagging of the J/¢ - pu sample, a
mistag rate of wy,q =0.24 was applied in the
analysis. Here the average p; of the Bg is
about 25 GeV. For muon tagging of the
J/y - ee sample, the wrong-tag fraction was
lower, oy,q =0.21, due to the lower py of the
signal-B (17 GeV on average). Contributions to
the mistag rate from hadrons misidentified as
muons and from decays in flight of pions and
kaons were found to be negligible. The mistag
rates are also given in the summary in
Table 17-1.

For electron tagging of the J/¢ - pu sample,
the fraction of wrong tags was 0.27 with a 5
GeV threshold. The contributions to the mis-
tag rate from misidentified hadrons (about
1%) and from conversions (about 2%) were es-
timated using fully simulated Monte Carlo
samples. The hadron rejection factor was
about 1800, corresponding to a 75% electron
efficiency. The electron was identified by using

Figure 17-6 Electron wrong-tag fraction as a function
of the tag py threshold. This plot is made for the case
where the decay J/{y — UM gives rise to a muon
with Pt > 6 GeV. At tag Py > 5 GeV, the average py of
the signal-Bis 25 GeV.
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Figure 17-7 Muon wrong-tag fraction as a function of
the signal B-hadron p;. The tag muon was required to
have p; > 6 GeV.

both the e.m. calorimeter and the TRT (see Section 7.3.1). The conversion-removal algorithm,
similar to the one described in Section 7.5.1, has not yet been fully optimised for this analysis.

The mistag rates are summarised in Table 17-1.
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The B-ttcorrelation tagging is an SST technique as it uses charged pions associated with the BJ
that has decayed to J/@K2. The algorithm exploits the correlation between the flavour of the b-
quark and the charge sign of a particle produced nearby in phase-space. Such charge—flavour
correlations are expected to come both from particles produced in the fragmentation and from
the decays of B resonances [17-13]. No attempt was made to separate the two contributions.
In both cases, a positively-charged particle is correlated to a B and a negatively-charged one to
a BY. This particle will be referred to as a ‘pion’ in the following discussion, although it is not
identified as such.

The algorithm selects charged-particle tracks contained in a cone AR<0.7 around the recon-
structed B meson direction, with \do\/odo <3 (where d, is the transverse impact parameter of
the pion) and with 0.5 GeV < p; < 4.0 GeV. If more than one particle survives this selection, the
one with the highest p, ! (the momentum component along the reconstructed B direction) is se-
lected. This set of cuts provides the highest quality factor, although other choices provided sim-
ilar results within the statistical uncertainty. The results for the efficiency and the dilution factor
for this algorithm are presented in Table 17-1.

As in the B-mtalgorithm, jet-charge tagging exploits the correlation between the charge of a jet
(defined as a kinematically-weighted average of the charge of the particles in the jet) and the
charge of the quark producing the jet. Although jet-charge tagging can be applied to both the
BY jet and to the opposite jet, for the time-being it was applied only to the same-side jet. In the
analysis, the signal is tagged as a BY (BY) if the jet-charge tag has Qjet>*C (Qjet <—c),wherec
is a tunable cut.

The algorithm included in the jet all tracks with pr > 0.5 GeV, |dg| <1 cmand |Az <5 cm (where
Az is the difference between the z of the track and the z-coordinate of the primary vertex), con-
tained inside a cone AR<0.8 around the B direction. The four particles identified as the B de-
cay products were excluded. This set of cuts, together with the definition of the weights
w, = pk, where k=1.25 (1.0) for the J/y - ee (J/y - pp) sample, and cut value ¢ = 0.26 for
both J/ decay channels, were chosen to maximise the quality factor Q. Different sets of cuts
provided similar results within the statistical uncertainties. The results are summarised in
Table 17-1.

Table 17-1 Efficiencies and dilution factors for the tagging algorithms considered in the analysis (n/a = not avail-
able). The notation p6p3 (L6p5) means that in the corresponding sample, the LVL2 trigger threshold for the sec-
ond muon has been assumed to be 3 (5) GeV.

Tag BY - J/y(ee)K? BY - J/(u6p3)K 2 BY - J/y(u6p5)K 2
€tag Diag €tag Drag €tag Diag
OST: electron tag n/a n/a 0.012 0.46 0.016 0.46
OST: muon tag 1.0 0.57 0.025 0.52 0.025 0.52
SST: B-1t 0.80 0.14 0.82 0.16 0.84 0.17
SST: Jet-charge 0.71 0.12 0.64 0.17 0.66 0.18

It is worth noting that the performance shown in Table 17-1 for the various tagging methods is
quite consistent with that achieved by CDF [17-10]. For example, for the SST methods, CDF ob-
tains a dilution factor of 0.166 +0.022 for SVX tagged events or 0.174 +0.036 for non-SVX
events, where SVX refers to the CDF Silicon Vertex Detector.
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Note that there is scope to improve on the tagging performance by using an event-by-event like-
lihood analysis and including additional information such as p'®' measurements, although this
remains to be studied.

17.2.2.5 Eventyields

The total number of events after tagging is summarised in Table 17-2 for each sample for an in-
tegrated luminosity of 30 fb-1.

Table 17-2 Expected number of tagged events and relative background for each sample for an integrated lumi-
nosity of 30 fb-1. The notation u6u3 (U6US) means that in the corresponding sample, the LVL2 trigger threshold
for the second muon has been assumed to be 3 (5) GeV. The e- and p-tag samples are subclasses of the lep-
ton-tagged sample, and the sample ‘B-1t tagged events with no lepton tags’ is a subclass of the sample ‘B-1t
tagged events’. The lepton tagged sample and the B-itagged sample with no lepton tags are independent and
can be combined in a straightforward way.

Event class BY - J/y(ee)K? BY -~ J/(u6p3)K 2 BY - J/P(u6p5)K 2
Signal Background Signal  Background Signal  Background

Lepton tagged 14 400 900 17 700 1600 8800 500

events

e tags n/a n/a 5800 500 3500 210

M tags 14 400 900 11 900 1100 5300 310

B-mtagged 11 600 900 390 700 15 300 184 100 5000

events

B-mttagged n/a n/a 376 100 13700 176 700 4 500

events with no

lepton tags

Since the lepton tag purity is much higher than the B-mt tag purity, the lepton tag was used
whenever it was available. The B-1ttag was used only if there was no lepton tag. The highest
statistical tagging power would be achieved by combing all available tagging information on an
event-by-event basis. A study of the tag combination has not yet been performed. Jet-charge
tags are not listed in this table. Jet-charge tags have proven, as expected, to be highly correlated
with B-1ttags, and since the B-1ttag purity was higher that the jet-charge-tag purity, only B-1t
tags were used.

17.2.2.6 Background estimate

The background to the B - J/yK{ decay was studied using large samples of J/(y X and p6X
events. The inclusive sample of J/y decays from B’s was produced with the same lepton-p
thresholds as for the signal sample. This sample was used to give an estimate of the background
coming from B decays containing a true J/y in the final state. Background contributions come
from the combination of a true J/i with K9 candidates from various sources: true K2 from B-
hadron decays, true K2 from the fragmentation, and fake K.
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The p6X sample contained events with muons from semileptonic B-hadron decays with a mini-
mum muon transverse momentum of 6 GeV. This sample was used to estimate the background
from fake J/Y’s (arising from lepton-lepton, lepton-hadron and hadron-hadron pairs) recon-

structed in association with a true or a fake K9.

The background samples were processed us-
ing the fast simulation program. However,
good agreement was found with results ob-
tained from smaller-statistics samples of fully-
simulated background events. The total
number of background events is presented in
Table 17-2. Conservatively, a pessimistic 95%
B-1t tagging efficiency has been assumed for
the background events. In all the samples, the
biggest background contribution comes from
true J/ background events. Background from
fake J/’s was found to be about 5% of the to-
tal background. The background level under
the BY - J/@K? peak is rather small includ-
ing all samples (see Figure 17-8).

The background from prompt J/{’s has not
yet been studied for this channel. This is a po-
tential background source for the hadron-
tagged samples, while the lepton-tagged sam-
ples with three leptons per event are very un-

a
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Figure 17-8 Invariant-mass distribution of the Bg

peak in the muon-tagged J/{ — ee channel (open
histogram) with superimposed the estimated back-
ground contribution (shaded histogram). Note that the
selection includes a decay-time cut on the Bg .

likely to be affected. However, the background
from prompt J/y production was studied for the untagged decay Bg — J/yg@ (see
Section 17.2.4.2), which is experimentally similar, and it was found to be negligible.

17.2.2.7 The statistical accuracy of the sin2 3 measurement

The accuracy of the sin2f measurement was estimated with a fit to the time-dependent asym-
metry distribution with a function of the form A = Dsin2Bsin(Amyt) , where D is the overall dilu-
tion factor. For this analysis time dependence of the dilution due to background has been neglected.
The time-dependent asymmetry was modelled including dilution factors from background and
from tagging. An input value of sin2 = 0.6 was assumed for the only free parameter of the fit. The
proper time of the B-decay was histogrammed using bins of width 0.83 ps (corresponding to
about 250 um in decay length). Due to the cut on the decay proper time used in the selection, the
measurement was made for t(B) > 0.5 ps. The proper-time resolution, estimated using the fully-
simulated signal sample, is 0.073 ps.

The results of the fit using lepton tagging and B-1t tagging in the various samples considered
are presented in Table 17-3, where the lepton-tagged events have been removed from the B-Tt
tagged samples, leaving statistically independent samples. Since in the class J/(ee) all the
events have a muon tag, no events are left in the B-rttagged sample. Note that the statistical pre-
cision from a number of different samples and tagging methods is comparable, allowing mean-
ingful cross-checks to be made between them.
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Table 17-3 Estimate of the error on sin2f3 using a time dependent analysis in each of the samples considered
for lepton tagging and B-mttagging with an integrated luminosity of 30 fb-1. Note that the J/Q(u6u5) sample is a
subset of the J/Y(u6p3) one.

Tag JAY(ee) sample JAP6p3) sample JAP6u5) sample
Lepton tags 0.018 0.023 0.030
B-Tttag n/a 0.015 0.019

As the B - J/y(ee)KQ sample is statistically independent from the BS - J/y(up)K2 ones, re-
sults from the two samples can be combined in a straightforward way. Using lepton tagging
combined with B-Tt tagging, the estimated uncertainty on sin2p, with 30 fb-l of data is
d(sin2PB) = 0.010 (stat) assuming a LVL2 trigger py threshold of 3 GeV for the second muon or
o(sin2B) = 0.012 (stat) with a threshold of 5 GeV.

17.2.2.8 Systematic uncertainty

Previous studies have shown that the overall systematic error in the sin2f measurement is
small [17-14]. Contributions come from the production asymmetry of By and B mesons, from
asymmetries in the tagging efficiency and in the background, and from uncertainties in the de-
termination of the various dilution factors. All these uncertainties need to be controlled, in or-
der not to spoil the excellent statistical precision achievable on this measurement.

Many of the potentlal sources of systematic uncertalnty can be controlled using the channels
B - J/qJ(uu)K and B = J/P(UP)K™ (where KO K n) For the first channel the results
for charged B-mesons need to be extrapolated to the neutral case which may introduce some
model dependence. For the second channel, the results are obtained directly for B] particles, al-
lowing for the flavour oscillations. The reconstruction of these so-called control channels is dis-
cussed below before estimates of the systematic uncertainties are presented.

The availability of many tagging algorithms and the large statistics of tagged and untagged sig-
nal and control samples provide the flexibility to perform internal cross-checks of the analysis.
The B" = J/l]J(p.u)K+ and Bg ~ J/P(up)K™ samples can be used to measure the wrong-tag
fraction for the various tagging methods and also the charge asymmetry in the tagging efficien-
cies. For all these studies, it is important to reconstruct large statistics of control samples, so that
the systematic errors will not appreciably degrade the statistical error on sin2f3.

17.2.2.9 Reconstruction of B - J/p(uu)K”

As discussed above, the decay channel B - J/Lp(pu)K+ can be used to measure parameters
that relate the observed asymmetry in BY - J/pK? decays (and other channels) to the true CP
asymmetry. The B - J/qJ(pu)K decay (as well as the B ~ J/P(up)K™ decay described be-
low) was studied using a sample of events generated W|th PYTHIA and fully simulated inside
the Inner Detector. Only J/{) decays to muon pairs were considered. Muon identification effi-
ciencies were included when calculating the expected number of signal events.
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The trigger selection for this channel was the

same as for the B — J/@(pup)K? decay chan- @ 102

nel. The J/Y vertex was fitted and selection £8000 |

cuts were applied as described in =

Section 17.2.2.1. Once a J/y was successfully

reconstructed, the event was searched for a 6000

track (the ‘kaon’) with transverse momentum

greater than 1.5 GeV. The track was required

to be inconsistent with coming from the pri- 4000

mary vertex at the one standard deviation lev-

el (|dl/o4>1). The two muons and the kaon

were then fitted to a common vertex applying 2000

a mass constraint to the J/ and requiring the

total momentum at the B vertex to point to the

primary event vertex. The normalised x2 of 0

the fit was required to be less than six. Finally,

acut p(B) >5 GeV was applied and the mass

was required to be within three standard devi-

ations of the nominal BY mass. Figure 17-9 Invarifmt-mass distribution for the decay
B - J/Y(uu)K  (open histogram) with superim-

The mass peak is shown in Figure 17-9; the posed the estimated background contribution (shaded

mass resolution is about 26 MeV. The number  histogram).

of signal events expected for an integrated lu-

minosity of 30 fb1 is given in Table 17-4 for both LVL2 trigger options. Also given in this table

are the numbers of untagged background events estimated using the inclusive J/PX sample.

The backgrounds from fake J/{y and prompt J/{ have not yet been included in this study. How-

ever, in the background estimate for the signal By - J/y(up)K?, the dominant background

was found to originate from real J/{ from B-decays. The selection cuts for this channel may need

further optimisation to improve the signal-to-background ratio; tighter cuts should be feasible

given the large statistics.

. 5.5
Mass (GeV)

Table 17-4 Total number of events expected in the control samples (30 fb-1).

Lepton Lepton
Untagged Untagged tagged tagged B-mitagged  B-mtagged
Sample signal background signal background signal background
B" . J/ l.|J(p.6|J3)K+ 5078 000 929 000 198 000 13 800 4189 000 882 000
B - J/LIJ(quS)KJr 2471000 509 000 122 000 8 500 2070000 484 000
Bg =~ J/P(u6p3)K™ 2631000 608 000 115 000 24 400 2170 000 578 000
Bg - J/ LU(pGpS)K*O 1292 000 311 000 63 600 12 200 1083 000 295 000

Also given in Table 17-4 are the numbers of tagged events and respective backgrounds, both for
lepton tagging and B-Tttagging. As in the B - J/y(pp)K? analysis, both muons and electrons
with p; > 5 GeV are used for tagging. A complete study of B-1ttagging has not been performed
for these channels, and tagging efficiencies on both signal and background equal to those esti-
mated for the Bg - J/w(pp)Kg case have been used. In Table 17-4, lepton tagged events have
not been removed from the B-1ttagged events. About 4% (5%) of the B-1ttagged events in the
M6u3 (u6uS5) class have a lepton tag in addition to the B-tttag.
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17.2.2.10 Reconstruction of B§ — J/y(pp)K™

Triggering of these channels and the J/y re- "
construction were the same as for the g B
J/l]J(p.p.)K+ analysis. After the J/y was suc-  7x102 |-
cessfully reconstructed, all track pairs with p
> 0.5 GeV were fitted to a common vertex. The
normalised X2 of the fit was required to be less
than 6 and the py of the reconstructed K % was
required to be greater than 3 GeV. Candidates
inside a three standard deviation mass win- 2000
dow around the nominal K™ mass were re-

tained. In the fit, both pion and kaon mass
assignments Were tried. If both combinations

passed all the K™ selection cuts listed above,

only the combination yielding the mass closest 0
to the nominal K ~ mass was retained.

5 5.1 5.2 5.3 5.4 5.5
Mass (GeV)

The two muons and the two hadron tracks

were then fitted to a common vertex. Due to Figure 17-10 Invariant-mass distribution of the decay

the large K'© width, a mass constraint was ap- BY - J/W(up)K™ (open histogram) with superim-

plied only to the J/y vertex. The final cuts on pesed the estimated background contribution (shaded

the B vertex were similar to those described Mistogram).

for the J/y(up)K™ analysis (x2/dof < 6, three

standard deviation mass window and p;(B) >5 GeV).

The mass peak is shown in Figure 17-10; the mass resolution is about 23 MeV. The number of ex-
pected signal events for an integrated luminosity of 30 fbl is given in Table 17-4. The back-
ground shown in the figure and in the table includes the contrlbutlon from the reflection of the
signal, where the Ttand K masses are wrongly assigned in the K© fit, as well as the contribution
from other B — J/qJX final states. Note that the peak in the background distribution near the B
mass is due to the K ° reflection.

The numbers of tagged events (lepton tagging and B-1ttagging) and the respective numbers of
background events are also given in Table 17-4. The signal and background B-Tt tagging effi-
ciencies have been deduced from the results obtained in the Bg - J/LlJ(uu)Kg, as a complete
study of the algorithm for this sample has not been performed yet.

17.2.2.11 Uncertainty on the production asymmetry

The production asymmetry, AP, is not expected to exceed about 1% and it can be measured by
using the decay channels discussed above which are expected to have negligible CP violation. It
can be measured in the untagged control samples by counting the numbers of reconstructed B
and B mesons, taking account of the flavour oscillations in the case of BY. The statistical uncer-
tainty on this measurement will be around dAP = 0.05% (0.07%) from the B - J/LIJ(|J|J)K sam-
ple and about 0.07% (0.10%) from the B§ - J/@(pp)K® sample, for a LVL2 trigger muon
threshold of 3 GeV (5 GeV). It is assumed that any CP-violation effects in the two control sam-
ples can be neglected. Note that the large numbers of events available in these channels would
be sufficient to study the pt dependence of any observed production asymmetry.

576 17 B-physics



ATLAS detector and physics performance Volume Il
Technical Design Report 25 May 1999

Systematic effects due to small differences in the reconstruction efficiencies for K* and K- remain
to be evaluated. A cross-check of corrections for such effects may be made by using the flavour
oscillations in the decays B - J/y(pp)K™, for example.

17.2.2.12 Uncertainties from tagging

Systematic effects on the CP-violation asymmetry measurement related to tagging can be stud-
ied using the B - J/L|J(pu)K+ and Bg ~ J/P(up)K™0 events for lepton (electron and muons)
tagging, and BY - J/y(pp)K™ for B-mrtagging.

In all tagging methods, a fraction of the produced B mesons are mistagged, as discussed in
Section 17.2.2.4. The wrong-tag fraction can be measured by comparing the numbers of posi-
tive-charge and negative-charge tags associated with the decays B . J/ q;(uu)K+ and
BY - J/y(up)K™, allowing for the oscillations in the case of B}. The wrong-tag fraction can be
measured separately for the tagging of B and B mesons, and the average value can be comput-
ed. By using the numbers of tagged signal and background events listed in Table 17-4, the statis-
tical uncertainty on the measurement of the dilution due to tagging is estimated to be
€'>(Dtag)/Dtag =0.0038 (0.0048) for lepton tagging using the B = J/ljJ(p.p.)K+ sample with a LVL2
trigger py threshold of 3 GeV (5 GeV) for the second muon. For B-Tt tagging the result is
6(Dtag)/Dtag =0.0028 (0.0037) for a 3 GeV (5 GeV) trigger threshold. Slightly larger uncertainties
are obtained using the B - J/y(up)K™ sample.

17.2.2.13 Uncertainties from background

Another contribution to the systematic error on sin23 comes from the uncertainty on the back-
grounds to the signal and the control samples. Assuming conservatively a 5% uncertainty on
the normalisation of the signal background, this propagates to give an uncertainty on the dilu-
tion from background of about d(Dy),..}DPpack = 0.0065 (0.0055) for the 3 GeV (5 GeV) trigger
threshold. The systematic uncertainty is smaller for the latter sample, because the signal-to-
background ratio is better with a 5 GeV cut on the second muon. Here it is assumed that there is
no CP-violation in the background. As in the case of the B(? - 10T analysis discussed in
Section 17.2.3, it should be possible to measure the background using sidebands.

17.2.2.14 Summary of the sin2 3 measurement precision

Combining the various sources of uncertainty discussed above, one obtains an overall precision
for the sin2B measurement as follows. The statistical precision of the sin23 measurement is
d(sin2B) (stat.) = 0.010 (0.012) for a LVL2 muon-trigger threshold of 3 GeV (5 GeV). The total
systematic uncertainty is d(sin2f3) (syst.) = 0.005, independent of the LVL2 muon-trigger thresh-
old. This level of precision is considerably better than at e*e- B-factories that will run before the
start-up of ATLAS. For example BaBar expects to achieve a precision of about 0.05 [17-12].

17.2.3 Measurement of asymmetryin  BY - 1T

The channel Bé) — TTT is more complicated than the BY - J/@K2 one, both from the theoreti-
cal and the experimental point of view.
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From the theoretical point of view, Bé) - 1T is more complicated because of the interplay be-
tween CP-violation induced via tree-level and penguin diagrams, giving an observed time-de-
pendent asymmetry that depends on a total of three parameters. The asymmetry A(t) for
Bg - TUTC is given by Equation 17-1. The two coefficients a and b that can be determined exper-
imentally are related to the angle a in the unitarity triangle (where a = T3~y is assumed) by

Ap . .
a = 2—sindsina 17-3
At
. Ap ;
b= —sm(2a)—2-A—cos§cos(2a)sma, 17-4
T

where A and Ap are the tree and penguin amplitudes, and 9 is the phase difference between
them. In this decay mode, the direct CP-violation component a may be sizeable.

The parameters a and b can be extracted from a fit to the observed asymmetry as a function of
proper decay time. Since there are three unknowns, a, d and Ap/Aq, and since 0 is not believed
to be calculable Ap/At must be given by theory. The evaluation of this quantity is currently the
subject of intensive theoretical studies which will soon be aided by new measurements, for ex-
ample from the BaBar collaboration [17-12]. Fleischer and Mannel [17-15] estimate that, with the
help of measurements of the B*— m*K0and B* - 110 branching ratios, the theoretical uncer-
tainty on the penguin contribution would yield an uncertainty on a of less than 3°. The current
best Standard Model fit of the unitarity triangle yields an estimate sin2a = —0.26f8_‘§§ [17-11]. A
small value of sin2a could mean no observable CP asymmetry in this channel, but a tight
bound on sin2a would nevertheless be a valuable constraint on the unitarity triangle.

Experimentally, the Bé) - 11T signal must be extracted from the huge combinatorial back-
ground,; this can be achieved using a combination of cuts, including vertexing. In the case of AT-
LAS, a more difficult physics background is other two- and three-body decays, which cannot be
removed given the poor K/ttseparation. A simple event-counting method would rely too much
on the background description, so an overall fit, using all available information, is necessary. It
is likely that some of the background channels will themselves exhibit CP-violation effects, re-
quiring a sophisticated analysis that fits the contribution to the observed asymmetry from the
different channels.

17.2.3.1 Reconstruction

To select B(? candidates, the presence of a pair of oppositely-charged particles each with
pr >4 GeV was required. The pair should form a vertex with a x2 of the fit corresponding to a
probability of more than 5%, and the invariant mass of the pair must be in the range 4.6-6.0 GeV
[17-16]. The Bé) flight direction was required to be aligned in the transverse plane with the direc-
tion from the beam-line to the decay vertex. Tracks were not considered if they were consistent
with originating from a low-mass displaced vertex; a track is eliminated if it forms with any
other track a vertex where the two tracks had p; > 1 GeV, separation AR < 0.5, invariant mass
less than 2 GeV, the vertex of the pair had a x2 probability of more than 1%, and the vertex was
separated from the beam-line by more than ten standard deviations. This requirement also re-
moved efficiently B decays with three or more prongs. The resolutions for the mass and decay
time are o, = 70 MeV and o, = 0.065 ps respectively.
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17.2.3.2 Backgrounds

The list of signal and background branching
ratios and yields is given in Table 17-5. As the
final results were obtained from an overall fit
of the mass histograms, the yields in the mass
histogram and in a #lo, mass window
around the B(? mass are listed separately. The
Bc? - K*1T branching ratio is a recent, still im-
precise, first measurement from CLEO [17-17].
The Bg - T'1T branching ratio was inferred
from the CLEO upper limit. The other branch-
ing ratios were inferred from the first two with
a simple SU(3) symmetry assumption, except
for the A, decays which were set to their ex-
perimental upper limits [17-18]. It should be
noted that these branching ratios are much
less favourable than the estimated ones used
in the ATLAS Technical Proposal [17-14].
Charmless decays to three-body final states
other than B-1rtmt and B- prr involving
charged kaons were neglected. The most
abundant background is the decay Bé) - K*1T,
because of the absence of WK separation, and
because the mass resolution (o,, =70 MeV) is
worse than the separation between the peaks
(~40 MeV).

The B combinatorial background is important
below 5 GeV but does not contribute to the
peak. It involves a variety of decays with three
or four particles in the final state, such as
B - D*r followed by D*- KO+, or
Bé’ - 1rreroe Usually, in these cases, the
Bé’ candidate does not fulfil the pointing re-
quirement, unless the additional particles
have low momentum. The truly combinatorial
background is the random coincidence of
high-impact-parameter tracks. The use of full
simulation and reconstruction was mandatory
to parametrise the tracking resolution, includ-
ing exponential tails in addition to the param-
etrisation described in Section 17.2.2.2. A high-
statistics sample was then simulated with fast
simulation to demonstrate the required great-
er than 107 rejection factor on the LVL1 trigger
output. About 50% of the combinatorial back-
ground involves a track from additional pri-

Table 17-5 Branching ratios and yields in the 1T
sample for an integrated luminosity of 30 fb-l. The
B Comb. component corresponds to cases not
explicitly listed when the pion candidates come from
the same B hadron, while the Comb. component is
the combinatorial background from all other sources
(see text).

Yield
Channel BR’s 4.6-6.0 Yield
(x10-5) GeV +lo,,
BY - mr 0.7 9500 6500
B) - KT 15 19800 12100
B- pTT 25 8100 200
B T 5.0 2100 0
BY - K- 07 2500 1400
BY - K*K- 15 5200 3400
Ny~ pTC 8.0 15 900 1100
A, - pK~ 8.0 16 700 2500
B Comb. - 36 400 200
Comb. - 19 500 2600
2 - @ B-hhh| |
E _ == BComb. [
N 4000 —[] Comb. :?
E i -é
NN
2000
A 1
:L
0 L1 1 1 I 1 1 1
5 55 6
M(TT,T7) (GeV)

Figure 17-11 1T mass spectrum. The arrows indi-
cate a +10 window.

mary D mesons, 25% involves tracks from different B hadrons and the remainder involves a

17 B-physics 579



ATLAS detector and physics performance Volume |l
Technical Design Report 25 May 1999

track from a B hadron and a primary track. The shape of the combinatorial background is due to
a kinematic effect — tracks with p; > 4 GeV from different jets were combined. Figure 17-11
shows the final mass spectrum.

17.2.3.3 Results from event counting

Using Equation 17-2, results were first obtained using a simple event-counting method. The
number of signal events found in the one-standard-deviation mass window around the nominal
BC? mass was 6500, and the background dilution was Dy, = 0.22. Initial-state tagging was per-
formed with the triggering muon, vyielding a tagging dilution of Diag = 0.56 (see
Section 17.2.2.4). The time-integrated method yielded a dilution of D;,; = 0.59. The statistical
sensitivity to sin2a was then, in the absence of penguin decays, &..(sin2a) = 0.080. Systematic
uncertalntles arising from the lepton tagging are expected to be of order 0.01, as in the
Bd —JWPK? channel.

By the year 2005, the branching ratios of the two-body decay channels will have been measured
at the B factories and at the Tevatron. A 5% relative uncertainty on these branching ratios will
give a relative uncertainty on the asymmetry of less than 5% considering only the uncertainty
on dilution from the background. However, it is possible that these backgrounds will exhibit
some CP asymmetry themselves in which case the event-counting method will yield some line-
ar combination of the signal and background CP asymmetries.

17.2.3.4 Results from time-dependent fit, allowing for CP violation in the background and using
hadron identification

To be able to cope with the possible background CP asymmetry, and to use fully the time infor-
mation and the one-standard-deviation T/K separation (see Section 3.4.4), an unbinned maxi-
mume-likelihood fit was performed (see [17-16] for more details) for events with mass above
5 GeV. For each event, the likelihood is the sum of the likelihoods of each decay hypothesis (as
listed in Table 17-5 plus the charge-conjugated modes, three-body final states being neglected).
The likelihood of a given decay hypothesis is computed using the corresponding event fraction,
the proper-time and its uncertainty, and, for the corresponding particle-type assignment, the in-
variant mass of the pair and the measured specific ionisation, as well as the flavour at produc-
tion and decay time. The flavour information was used to distinguish decays of the A, (which
does not oscillate) and the B (WhICh oscillates rapidly, with a period of about 0.4 ps for
Amg = 15 ps-1) from those of the Bd (which oscillates slowly with a period of about 14 ps).

The CP asymmetry parameters for all of the decays modes were free parameters of the fit. The
time-dependent asymmetry for the non-flavour specific states (namely B(? - Tt and
Bs0 - K*K-) are of the form given in Equation 17-1. CP asymmetry for decays to flavour-specific
states is time independent and can originate only from direct CP violation, since no interference
can occur through mixing. Other free parameters were the numbers of events for each decay
channel. The total number of events was constrained to the observed one using the Poisson like-
lihood. The number of events for each channel (except for the combinatorial background) was
constrained by the branching ratios given in Table 17-5, with a 5% uncertainty corresponding to
the expected uncertainty on these branching ratios in the year 2005. The validity of the fitting
method was checked by performing Monte-Carlo experiments with event statistics correspond-
ing to 30 fb-1, with randomised input CP asymmetry for signal and all backgrounds. The differ-
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ence between the fitted asymmetry and the input asymmetry divided by the fit uncertainty was
a normal Gaussian. The fit uncertainties on the CP parameters were almost independent of the
input CP asymmetries, and were symmetric to a very good approximation.

If only the b coefficient for the decay Bg - 11T Was fitted (which equals to sin 2a in the absence
of pengum diagrams), fixing the other parameters at their true values, the uncertainty was
&')b(Bd - Ttt1T) = 0.059. This represents a 25% gain compared to the simple event counting meth-
od. If penguins were allowed (i.e. the a coefficient for Bd - TUTC was also allowed to vary), the
precision on b degraded to 0.070. Fitting simultaneously all the background asymmetries de-
graded the precision on b to 0.083. Note that a good accuracy of about 0.02 can also be obtained
on the asymmetry in some of the background channels such as Bd - K*1T, which could be in-
teresting in itself (the asymmetry in B - K*1r could help in constraining the angle y [17-19]).

If the numbers of events of each of the decay channels were also included in the fit, constraining
the branchlng ratios with fractional errors of 5%, the final statistical uncertainty obtained was
&')b(Bd - T1T) = 0.085, showing that there is little dependence on the input branching ratios. In
fact, if no input branching ratio information was used, the uncertainty degraded only to 0.090,
and the number of events of the various channels can be obtained from the data (provided the
list of decays in Table 17-5 is complete).

The uncertainty on the CP parameters with Table 17-6 Sensitivity to CP asymmetries using the
and without specific ionisation information is 5% constraint on the branching ratios, with and with-
shown on Table 17-6. If specific ionisation out using specific-ionisation (dE/dx) information.
Were not used, the sensitivity would be  pgrameter Sensitivity Sensitivity
&')b(Bd - Trt1) = 0.117, i.e. 35% worse, mainly (with dE/dx) (no dE/dx)
because of the increased correlation of b with
the CP asymmetry in the backgrounds
B — K*m and BY — K-, Furthermore, in  b@®9 - ) 0.085 0.117
this case, the fit did not converge unless the
branching ratio information was included.
The robustness of the fit was tested by degrad-  a(BY - 1K") 0.150 0.251
ing the assumed mass resolution, the proper-
time resolution or specific ionisation resolu-
tion by 10% (in reality, these resolutions would ~ b(BQ - K*K-) 0.097 0.111
be measured from reference samples with bet-

a(BY - mtm) 0.065 0.078

aBY - K+m) 0.020 0.027

a(BY - K*K-) 0.097 0.111

ter accuracy). In all cases this induced a shift a7y~ prT) 0.022 0082
of less than 0.01 in b(Bd - TUTD). a(A\p,— pK?) 0.023 0.036
The precision on b(B] - ) quoted above ~a(Comb) 0.014 0.014

does not depend on the actual values of a,

Ap/At and 9, but the resulting sensitivities on

a and & do. Figure 17-12 shows the precision on a for various input values of a and §, and vari-
ous values of the uncertainty on Ap /A, when the fit was performed using the specific-ionisa-
tion information. A precision of better than 5° was obtained for a in most cases, except when o
was close to 45° or 135°, which corresponds to | sin2a | CIL which is strongly disfavoured by the
Standard Model fit [17-11].
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Due to the form of Equation17-3 and
Equation 17-4, a four-fold ambiguity in the re-
sult is unavoidable. For example, for input
values a = 90°, 8 = 30° and Ap /A = 0.2, the so-
lutions (a,6) = (90°, 30°), (109°, 148°),
(270°, 210°) and (289°, 330°) have the same
x2-minimum. Additional secondary X2 mini-
ma sometimes cannot be excluded from the x2 10
difference — in the above example, solutions

(167°,79°) and (347°, 259°) have X2 = X2in U3

Only an overall CKM unitarity-triangle fit can 5
resolve these ambiguities.

N
o

0, (degrees)
&

Depending on the exact values of a and 9, and o i by by by
provided that Ap/A; can be theoretically calcu- 0 50 100 150
lated to within 10%, the analysis of the decay a (degrees)
BY9y - 11T could provide a constraint on o

with a precision approaching 2° after three Figure 17-12 Precision for measuring a as a function
years of low-luminosity running, with the of o after three years of low-luminosity data-taking.

help of the specific-ionisation measurement in The three solid lines were obtained (from bottom to
the TRT top) with phase values 6 =0°30° and 60°, and with

Ap/A1 =0.2£0.02. The dashed lined was obtained
with 8=30° and no uncertainty on Ap /At and the
dotted line with 50% uncertainty on Ap /At. Note that
the precision in the [-180°-00°] range is symmetric to
the one shown.

17.2.4 Analysis of the decay Bg - Jo

17.2.4.1 Introduction

The channel Bg - J/Y@can be used for various studies. Only a very small CP asymmetry is pre-
dicted in the Standard Model as discussed below, and the observation of a sizeable effect would
be a clear sign of new physics. Measurement in ATLAS of the CP asymmetry at the level pre-
dicted by the Standard Model for this channel is marginal. However, a number of other param-
eters can be determined within the Standard Model, for example the width difference Al
Although these other measurements do not strictly belong in this section, they are covered here
since many aspects of the different analyses are coupled.

In the Standard Model, the interference term between the amplitudes for the direct weak decay
Bg - JYgpand the same decay via Bg mixing is proportional to

8= (V' Vi ViesVer) (VisVth VsV ep)-

This measures the weak-interaction-induced phase that is expected to give rise to a rather small
CP-violation asymmetry. The phase & is related to the angle y of the unitarity triangle
(&= 2Asiny|V,/|V¢p » Where A is the sine of the Cabibbo angle), but the small expected value of
¢ (0.024 - 0.054, see [17-20]) makes the extraction of y via a measurement of & difficult. Larger
than expected CP violation in the decay Bg - J/Yo would indicate that processes beyond the
Standard Model are involved. Tagged samples of B, - J/y@decays are needed for the measure-
ment of &.
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The decay B0 - J/yo is also very useful for measuring several, as yet unmeasured, parameters
in the B, -meson system. The different masses of the C(I)D even (B,L) and CP-odd (B,M) mass ei-
genstates give rise to mixing between B and B mesons The difference of widths,
Alg=Ty-T, could be as much as 20% of the average B width Frg=(y+T)/2[17-21]. The
angular distribution of the B - J/Ye decay products can be expressed in terms of the ampli-
tudes Al and A for decays to CP even, and A for decays to CP-odd J/ygconfigurations. The ex-
pression for the angular distribution contains time-dependent terms proportional to eTHt or to
eTLt allowing Al to be determined experimentally. The phase differences between the ampli-
tudes A, Ag and A, caused by strong final-state interactions, are parametrised by 9, and o,,
and are measured through their effect on the mterference between the amplitudes. Measure-
ments of these parameters require no tagging of the B flavour at production.

The BS decay proper time and the angular distributions of the secondary particles in the decay
channel Bg - J/Yo thus carry information about eight independent parameters of physics inter-
est:

e =y +rD/2

= two independent CP amplitudes Al and A (A, is constrained by a normalisation condi-
tion);

= the strong phase differences d,, 9;;
= the weak phase difference &;

0 .. _
= the By mixing parameter x; = Amy/T ..

Measurements exist at present only for the BS lifetime. A method is proposed, based on earlier
theoretical works [17-22], to measure some of these parameters, and estimate the expected pre-
cision.

The discussion of the B - JWo channel is arranged as follows. Firstly the experimental aspects
of reconstructing B J/LLl(p decays are addressed in Section 17.2.4.2. Then, Section 17.2.4.3 de-
scribes how the fIavour at production can be tagged for this channel; tagging is used for the ex-
traction of the weak phase difference, &, associated with CP-violation (Section 17.2.4.5). In
Section 17.2.4.4, the maximume-likelihood method that is used to determine the various parame-
ters from the measured angular distributions is described. This is followed in Section 17.2.4.5 by
a discussion of how the parameters are determined in two steps, first using the full sample
without tagging to determine I, Al Al Ag and 3,-8;, and then using the subset of tagged
events to determined the additional parameter &. The conclusions for this channel are presented
in Section 17.2.4.6.

17.2.4.2 Reconstruction of Bg SJA @

The decay Bg - JP(U)(KK) was used for this investigation. Simulated events were generated
with PYTHIA and fully simulated with GEANT. The expression u6u3 implies the presence of
one muon with py of at least 6 GeV and one muon with py of at least 3 GeV. All of the particles
were required to have |n|< 2.5, and the p; of each kaon from the ¢ decay was requwed to be
greater than 0.5 GeV. The selection procedure followed quite closely that for the Bd - JPKY
study, and, from the point of view of the experimental techniques, the channels are similar in
many ways.
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The reconstruction of the J/{ proceeded as described for Bg - JWKY. Successful fits were re-
tained if the invariant mass was within three standard deviations of the nominal J/y mass
(o0 =39 MeV). In the @ reconstruction, pairs of oppositely-charged pr > 0.5 GeV particles were
fitted to a common vertex and their invariant mass was calculated assuming kaon hypotheses.
Successful fits were retained within the mass interval [1.0092-1.0296] GeV. The particles were
also required to be collimated within 15 degrees in ¢ and 10 degrees in 6.

The muons and kaons coming from the J/ and ¢ candidates were assumed to come from a
B - JYedecay and a three-dimensional kinematic fit was performed. The four particles were
requwed to be consistent with coming from a common vertex (probability larger than 0.02), and
the momentum of the B was required to point to the primary vertex. Cuts on the p; of the BS
(greater than 10 GeV) and on the proper time (longer than 0.5 ps) were also applied. The resolu-
tion on the reconstructed B, mass was 27 MeV. The residual distribution of the proper lifetime
of the reconstructed B was well described by a double Gaussian function (Figure 17-13). In the
modelling of the angular distributions, described below, a simplified parametrisation of the
proper-time resolution was used with a single-Gaussian of width 0.063 ps (see Figure 17-14).

h— FTTTTTTTTITTIT I I I T T TTrT  IrTT T ITIT I TITTTTTH h— AT T I T T T T Tr I I T ITIT I TITTI]TTTH
c
S1000 |- LRARARRLR LARR L LA L AR L Rl S1000 [ LRERE R LR L LA L R L R
> ~ n > ~ n
(5] - - [} L |
o = — o o —
Z 800 - — Z 800 - —
600 |- — 600 |- —
400 | — 400 |— —
200 — — 200 — —
TLHJLUL‘ \H‘HH‘HH‘H\ HULH\T 0 7\LHJLML‘ H‘HH‘HH‘H\ JULH\T
-05-04-03-02-01 0 0.1 0.2 0.3 0.4 05 -05-04-03-02-01 0 0.1 0.2 0.3 04 05
Proper-time Residuals (ps) Proper-time Residuals (ps)

Figure 17-13 Residual distribution of the proper life- Figure 17-14 Residual dlStrIbL(J)'[IOhS of the proper life-
time of the reconstructed B , fitted with a double time of the reconstructed B fitted with a single
Gaussian of widths 0.05 ps and 0.09 ps. Gaussian of width 0.063 ps.

The backgrounds from other processes were estimated using the following Monte Carlo sam-
ples: an inclusive sample of cc events containing a J/ produced by a direct colour-octet model
|mplemented in PYTHIA [17-23]; an inclusive sample of bb events giving rise to a J/s; and a
sample of BOI - JWK*0 decays. The number of events selected for each sample is given in
Table 17-7. Essentially all the background came from events containing a b-quark, with the re-
constructed J/{ being genuine and the ¢ being fake. The dominant channel giving rise to such
backgrounds is Bg - JYK™0. Typically, the fake @ contains one genuine and one misassigned
charged kaon. The use of specific ionisation could help in controlling the K™ reflection, but this
is still to be studied.

The background studies were mainly done with the fast-simulation program. A smaller sample
of inclusive bb— J/PX events was, however, studied with full simulation and reconstruction,
and the results obtained were found to be consistent with the fast-simulation study.
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Table 17-7 Signal statistics and background composition after the acceptance cuts in |n| and py (first two col-
umns), and after the reconstruction of simulated events (last column). Note that the B, — JAp K™ background is
included in the inclusive bb - JApX samples, and should not be double counted.

N events for 30  Reconstruction N rec. events
Process Cross-section [pb] fb-1 efficiency for 30 fb -1
signal Bg - o 2.7x10° 810 000 0.39 318 000
pp — JPY(u6u3)X 1x102 3x 108 <3x105 <9400
bb — JP(U6U3)X 4x103 12 x 107 4x10-4 47 000
By - Jp(L6U3)K” 2.5 % 104 7.5 % 106 3x10-3 21000

17.2.4.3 Tagging

Much of the analy5|s described below can be performed without tagging the flavour at produc-
tion of the B that decayed to J/yg. However, the measurement of the weak phase, described at
the end of Sectlon 17.2.4.5, requires tagging. Here some issues of tagging that are specific to the
B - JYganalysis are addressed.

Events with an additional lepton can provide a subsample of tagged events. However, the effi-
ciency of lepton tagging is low due to the relatively small semileptonic branching ratios of B-
mesons and the effects of the p; and n cuts. The tagging efficiency can be increased by using the
Jet charge to determine the flavour of the B at production. Note that the mass of the resonance
B™-is expected to be such that the decay to B K is not kinematically possible [17-24], and there-
fore, the jet-charge tag can exploit only the fragmentatlon correlation in case of B, mesons.

The jet charge Qjet is defined by:

where g; is the charge of the ith particle, and p; is a momentum measure. According to fragmen-
tation models, the particles are ordered in the momentum component parallel to the original
quark direction. On the other hand, maximising the momentum component transverse to the
beam-line would guarantee that no very hard forward particles are wrongly assigned to the jet.
Various options were considered, and the best results were obtained by using the momentum
component parallel to the reconstructed B-meson direction, which is used in the following. The
parameter kK controls the relative influence of the soft and hard tracks in the jet charge. Using
Monte Carlo models, the optimum performance was obtained with a value of k near to 0.5,
though in principle additional information could be extracted by considering a range of k val-
ues.

Only particles which satisfied the general acceptance requirements of p; > 0.5 GeV and [n| <2.5
were considered. Particles were required to be in a cone with AR<0.8 of the reconstructed B-me-
son momentum vector, and particles from the B - JYo decay were excluded. Particles with
impact parameters |dy|> 1 cm were also excluded as they probably originate from decays rath-
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er than the fragmentation process. After these selections, there were cases where there were no
particles remaining to form the jet charge, and also cases where the charge was based only on
one particle.

The algorithm was optimised by minimising the estimate of the statistical error on the CP-vio-
lating weak phase measurement by adjusting the square of the dilution factor Diag and the tag
efficiency €. This resulted in a lower efficiency (62%) and a higher purity (Dtag =0.23) than for
jet-charge tagging in the B - J/@K? analysis. In principle, the algorithm could be further opti-
mised by excluding cases where the estimated jet charge is near to zero where the chances of in-
correct assignment are high. Preliminary studies indicate that the performance is enhanced with
the exclusion of cases with \Qjet\ < 0.3. This will be optimised further using higher statistics.

17.2.4.4 Modelling of 52 - JAP @decays and the likelihood function

The precision of the experimental determination of the parameters describing the Bg - Jyede-
cay was estimated using a maximume-likelihood fit to Monte Carlo simulated data. The decay
B, — J/ypwas modelled according to a probability density function:

8
F ) = izxgx y ffmxFi@) 17-5
41 i=

i=1

where the superscript +(-) indicates BS (BS) ,
the functions f; are bilinear combinations of
time-dependent decay amplitudes, and
Q =(0,,85,9), where 6,,6, and ¢ are angles de-
scribing the direction of the secondary parti-
cles in the decay Bg S IP(Up) KK) as defined
in Figure 17-15. The functions F; are trigono-

metric functions of the decay angles. The func-
tions f; and F; are defined in [17-25]. In the
simulation, the values of the eight unknown
independent parameters (two amplitude val-
ues Ay and Ap, two strong phase differences
o, and 9,, the mixing parameter x,, the weak
phase & and the two decay rates 'y and IM|)

beam

Figure 17-15 Definition of the three angles: 8, is the
angle of the muon momentum in the JAJ rest frame
with the z-axis parallel to the JAJ momentum in the
Bs rest frame; 92 is defined in a similar way for the @
decay; ¢ is the angle between the JAp and the @

decay planes.

were chosen based on the latest theoretical
and experimental results ([17-21], [17-22] and
[17-26]).

The simulation took into account the proper-time resolution approximated by a single Gaussian
function as obtained from the full detector simulation and reconstruction. The acceptance as a
function of proper time and the three angles was included. The background was also simulated,
and was taken to be flat in the decay angles. The time dependence of the background was as-
sumed to have a form et where I' corresponds to the average neutral B-hadron lifetime. The
level of background, b, will be determined from the invariant-mass distribution, and was fixed
in the fit. The likelihood function had the form:
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2,2
©0 E Q)+ eF (L, Q) +be | iDx AR dt
N[ EF (G Q)+ eF (1, Q) +be  Toxe

i=1 ®

[ §§%1F+(t, Q) +&,F (,Q) +be(T0x e (t-r)%/28°

dtI:Ut

tmin

where for untagged events €, = &, = 0.5; for events with a B tagged as a particle £; = 1-w and
€, = 3 where w is the wrong-tag fraction; for a B tagged as an antiparticle ¢; = wand &, = 1-w
The index i is running over the events. Finally, t.;, is the minimum proper lifetime allowed in
the event selection.

17.2.4.5 Parameter determination and estimation of precision

The most complete analysis would include both tagged and untagged events in a single maxi-
mume-likelihood fit. It became clear, however, that the expected experimental precision was not
sufficient to allow the simultaneous determination of all eight unknown parameters. Instead,
the analysis was divided into two steps. In the first step, the full event statistics were used. In
the second step only the events with a tag were analysed. This allowed several useful approxi-
mations to be made.

The full event statistics, including both tagged and untagged events, were modelled according
to Equation 17-5. Five parameters, Al'g, I's, A, Apand 8,-0;, were determined in the fit assuming
€, =&, =0.5, which leads to the cancellation of the oscillatory terms in the likelihood function.
With this assumption, the three other parameters &, x; and d,+9, have a negligible influence on
the likelihood function, and so were fixed in the fit.

The rate difference A’y = 'y- [ could be de-
termined by this method with a relative statis-
tical error of less than 12% with 30 fbl,
corresponding to 300000 signal events (see Number of signal 300 000
Figure 17-16). The result depends strongly on ~ €vents

the value of Al'/T's, while the decay-time reso-  Number of background 45 000

lution is not critical here (see Figure 17-17). events

The relative statistical errors on the other free

Table 17-8 Summary of the analysis of the full sample
with 30 fb-1.

parameters are summarised in Table 17-8. The ot/t 4.4%

statistical errors are typically a few percent, ex-  |nput parameters AT T = 0.15, x, = 20,
cept for the strong phase difference 9, - §;, for §=0.039, 3,+d;=-T
which the probability density function is in- S(Ar )/ar, 12%(stat. }+7%(syst)

sensitive if (3, — ;) ~ T, as suggested by theo-
retical models (see Dighe, Dunietz and (I )/l 0.7%(stat.)+0.3%(syst.)

Fleischer in [17-22], and references therein). SAYA, 0.7%(stat.)+0.3%(syst.)

Several sources of systematic errors were con-  §a)/A 3%(stat.)+1%(syst.)
sidered. The mean lifetime in the background
sample must be known, and will be deter-
mined from sidebands in the reconstructed mass distribution. If this mean lifetime was overesti-
mated by 3% in the likelihood function, the measured value of Al was shifted downwards by
0.04, giving a 7% systematic error. The likelihood fit also used the measured proper decay time
and its error for each event. The error depends on the position uncertainty on the secondary
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Figure 17-16 The relative error of Al ; as a function of
signal statistics for three levels of background: 15%
(full line), 30% (dashed line) and no background (dot-
ted line). Al was determined by a maximum-likeli-
hood fit. The four other parameters of the fit were I,
A”, AD and 62'61

Figure 17-17 The relative error of Al as a function of
the relative precision of the proper-lifetime measure-
ment for three values of the ratio Al /' ;. The full line
corresponds to Al /I =15%, the dashed line to
Al /s =20%, and the dotted line to Al /I ;= 25%.
The statistics here is 300 000 signal events, and the

background is 15% of the signal.

vertex and on the momentum error, and a mis-estimation of either can introduce a systematic
error on the Al . This effect was tested by assuming a proper decay-time uncertainty in the like-
lihood fit that was 5% larger than the uncertainty used in the simulation; this conservative esti-
mate resulted in a negligible systematic error.

The angular distribution of the background may have a complicated shape. Decay channels that
are flat in decay angle (e.g. the decay to non-resonant states B — J/YKm) will gain apparent struc-
ture due to incorrect mass assignments. Background channels with polarisation (such as
Bg - JWPK*0) will have an intrinsic angular structure and will also be deformed by incorrect
mass assignments. However, the actual background shape can be estimated from the side
bands. Also, if the background composition is well determined, the background shape can be
calculated from the measured distributions of the background channels. No estimate is includ-
ed as yet for the systematic effects of the non-flat background distributions.
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The second part of the analysis was done for
tagged events only, using the jet-charge-tag
method described in Section 17.2.4.3 (there is
scope to improve the measurement by using
other tagging methods in addition). In order
to give an estimate of the performance in a
simple case, seven of the eight parameters
were fixed, leaving only the weak phase & free.
This was based on the assumption that the
values of the other parameters can be deter-
mined in other measurements (using un-
tagged Bg - Jye and Bg - WK, and
B, — Dgmevents). For this ideal case, where all
other parameters were measured with negligible
errors, the weak phase can be obtained with a
statistical precision (&) ~0.03, assuming the
Standard Model expected values: & =0.039,
Xs =20 and Al =0.15. The errors obtained
for different values of the mixing parameter and
proper decay-time resolutions are shown in
Figure 17-18. The results for the tagged analysis
are summarised in Table 17-9.

The results presented above are derived in the
context of the Standard Model. However, it is
possible to express the CP asymmetry purely
in terms of the helicity amplitudes, I, Al g, X
and the phase &. The precision of the asymme-
try measurement can be studied, independent
of the model, as a function of any triplet of
Alg, x5 and & values, using the already-meas-
ured value of ;. Table 17-10 shows results for
some examples of input parameters. The first
row in the Table shows the case of the Stand-
ard Model, with the input parameters based
on an overall fit to existing experimental data.
The second and third rows show two exam-
ples for non-standard models [17-27], [17-28].

Error ong
o
o

o
=
[¢)]

0.1

0.05

o
N
N
o —

St/t (%)

Figure 17-18 The error on the weak phase & as a
function of the relative precision of proper-lifetime
measurement for three values of the B_ mixing
parameter x,. The full line corresponds to x; = 20, the
dashed line to xg = 30 and dotted line to x5 = 40. The
weak phase & was determined by a maximum-likeli-
hood fit, while all other seven parameters were fixed.

Table 17-9 Summary of the tagged-sample analysis
with 30 fb-1 data.

Number of signal 180 000

events

Number of background 27 000
events

Proper-time resolution  4.4%

Input parameters Al /T =0.15, X4 = 20,
Tgs = 1.61 ps,
9,=0,0 =-T
|A”|/|A0|: 0.8;
1AGVIAgI=0.37

£ =10.039,15 = 1.58 ps.

3(¢) 0.03 (stat.)

As expected, there is some degradation of the precision on the measurement of & with increas-
ing X, due to the difficulty in resolving the rapid oscillations. On the other hand, the precision
of the measurement of & is not strongly dependent on the value of & For example, keeping
Xs =20, Al /T’ =0.15 and using an input value & = 0.16 (instead of 0.04 in the Standard Model),
leaves the precision unchanged at &(&) = 0.03. Thus, the analysis gives high sensitivity to any
new physics that significantly enhances the CP asymmetry in this channel over a wide range of

X values.
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Table 17-10 Precision on measurement of CP-violation parameter, &, as a function of Al /g, X5 and the true
value of &.

X Arg/T Input value of & 3(&)
20 0.15 0.04 (SM) 0.03
33 0.15 0.08 ([17-27]) 0.05
39 0.15 0.17 ([17-28]) 0.07

17.2.4.6 Conclusions

The main results of the Bg - Jpestudy are summarised in Tables 17-8 and 17-9. ATLAS can meas-
ure Al with a relative error &(Al')/Al g = 12% (stat.)+7% (syst.). The fit allows the simultaneous
determination of other parameters (the average Bg width I and the amplitudes A” and A for
the decays to CP-even and CP-odd J/yg configurations). Making use of events tagged using the
jet-charge technique, the CP-asymmetry parameter & can be measured with high precision
(3(§) = 0.03 for x, = 20).

17.2.5 Analysis of the decay Bg - DOK™0

The use of the decay amplitudes of several
neutral Bé’ decays in determining the angle
y=arg(-VygV* u/VedV*e) Was investigated.
The following relations hold between six de-
cay modes of the Bg to neutrals:

AL - %) = A(By - DK ),

0 _ _0_*
ABB - D K?) =A®Bs -~ DK,

* ) _*0
A(B,Y - D’cpK ) A(By - D’cPK ),

when D0 and K*0 decay into Km, and DO in-
dicates a decay to CP eigenstates (1ut, KK). Two
triangles can be constructed, which differ in
the length of one side only [17-29]. The angle
2y is formed as shown in Figure 17-19. Thus,
by measuring the decay rates in the different

channels, the angle y could be determined.
Figure 17-19 The two triangles formed of decay

The assumed branching ratios used in the amplitudef of six possible decays of the form
study were agreed between the LHC experi- B0~ DOK.

ments (see [17-30]); some of the expected

branching ratios are very low, in particular that for Bé) - DOK*0, which is of the order of 10-6. Af-
ter the requirement that the events contained a trigger muon with py > 6 GeV and that the four
final-state particles were within the detector acceptance, approximately 60 events were retained
per year in the rarest decay mode. Furthermore, the LVL2 trigger for this decay, based on the DO
and K0 invariant masses, would have to operate with high p; thresholds for the hadrons in or-
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der to limit the rate from the combinatorial background. It can be concluded that the measure-
ment of all the six decay modes by ATLAS alone would not be feasible assuming Standard
Model branching ratios.

17.2.6 Conclusions on CP violation

The angle B of the unitarity triangle is expected to be measured with a precision of
d(sin2B) = 0.012 (stat.)

with an integrated luminosity of 30 fb-1, collected at low-luminosity data-taking. The precision
can be improved further to about 0.010, if triggering on muons with p;>3 GeV can be achieved
at LVL2. Systematic uncertainties arising from the production asymmetry, flavour tagging and
background are expected to be controlled to better than 1% by using the non-CP-violating de-
cays B" - J/p(uwK” and BY - J/Y(up)K™ (where K" . K *1T). Furthermore, the availabili-
ty of many tagging algorlthms and the large statistics of tagged and untagged signal and
background samples provide the flexibility to perform internal cross-checks of the analysis.

Since the ATLAS Technical Proposal, significant progress has been made in the analysis of the
decay B(? - TUTC to overcome problems associated with the large background. An effort has
been made to use the specific ionisation in the TRT to separate pions, kaons and protons on a
statistical basis. A sophisticated fitting method has been developed to use maximally the event-
by-event information: each event was assigned a probability to belong to any of the decay class-
es (signal and backgrounds), based on the probability distribution functions on proper time and
its uncertainty, the invariant mass, the specific ionisation of the two particles and the flavour at
production and at the decay time. Possible CP asymmetries in the background were taken into
account. With an integrated luminosity of 30 fb-1, the fit gave a statistical precision on the mix-
ing-induced CP-violation amplitude b of:

Sb(BY - TIT) = 0.085 (stat.).

The branching ratios of the signal and background channels were constrained to estimated val-
ues within 5% uncertainty, since the branching ratios are expected to be measured before AT-
LAS can proceed to the CP-violation measurement of this channel. However, if the branching
fractions were left completely free in the fit, the precision would degrade only to 0.090. On the
other hand, if no d&/dx information were used, the precision would degrade to 0.117. The sensi-
tivity to the direct CP-violation amplitude a was 0.065. If there were no penguin graphs contrib-
uting to this decay, the b coefficient would be equal to sin2a, which could be measured with a
precision of 0.059.

The sensitivity to the angle a of the unitarity triangle depends on the value of a, on the ratio of
the penguin and tree-level amplitudes, and on the strong phase 8. Nevertheless, over most of
the range, the precision on a approaches 20 after three years of low luminosity running.

The third angle of the unitarity triangle, v, is difficult to measure. Using tagged BS - JApp de-
cays, the weak phase &= 2Asiny|V |/|V¢ i isti isi
(Xs = 20) using the 180 000 reconstructed events expected for an integrated luminosity of 30 fb-1.
Nevertheless, there is no sensitivity to the angle y in the Standard Model. The use of the six de-
cays B(? - DOK™0 does not seem feasible for y measurement either. The unitarity triangle will,
however already be overconstrained by the measurements of the two angles a and 3, and the
B -mixing measurement (see following section), which measures a side of the unitarity trian-
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gle. The current Standard Model best estimate for the angle yyields y = (59. 5+§ g )0 [17-11]. Fur-

thermore, it has been proposed that the ratio of the branching fractions of charged and neutral B
mesons into KTt final states would constrain sin2y, but there are diverging views on the theoreti-
cal validity of the proposal (see [17-11] and references therein).

The Bg - JYopdecays are also useful for various other measurements of the Bg-meson system,
and an angular-analysis technique was developed. Since tagging is not needed, the statistics are
fairly large — 300 000 events for an integrated luminosity of 30 fb-1. The width difference of the
B, -meson eigenstates, Al is expected to be measured with a relative statistical precision of
12%, and I’y can be measured with a relative statistical precision of 0.7%. In addition, the decay
amplitudes to CP-even and CP-odd final states can be measured with a relative precision of
0.7% and 3%, respectively.

17.3 Measurements of BY oscillations

17.3.1 Introduction

The observed B0 and BO states are linear combinations of two mass eigenstates, denoted here
asHand L. Due to the non- -conservation of flavour in charged weak-current interactions, transi-
tions between B and By states occur with a frequency proportional to Am, = m, —m, .

Experimentally, these BS - Bs oscillations have not yet been observed directly. In the Standard
Model, their frequency is predicted in [17-11] to be between 12.0 ps~1 and 17.6 ps~! with 68%
CL, and Iower than 20 ps~1 at 95% CL, significantly larger than the corresponding value Am; in
the Bd—Bd system. From measurements done by the ALEPH, DELPHI and OPAL experiments
at LEP, by SLD at SLC, and by CDF at the Tevatron %comblned lower bound of Am, >12.4 ps~1
at 95% CL has been established [17-31]. In the Bd By system, the oscillations have been directly
observed and a rather precise value Amy = 0.464+ 0.018ps~1 [17-32] has been measured.

The values for Amy and Am, predicted in the Standard Model by computing the corresponding
box dlagrams with the top quark contribution assumed to be dominant, are proportional to
\th\ and respectively. The direct determination of V., and V; from Am, and Am, is,
however, hampered by hadronic uncertainties. These uncertainties partially cancel in the ratio:

B 2
Amg B M_Bs BBsz

S

Vigl?

Vid

Am. - .2
Amd MBd BBded

where Mg are the B-meson masses, Bg are the bag parameters, and fg are the B-meson form fac-
tors. Using the experimentally-measured masses and a value for the ratio
g = (ﬁf )/( BB fg ) which can be computed in lattice QCD, a better constraint for
Ve’ Vid can be obtalned which can then be converted into a constraint of |V 4/, the worst-
measured side of the unitarity triangle.

The probability density to observe an initial Bg meson decaying at time t after its creation as a
Bg meson is given by:
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2 le?
s O2 0 -rg ATt 0
PBOBO(t) = T e E:osh—2 + uocosAmstD,

where p, = -1, Al =T, -r_ and g = (M, +0)/2. For an initial Bg meson, the probability
density P gogo(t) 1o decay as a B; meson at time t is given by the above expression with pg = +1.
The small effects of CP V|olat|on are neglected in the above relation. Unlike Al y which can be
safely neglected, the width difference in the B B system Al could be as much as 20% of the
total width I [17-21].

Experimentally, Am, can be determined by measuring the asymmetry:

PBOBO(t) - PBOBO(t) CQSAmSt

P t)+P t '
BOBO( ) BOBO( ) COSIAESt

At) =

Bg (Bg) is tagged at the production point by the muon used for the LVL1 trigger; at the decay
vertex, the meson’s state is given by the charge-sign of one of the decay products. From the fit of
the measured asymmetry, the oscillation period can be determined.

17.3.2 Event reconstruction

The S|gnal channels considered for the measurement of B Bo oscillations were B0 - D_T[+
and B - Dg al, with D - e followed by ¢ - KK (called (0} mode in the followmg) For
both B decay channels, the decay mode D, - K 0K~ with K o K* e (called K 0 mode in
the followmg) may also be considered in order to increase the signal statistics. The K™ mode
analysis for Bg - Dsa1 decay channel is discussed in this report. However, since this mode is
not yet included in the LVL2 trigger, the maximum value of Amg which can be measured by AT-
LAS was computed without the K 0 mode, and the effect of including this decay mode is
shown separately. Using a 3 GeV cut on the p; of the three tracks from D, - K"K~ and other
cuts similar to those for the ¢-mode trigger, an increase of around 235 Hz would be expected in
the LVL2 trigger rate from adding the K*© mode.

The simulated events were generated using PYTHIA 5.7 in the framework of ATGEN-B (ATLAS
program for B-event generation), and then passed through the ATLAS simulation program
DICE (Inner Detector only). Details about the general physics parameters used in ATGEN-B
may be found in Section 17.1.2. In the simulation, the b-quark was forced to decay semileptoni-
cally giving a muon with p; > 6.0 GeV and |n| <2.5. The b was forced to produce the required B-
decay channel. All the final-state particles from the B decay were required to have p; > 0.5 GeV
and |n|<2.5. The simulated events were reconstructed using the xKalman package from
ATRECON.

17.3.2.1 Reconstruction of the Ddecay vertexinthe  Dg - @ulecay mode
The reconstruction of the Dy vertex in the D - @t decay mode proceeded via two steps
(here and in the following charge-conjugate states are implicitly included). The ¢ decay vertex

was first reconstructed by considering all combinations of pairs of oppositely-charged tracks
with p;>1.5 GeV for both tracks. Kinematic cuts on the angles between the two tracks
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A8y <10° and Ad, <10° were also imposed. The two-track vertex was then fitted assigning
the kaon mass to both tracks. Combinations passing a fit-probability cut of 1% with the invari-
ant mass within 3o, of the nominal ¢ mass were selected as ¢ candidates. To all accepted ¢ can-
didates, a third negative track with p; > 1.5 GeV from the remaining ones was added. The pion
mass was assigned to the third track and a three-track vertex was refitted. Combinations of
three tracks which had a fit probability greater than 1% and an invariant mass within 30D of
the nominal D mass were selected as Dy candidates. Figure 17-20 and Figure 17-21 show *the
reconstructed mvarlant mass dlstrlbutlons for @ and D, respectively, in the channel
B - Dg(orr )al Similar distributions were obtained in the decay channel B0 - D;((pn_)n+ .

3 ? =
= - 0, = 3.4 MeV = B 0, 4= 13.6 MeV

— B ™ 400 —
$800 |~ 3 -
= B £ B

w B W300 |-
600 |— B

- 200 |-
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Figure 17-20 Reconstrycted ¢ invariant-mass distri- ~ Figure 17-21 Reconstructeg D invariant-mass dis-

bution in the channel B — D (@1 )aj . In the dark tribution in the channel Bg — D ((pT[ )a; . In the

histogram, the reconstructed ¢ matches a generated dark histogram, the reconstructed D matches a

@ The distributions only include the contribution from generated D; . The distributions only include the con-

Monte Carlo events for the indicated signal channel. tribution from Monte Carlo events for the indicated sig-
nal channel.

17.3.2.2 Reconstruction of the  Ddecay vertex in the Dy - K™© kdecay mode

The reconstruction of the D, decay vertex in the decay mode D, - KK~ was performed us-
ing similar techniques to those used in the D, - @t case. First, K™ candidates were recon-
structed from combinations of pairs of oppositely-charged tracks, with p;>3.0 GeV for each
track, and A8, <10° and A¢,,,<20° assuming that the positive-charge track was a kaon and
the negative-charge one was a pion. The two tracks were required to originate from the same
vertex (vertex fit probability greater than 1%) and have an invariant mass within one I'g,, of the
nominal K% mass.

Additional negative-charge tracks with p; >3.0 GeV were combined with K candidates, ap-
plying the kaon hypothesis for the additional tracks. The three tracks were then fltted as origi-
nating from a common vertex; no mass constraint was required for the tracks from K© , due to
the large K natural width. Combinations with a fit probability greater than 1% and W|th anin-
variant mass within 3oy, of the nominal Dg mass were selected as Dy candidates.
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The invariant-mass distributions of the reconstructed K ° and D, candidates are shown in
Figure 17-22 and Figure 17-23, respectively.
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Figure 17-22 Reconstrugted* K*O inl/ariant-mass dis- Figure 17-23 Regonstrticteg D; ir]rvariant-mass dis-
tribution in the By —» Dg(K 0K_)a1 channel. In the  tribution in the By - Dg(K 0K_)a1 channel. In the
dark histogram, the reconstructed K® matches a dark histogram, the reconstructed D; matches a
generated K O The distributions only include the generated D; . The distributions only include the con-
contribution from Monte Carlo events for the indicated tribution from Monte Carlo events for the indicated sig-
signal channel. nal channel.

17.3.2.3 Reconstruction of the a{iecay vertex

For each reconstructed D, meson, a search was made for al' candidates in three-particle combi-
nations of the remaining charged tracks. In a first step, p mesons were reconstructed from all
combinations of two tracks with opposite charges and with py >0.5 GeV for both tracks, each
particle in the combination being assumed to be a pion. Kinematic cuts A8 <15° and
A, <35° were used to reduce the combinatorial background. The two selected tracks were
then fitted as originating from the same vertex; from the combinations passing a fit probability
cut of 1%, those with an invariant mass within 1.5 I'g,,, of the nominal pO mass were selected as
p0 candidates.

Next, a positive track with p; > 0.5 GeV from the remaining charged tracks was added to the p©
candidate, assuming the pion hypothesis for the extra track. The three tracks were then fitted as
originating from a common vertex, without any mass constraints. Combinations with a fit prob-
ability greater than 1% and with an invariant mass within 300 MeV of the nominal aI mass
were selected as a; candidates.

The invariant-mass distributions of the reconstructed pO and a; candidates are shown in
Figure 17-24 and Figure 17-25, respectively.
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Figure 17-24 Reconstrugted p0 invariant-maoss distri-
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bution in the channel By — Dg(@rt )a;(p 1 ). In
the dark histogram, the reconstructed p0 matches a
generated pO. The distributions only include the contri-
bution from Monte Carlo events for the indicated signal
channel.
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Figure 17-25 Reconstru%ted aI invariant-mass dis-

N . . — + +
tribution in the channel B — D (@t )a}(p T ). In
the dark histggram, the reconstructed a; matches a
generated @, . The distributions only include the con-
tribution from Monte Carlo events for the indicated sig-
nal channel.

17.3.2.4 Reconstruction of the Baecay vertex

For the Bg ~ D, channel, the Bg decay vertex was reconstructed by considering all D, can-
didates and adding a fourth track from the remaining tracks in the event. This track was re-
quired to have opposite charge with respect to the pion track from the D¢ and p; > 1.0 GeV. The
four-track decay vertex was refitted including @and D, mass constraints, and requiring that the
total momentum of the BS vertex pointed to the primary vertex and the momentum of D ver-
tex pointed to the Bg vertex.

For the Bg - D;aJlr channel, the Bg candidates were reconstructed combining the D, candi-
dates with the a; candidates. A six-track vertex fit was then performed with mass constraints
for the tracks from @ and Dg; due to the large a, natural width, the three tracks from the a;
were not constrained to aI mass. Similarly, for the K™® mode, the tracks from K" were not con-
strained to the K ° mass. As in the Bg - D;n+ channel, the total momentum of the Bg vertex
was required to point to the primary vertex and the momentum of D vertex was required to
point to the BS vertex.

In order to be selected as Bg candidates, the four-track and six-track combinations were re-
quired to give a grobability greater than 1% for the vertex fit. The signgd separ%tion between the
reconstructed B vertex and the primary vertex, and between the D, and B vertex were re-
quired to be positive (the momentum should not point backward to the parent vertex). To im-
prove the purity of the sample, further cuts were imposed: the accepted Bg candidates were
required to have a proper decay time greater than 0.4 ps, an impact parameter smaller than
55 pm and py > 10 GeV.
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17.3.3 Background analysis

Background to the channels being considered for the measurement of Amg can come from two
sources: from other four- or six-body B-hadron decay channels, and from combinatorial back-
ground (random combinations with some or all particles not originating from a B decay).

For B - Dg T, the foIIowmg four- body decay channels were considered as potentlal sources of
background BJ - D, n ,B}- D" ™ (with D™ ,Dg —» @ and ¢ - KK) and /\IO ~ AJTC fol-
lowed by /\ S opKTI The S|m|Iar Six- body decay channels considered as potential sources of
background for B0 -~ D, a1 were: Bd . Dsal, Bd - D a1 (with D™, D¢ 5 (pT[ , @ > KK for the
@ mode and D D S KOK™ , K9 L K" for the K0 mode) and /\b ~ AJT0 followed by

A S pK T The S|mulated four- and six-body background events Were passed through

C
the detailed detector-simulation program, reconstructed and analysed using the same pro-

grams, the same conditions and the same cuts as the signal events.

In order to study the combinatorial background, a very large sample of simulated inclusive-
muon events is needed. The results presented here are based on a sample of 1.1 million
bb - pX events, with p; > 6 GeV and |n| < 2.4 for the muon corresponding the trigger condi-
tions. Even with this large sample, the background estimate is based on very low statistics.

The bb - puX sample was analysed in the framework of the fast-simulation program
ATLFAST++ (see Section 2.5), applying the same algorithms and the same cuts that were used
for the fully-simulated samples. A careful check was made of the performance of the fast-simu-
lation program by running it on signal and six-body background samples, and comparing the
results with those from the detailed simulation. Good agreement was obtained for the number
of reconstructed events and the widths of the mass peaks for the reconstructed particles.

17.3.4 Evaluation of signal and background statistics

The reconstructed B |nvar|ant mass dlstrlbutlons in the decay channels B - D (cpn )T[ ,
B -D ((pn )al(p i ) and B - D (K K )al(p I ) are shown in Figure 17- 26 Flgure 17-27
and Flgure 17-28, respectively, for an integrated luminosity of 10 fb-1.

17 B-physics 597



ATLAS detector and physics performance
Technical Design Report

Volume Il
25 May 1999

3 300
=
o
—
@
3
£
W 200

100

0 | L N
5 5.2 5.4 5.6
My koo [GEV]

Figure 17-26 Reconstructed B? invariant-mass dis-

) - S
tribution for Bg - Dg(om )T[+ decays. The open his-

togram shows the signal, the hatched histogram
shows the background from B — D (@m0 )T
decays and the dark histogram shows the fake recon-
structed Bg decays from the signal sample. The com-
binatorial background is not shown here.

For BY - D (gr)a; and BY - D (K °K7)a;
the results are from fully-simulated samples;
for Bg - D;((pn_)n+ they are from a fast-simu-
lation analysis. The reconstructed mass distri-
butions for the four- and six-body background
channels are also shown in the figures. The
combinatorial background, for which only
very limited statistics are available, is not
shown in these figures; its distribution is ex-
pected to be flat in the relevant mass range.
The mass resolutions of the reconstructed Bg
mesons were obtained by fitting single-Gaus-
sian distributions. The results are 33.5 MeV for
BY _ Dg(gm)m , 322 MeV for
B - Dg(gm )a; (p°m’) and 305 MeV for
B — D¢ (K™K )ay (pOm").
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Figure 17-27 Reconstructed +Bg 6n\£rariant-mass dis-
tribution for Bg - Dg(@mt )a; (p 1) decays. The
open histogram shows the signal, the hatched histo-
gram shows the background from
BJ - D;((pn_)aI(pon+) decays and the dark histo-
gram shows the fake reconstructed Bg decays from
the signal sample. The combinatorial background is
not shown here.
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Figure 17-28 Reconstiuctgd Bg i+nvariagt-mass dis-
tribution for BY — D (KOK7)a; (p°r') decays.
The open histogram shows the signal, the hatched
higtograrp *OShf’WSi 0th+e background from
By - Dg(K "K' )a  (p'm ) decays and the dark
histogram shows the fake reconstructed Bg decays
from the signal sample. The combinatorial background
is not shown here.
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The numbers of events expected for the various signal and background channels that have been
analysed are given in Table 17-11 for an integrated luminosity of 30 fb-1. The cross-sections and

Table 17-11 Signal and background samples analysed for the study of B B oscnlatlons The numbers pre-
sented for the combinatorial background are for the sum of the B - D ((ptt )Tt and B0 - D ((th )Y
analysis channels.

Cross-section Events for Simulated Rec. events
Process [ub] 30 fb-1 events Rec. events for 30 fb -1
BS ~ D (@r)m 1.281x1075 384180 47775 5018 6 750
0 -+ ~

B - Dg(om )a; 1.281x107°5 384 180 18784 1506 3620
Bg - D;(K*0 K_)aJlr 1.589x10-5 476 970 9988 208 1000
Bg - D;((pﬂ_)T[+ 4,519x1076 135570 24 698 694 710
Bg - D;((th_)aJlr 2.098x10°5 629 460 9699 186 1390

- * _ +
Bg - Dg(K O )y 2.605x10°5 781 500 9988 41 345
Bg - D_(tth_)aI 8.204x10-6 246 135 9949 1 3

- *| _+
Bd - D (K O )ay 7.651x1076 229530 9989 6 15
Ap — A (pKmommTe 1.968x1076 59 040 10 994 0 0
Comb. background 1.1x106 see text 14 500

sum (@ mode only)

the numbers of events for 30 fb-1 are calculated after the following cuts: one b-quark is required
to decay semileptonically giving a muon with p; >6.0 GeV and |n| < 2.5; the other b-quark is re-
quired to give rise to the given B-hadron decay channel. In addition, in the simulated samples
the final-state particles from the given B-hadron decay channel are required to have
pr>0.5 GeV and |n| <2.5.

The events reconstructed from the samples for the exclusive decay modes were counted in a
+20g window around the nominal B0 mass. Using the fraction of events reconstructed in the
simufated sample and the number of events expected for an integrated luminosity of 30 fb-1, the
expected number of reconstructed events was estimated. The numbers or reconstructed events
given in the table have been corrected for the additional cuts imposed on the simulated sample
using the cross-section given by PYTHIA, for muon efficiency (on average 0.85) and for LVL2
trigger efficiency (0.85).

A total of 10370 reconstructed events is expected for the @ mode of the B - Dg ™ and
B0 - D. al decay channels for an integrated luminosity of 30 fb-1. An increase of around 30% in
the number of events could be obtained by including the K™ mode for both B, decay channels.

The only significant backgrounds come from the Bd - Dga; and Bd - D ' channels, and
from the combinatorial background. Note that the number of reconstructed events from the two
Bd decay channels is conservative since the branching-ratio values used are upper I|m|ts As ex-
pected, due to the combination of the D mass shift (Mp--Mp- = 90 MeV)and Bd mass shift
(MB —MB =100 MeV), very few Bd - D al events are reconstructed in a +ZGB window
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around B nominal mass. Due to the different decay topology, the /\b - /\ m channel does
not give any contrlbutlon to the background No contribution to the background for B - Dg T
is expected from Bd - D1 and /\b - A T decays.

The statistics available for estimating the combinatorial background are very limited, despite
the large size (1.1 million events) of the p6X sample. Each simulated event was therefore passed
20 times through the fast-simulation program, different random smearing of the track parame-
ters being applied each time. The number of background events was counted in an enlarged
mass window ([MB —150 MeV, MB +150 Mev]) On average, 0.4 events per pass were recon-
structed in the mass window summlng the B - Dg T and Bg - Dg al channels for the ¢ mode.
Normalising to the number of u6Xx events expected for an mtegrated luminosity of 30 fb-1, ap-
plying correction factors for the reconstruction and trigger efficiencies, and scaling for the size
of the mass window, the comblnatorlal background was estimated to be 14 500 events in a
+20g window around the B mass, and the range of variation was estimated to be between
9600 and 20 900 event at 90% CL Correlations between the results from the 20 passes were tak-
en into account. The corresponding background for the K™ mode of the B -~ D, al is 5600
events.

17.3.5 Determination of the proper-time resolution

The proper time of the reconstructed B candldates was computed from the reconstructed

transverse decay length, dyy and from the B transverse momentum, py:
d, M

Xy Bg —q

t = o Xyg

where g = MBO/(cpT).

The transverse decay length is the distance between the interaction point and the b-hadron de-
ca(}/ vertex, prolected onto the transverse plane. Flgure %7 -29 shows, for the example of the
B - D T )al(p T ) decay mode, the difference d, fitted with two Gaussian functions,
where d Xy is the true transverse decay length. For each event, the decay-length uncertainty,
a4, was estimated from the covariance matrices of the tracks associated with the vertices. The
puﬁ of the transverse decay length, (dyy dgy)/crd , was found to have a Gaussian shape with a
width of §; = 0.958+ 0.020 Y

The distribution for (g—g,)/9,, shown in Figure 17-30, also has a Gaussian shape, with a width
of S, = (0.631% 0.013%. Here g, = ty/d,,, with t, being the true proper time. The proper-time
resolution function Redt, t;) was parametrised, in close analogy with [17-33], with a Gaussian
function:

D_____

I S I
Reqt, ty) = Jﬁo(to) IO[ 205 (ty)

- tog}

with the width o(t;) computed event-by-event as:

a(ty) = J(gsdxyodxy)%(tosg)z.
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Figure 17-%9 Dgcay-radiys resglution for the decay
channel B - D (@t )a; (p 1)

Figure 17-31 shows, for the example of the
BY . D(¢r)a; (p°r") decay mode, the prop-
er-time resolution together with the parame-
trisation obtained from the Reg{t, t;) function
given above. The parametrisation reproduces
well the tails seen in the distribution for recon-
structed events. The t—t, distribution has an
rms of 0.071 ps. To illustrate the deviations
from the Gaussian shape, when the distribu-
tion was fitted with two Gaussian functions,
the widths obtained were 0.050 ps for the nar-
row Gaussian function (60.5%) and 0.093 ps
for the broader one (39.5%). Similar distribu-
tions were obtained for the other two analysed
channels.

17.3.6 Extraction of AmJeach

The maximum value of Am; measurable in
ATLAS was estimated using a simplified Mon-
te Carlo model. The input parameters of this
model were: the number of signal events, N

sig’ - .
cays, Ng , and the number of events for the combinatorial background, N

Figure 17-30 Fractional resolution on g-factor for the
— .+ 0
decay channel Bg — D (@1 )a, (p 1)

8 -
N | RMS =0.071 ps
2150 -
wn |
9
S B
S B
100 —
50 —
07\‘\ \\\‘\\\ \‘\
-0.4 -0.2 0 0.2 0.4
t'to[pq

Figure 17-301 Pr9per-£ime+ regolytion for the decay
channel B — Dg(@rt )a; (p 1t ). The curve dis-
plays the resolution as obtained from the Req(t, t;)
function given in the text.

the number of background events from Bg de-
comb the characteris-

tics of the events involved in the computation of the proper-time resolution (see below); the

wrong-tag fraction. The wrong-tag fraction was assumed to be the same for both BS and Bg
Mesons: w,y = 0.22 (see Section 17.2.2.4). The proper-time resolution obtained with detailed
. R 0 - . +, 0 + .

simulation for the B, - D (¢ )a; (p 1t ) decay channel was assumed for all signal events.
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Monte Carlo experlments with Ng; sig signal events oscillating with a given frequency Am,,
gether with Ng Bd background events oscillating with frequency Amy and N, ., comblnato—
rial events (no oscillations), were generated in the following way. For each event with an
oscillating b hadron, the true proper time t, was generated according to an exponential distri-
bution using the slope obtained from a fit of the true proper time of the simulated sample. The
uncertainty on the measurement of the transverse decay length, Oy , and the true value of the
g-factor, g,, were generated at random according to the dlstrlbutlons obtained from the simu-
lated samples (the distributions were fitted with the sum of three and two Gaussian functions
for Og, and g,, respectively). From the computed true decay Iength d = ty/ 9y, the corre-
spondlng reconstructed decay length was generated as d,, = = ¢° y+S 0, Q with Q being a
random number distributed according to the normal dlstrlbutlon Thé reconstructed g-factor
was generated as g = gy + 9oS;Q" with Q' a random number distributed according to the nor-
mal distribution function. From the transverse decay length and g-factor, the reconstructed
proper time was then computed as t = gd,, . The probability for the event to be mlxed or un-
mixed was determined from the t, and Am values (Amy value if the event was a Bd event).
For a fraction of the events, selected at random the state was changed between mixed and un-
mixed, according to the wrong-tag fraction, Wyag- FOr the combinatorial background, the recon-
structed proper time was generated assuming that it has the same distribution as the one for B
mesons. Half of the combinatorial events were added to the mixed events and half to the un-
mixed events.

The asymmetry

dn(++) dn(+-)

Aft) = dt dt cosAmt
= G5, a0 AT
dt dt cosh=>

was computed for the ‘generated events’ for t > 0.4 ps, in agreement with the experimental cut
on the reconstructed proper time. Here n(++) is the number of events with the tagging muon
and the reconstructed D, having the same sign (Bg meson did not oscillate), and n(+-) is the
number of events in which they have unlike sign (B; meson oscillated). The asymmetry distri-
bution A(t) was then analysed with a method based on the amplitude fit proposed in [17-34].
According to this method, A(t) was fitted with the function A;; cos(Am.t)/ cosh(Alst/2) where
Amg and Al were constant values and Ay, was the only free parameter. The fit was repeated
for different values of Amg and an A;; (Am,) distribution was obtained (Al was a constant pa-
rameter). The value of Am, which gave the maximum A;;; was considered as the Am, measured
in that experiment.

The experiment was performed for different true Am, values. For each true Am, value, the ex-
periment was repeated 1000 times. The fitted amplitude distribution was averaged over these
1000 experiments as a function of the Am, value in the asymmetry fit function A, (Am,) ; the av-
erage distribution was then fitted with a Gaussian function and the width o of the distribution
was determined. An experiment was called ‘successful’ if the measured Amg value was within
+1.960 of the true Amy value, corresponding to a 95% probability that the measured Am, value
would fall within +1.960 of the true value given Gaussian errors. The maximum value of Amg
for which 95% of the generated experiments were successful was taken as the maximum value
of Am, which is expected to be measurable. For each experiment, the difference between the re-
constructed Am, and the true Amg was computed,; this distribution was fitted with a Gaussian
function and its width was taken as the accuracy of the Amg measurement.
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With an integrated luminosity of 30 fb-1, the

maximum value of Am, that is expected to be 2
measurable is 38.5 ps1.The expected accuracy £ 04 |
of the Am, measurement is 0.04 psl for % -
Am. =12 ps1, 005 psl for Am =20 psi, < i
0.10 ps1 for Am =30 ps?l, and 0.16 ps? for 0.2 —
Am, = 38.5 ps-1. The time-dependent asymme- -
try for a single ‘experiment’ with an integrated 0
luminosity of 30 fb-1 is shown in Figure 17-32, =
when Amg = 38.5 ps-1. -
-0.2 -
04 |—
|
0 1 2 3

Proper timgpg

Figure 17-32  The time-dependent asymmetry for
Amg=38.5 pslin a single ‘experiment’ for an inte-
grated luminosity of 30 fb-l. The crosses correspond
to ‘'simulated data’ and the line to the fit with a cosine
function.

17.3.7 Dependence of Amgreach on experimental quantities

The previous analysis was repeated for different values of the integrated luminosity 5 fb=1,
10 fb~1, 20 fb~1 and 30 fb~1. The proper-time resolution was also varied, by changing the widths
de and S by the same factor. The values of the scaling factors used were 0.75 and 1.5. For
these values, the proper-time resolution, fitted with two Gaussian functions with the same nor-
malisation ratio as for the nominal values, had the widths 0.033 ps (0.074 ps) and 0.064 ps
(0.138 ps), respectively, to be compared with the nominal 0.050 ps (0.093 ps); the value in paren-
thesis is the width of the second, broader Gaussian function. All combinations given by these
proper-time resolution values and integrated luminosity values were tried. The dependence of
the Amg reach on the integrated luminosity is shown in Figure 17-33 for different values of the
proper-time resolution, and assuming that AI' = 0.

The dependence of the maximum value of Am; which can be measured on the fraction of signal
events in the sample of reconstructed events is shown in Figure 17-34 for the nominal proper-
time resolution. The values in the plot were obtained assuming that the number of signal events
remains constant at the values given in Table 17-11 and that the numbers of combinatorial back-
ground events and of background events coming from Bg change with the same factor. The de-
pendence on the background is not very strong for the assumed conditions; however, this
dependence could change if the combinatorial background has some asymmetry or if it has a
different proper time dependence. If the combinatorial background was taken to be 20 900
events, which was estimated to be the 90% CL upper limit for the combinatorial background,
while the numbers of signal events and background events from other sources were as in
Table 17-11, the maximum value of Am, that is expected to be measurable would be 36.0 ps—1
with an integrated luminosity of 30 fb-1.
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Figure 17-33 Sensitivity range of ATLAS for the Am,  Figure 17-34 Sensitivity range of ATLAS for the Amg

measurement as a function of the integrated luminos- measurement as a function of the signal content of the

ity for various proper-time resolutions. sample, for nominal proper-time resolution and inte-
grated luminosities of 10 fb~1 and 30 fb~1.

For values of Al /T ;< 0.2 no significant change in the sensitivity range was observed. If the K
mode was also considered, the Am, limit did not improve, mainly due to the decrease in the sig-
nal-to-background ratio resulting from the conservative estimate of the combinatorial back-
ground to be added to the sample.

17.3.8 Conclusions

The maximum value of Am_ which we expect to be able to measure with 30 fb-1 data, with the
performance of the detector presented in the previous sections and with the assumed cross-sec-
tions of the involved processes, is 38.5 ps'. The expected accuracy of the Am, measurement is
0.16 ps-1 for Am = 38.5 ps-1, and better for lower values of Am,. The dependence of the Am sen-
sitivity range on various parameters shows that we should be able to measure Am, over the
whole range predicted in the Standard Model.

17.4 Rare decays B — pu(X)

17.4.1 Introduction

Certain rare decays, for which the decay products themselves provide a distinctive signature
that can be used in the LVLL1 trigger, can be studied very effectively in ATLAS making use of the
high rate of B-hadron production. These so-called ‘self-triggering’ modes include decays of the
type By s — MH(X). Such decays involve flavour-changing neutral currents (FCNC) and are
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strongly suppressed in the Standard Model, with predicted branching ratios typically in the
range 10-5-10-10, New physics might result in significant enhancements compared to the Stand-
ard Model predictions.

The potential to study rare decays of the type By ¢ - pp(X) is discussed in the following. For
the purely muonic decays, ATLAS will be sensitive to branching ratios of order 10-° and should
be able to measure the branching ratio for B, -~ pu assuming the Standard Model prediction.
Large-statistics samples will be collected for decays of the type b - (s dll that give final states
such as Bg - K Oup Bd - p pp and B . (p up . This will allow precise measurements to be
made of the decay dynamics, as well as of the branching ratios, giving significant constraints on
new physics.

These rare decay modes are forbidden at the tree level in the Standard Model, so the decays in-
volve loop diagrams. In non-standard models of electroweak interactions, FCNC processes can
be allowed at the tree level and thus, the branching ratios of these rare decays would not be so
suppressed. In addition, in the presence of new physics, additional particles may be present in
the loops again enhancing the decay probability. Due to the very low Standard Model predic-
tions for the branching fractions for purely muonic decays, a significant enhancement in meas-
ured branching fractions would clearly demonstrate the effects of new physics. The
measurement of the lepton forward-backward asymmetry in semimuonic B decays is another
promising tool to probe the new physics beyond the Standard Model.

In the context of Standard Model, the principal interest lies in the measurement of the branching
fractlons of the B - uu(X) channels. The measurement of the branching fractions of the decays
Bd - p°up and Bg — K™pp allows the CKM matrix-element ratio Vig]/|Vid to be determined.
The square of th|s ratlo is useful also for the estimation of the ratio of the mass differences
Amy/ Amy in the Bd—Bd and B —B systems (see [17-35]), complementary to direct measure-
ments of the oscillation perlods

17.4.2 Theoretical approach

In the theoretical approach used here, the effective Hamiltonian which governs the b . g tran-
sition has the following structure [17-36]:

Ge -
Herr = Tzvtbvtqz Ci(WG;(K)
|

where q = d, s, G is the universal Fermi constant, C;(1) are the Wilson coefficients which con-
tain the information on the short-distance dynamics of the theory, and O;(u) are the basis opera-
tors. The parameter p in the equation is a typical scale which separates the long and short-
distance (LD and SD) physics. For B decays it is convenient to choose this scale u Om,, . The con-
tributions of the LD effects are contained in the B -~ M transition form factors that enter in the
calculation of the Wilson coefficients, where B is the B-meson and M is any other meson. These
form factors are the main source of uncertainties in the theoretical predictions for exclusive de-
cays (see, e.g. [17-37] and references therein).

Table 17-12 presents theoretical predictions for the branching ratios of B — KUy and B - Klup.
The columns ‘QM’ and ‘Lat’ present the results obtained with the two sets of transition form
factors taken from [17-37]. The column *Ali’ refers to the results in [17-38]. In order to estimate
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the uncertainties in the CKM matrix elements V4 and V, the uncertainty on the form factors is
required. One can see from the table that the results obtained with the different theoretical ap-
proaches agree within the errors and are consistent with the experimental data.

Table 17-12 Non-resonant branching fractions of radiative and rare B-decays.

oM Lat Ali
Decay mode BR x| V,5/0.038|2 BR x|V,/0.041|2 BR x | V,4/0.033|2 Experimental BR
B - KOy 4.2x 10° 42x10°  (4.9+2.0x10° (4.0t 1.9 x 10°[17-32]
B - Klee 1.50x 10° 1.45x 10°  (2.3+0.9x10°  <2.9x 10%[17-37]
B - Klup 1.15x 10° 1.10x 10° (1.5 0.§x10°  <2.3x 10°[17-32]

For studies of SD effects, information about the Wilson coefficient o is important. The experi-
mental measurement of the lepton forward-backward asymmetry in semileptonic B-decays
caused by FCNC transitions will provide information on this coefficient. To illustrate the possi-
ble sensitivity to new physics, one can compare the Minimal Supersymmetric Standard Model
(MSSM) with the Standard Model. In each case, a range of allowed vall\lﬂjgg'af Coy is El\r/lovided by
CLEOQ results on rare radiative decays [17-39]. The quantity R, = C;,7""(M,,)/C7,(M,y) lies
in one of the following intervals

~42<R; <24  04<R, <12

The shape of the differential forward-backward asymmetry distribution turns out to be qualita-
tively different for positive and negative values of R, [17-40]. The lepton forward-backward
asymmetry remains sensitive to the value of the Wilson coefficient after the experimental cuts,
and thus it will be possible for ATLAS to test the Standard Model in the exclusive B - MITT
decays.

17.4.3 Simulation of rare B-decay events

17.43.1 Simulationof By - MU

Purely muonic B-decays are predicted to have

. . o Table 17-13 Efficiencies of selection cuts for
very low branching fractions within the Stand-

B —
ard Model (109-10-10), whereas they may —oS HH
have significantly higher ones in non-standard ~ Cut Efficiency
models. The following Standard Model Decay length of B 0.70

branching ratios were assumed for the pres_elrgt >0.7 mm, x 2/dof <3
study  [17-41]: Br(gBd - Mp)=15x10"",

Br(Bg — pp)=3.5x 10". Simulations were
made with the PYTHIA event generator. The
Inner-Detector response was simulated fully
and the particles were reconstructed in the In-
ner Detector. The muon reconstruction effi-  Isolation: 0.40
ciency was assumed to be 85% for the LVL1 Nen(Pr>0.8 GeV)=0in

trigger muon, and 95% for the other muon. acone 6 < 20°

About 1500 signal events were simulated in

Angle between p of BO 0.94
and line joining pri-

mary and BO decay ver-

ticesa < 10
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each channel, with py(u)>6 GeV and [n(p)l <2.5 for each muon. About 9000 background
events were simulated and reconstructed with the same criteria. The sensitivity of signal events
to cuts is shown in Table 17-13.

After applying all the cuts, the numbers of Table 17-14 Number of expected events after three
events expected for 30 fb-1 at low luminosity years of LHC running at low luminosity (30 fb-1)
are shown in Table 17-14. The B — pp chan-

) ¢ Channel Signal Background
nel can be observed, assuming the branching 5
fraction predicted by the Standard Model. The ~ Bg — HH 4 93
significance of the signal, however, is only g0 | m 27 93
S

2.80.

The feasibili%y to reconstruct the purely muon- Table 17-15 Number of expected events after one
ic decays By ( — pp at high luminosity was Yyear of LHC running at high luminosity (100 fb-1).
also estimated. This estimation was based on

” ’ . Channel Signal Background
the assumption that the pixel B layer will be 5
operational at high luminosity, and that no By - HH 14 660
degradation of the impact-parameter and py Bg - up 92 660

resolutions will occur. For each channel, 1000
signal events with corresponding pile-up were
fully simulated and reconstructed in the Inner Detector. The background was studied at the par-
ticle level using the parametrisation for pr and impact parameter resolutions from ATLFAST. A
sample of 10 000 background events with pile-up was used for this study. The numbers of
events for both channels and the corresponding backgrounds expected for 100 fb-1 are given in
Table 17-15.

Combining the low- and high-luminosity samples, a 4.3c significance cag be obtained for the
channel B — pu. The 95% CL upper limit for the branching fraction for B; - up obtained with
the combined sample would be 3x10-10. It should be noted, however, that the B mass resolution
of 69 MeV is not good enough to separate B; and By on an event-by-event basis, but their rela-
tive fractions would have to be fitted from the joint mass distribution. The study of rare muonic
B decays at high luminosity will significantly improve the results which can be obtained at low
luminosity, especially if data collection is continued for several years.

17.4.3.2 Simulation of BY - K °py BY - p’upand BY - ¢ up

Studies have been performed for the rare-decay channels Bg N K*Opp, Bg . POHH , and
Bg - (poup. In the future, the potential for studying Bg - Kup and Bg - wup decays will also
be evaluated. The following predicted values for the branching ratios were assumed:
Br (B2 - ¢®up) =1x10°, Br(BY - Kup) = 1.5x 10° and Br(BS - p%up)=1x 10'. Events
were simulated fully and then reconstructed in the Inner Detector. For each channel, 1500 signal
events were analysed with the following experimental cuts: both muons were required to have
pr(n)>6 GeV and [n(u)l <2.5, and both hadrons were required to have p;(h)>1 GeV and
In(h)] <2.5. The same reconstruction and trigger efficiencies for the muons were assumed as
above. The reconstruction efficiency for hadrons was found to be 90% averaged over the full
pseudorapidity region for pr > 1 GeV.

The uncertainty in the theoretical predictions for the transition form-factors influences strongly
the dimuon g2-distributions (where g2 is the invariant-mass squared of the muon pair) and the
branching ratios. Different analytical expressions for the matrix element for Bg - K Ouu were
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implemented in PYTHIA and the results were compared. It was found that the individual-
muon p; distributions remain essentially unaffected by the choice of form factors. An impor-
tant conclusion from this study was that, although the q2 -dependence of form factors affects

-dependence of the events, it does not influence the efficiency of triggering and reconstruct-
|ng the signal events, or the rejection of the background [17-42].

The mass resolutlons obtalned by the Gaussmn fit with the full reconstructlon were:
o((p) = 3MeV o(B - @°up) = 52 MeV, o(K®) = 30 MeV, cr(Bd - KPup) = 50 MeV, and
o(Bd = p%up) = 55 MeV. In case of the p° resonance, requiring the mass to be in the mterval
[0.60,0.94] MeV corresponded to 82% efficiency. In order to exclude the reflection of KO to p°,
hadron pairs forming an invariant mass within two standard deviations around the nominal
KU mass using the K/mtmass assignments were excluded. For the remaining pairs, both hadrons
were assumed to be pions and the effective mass of the pair Was requwed to be Wlthln the p°
mass window. The possible reflections from B . cp MU to Bd - p%up and Bd LK uu were
found to be negligible.

For background studles the foIIowmg reactions were simulated by PYTHIA Bg meson decays
Bd - J/qJKS, Bd = p%up and Bd Y p, B2-meson decays B0 K uu and B - (p MU, semi-
muonic decays of one of the b-quarks, and semimuonic decays of both b- quarks It was found
that the last reaction gave the main contribution to the background. Therefore, 13000 events of
this type were simulated and analysed similarly to the signal events.

The mass distributions for the Bg s signals are

shown, together with those for the back- 0120 ¢

grounds, in Figure 17-35, Figure 17-36 and § B

Figure 17-37. The sensitivity of signal events  W100

to the applied cuts is shown in Table 17-16. °© -

The application of all cuts leaves about 9% of &8 g0 |

the simulated signal events. The expected % -

numbers of signal and background events af- = 60 |—

ter three years of LHC running at low lumi- -

nosity are presented in Table 17-17. w0 |
20 |-
07\\H‘\H\‘HH‘HH‘HH‘HH

4 45 5 55 6 6.5 7
Effective Mass, GeV

Figure 17-35 Reconstructed signal (cross-hatched)
and background for B - (p MM with 30 fo~1.
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Figure 17-36  Reconstructed signal (cross-hatched)
and background for BY — K"0pp with 30 fb1.
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Figure 17-37 Reconstructed signal (cross-hatched)
and background for Bg - poup with 30 fo-1. The
horizontally hatched histogram shows the
reflection from B§ - K™ up.

Table 17-16 Efficiencies of selection cuts for Bg - K*Ouu ) Bg - popu and Bg - (popu.

0 * 0 0 0
Cut By - K™®up By — pOup B2 - ¢ up
m(hh) =m (K*0, $%) + 20 OR 0.81 0.82 0.82
m(ttr) 0 [0.60 0.94 MeV
Decay length of BY; > 0.8 mm, 0.45 0.40 0.43
X 2/d.0.f <10, angle between p;
of B0y and line joining primary
and BY; decay vertices a < 1°
m(pp) 0J/7¢, m(up) OyY's 0.85 0.86 0.85
Neh(Pr>0.8 GeV) = 0 in a cone 6< 0.65 0.67 0.65
50
pr of K'0>5 GeV 0.71
— 0,*0
m(hhup) = m(By) 54 0.74 0.75 0.75
Table 17-17 Number of events expected after 30 fb-1 of low-luminosity running.
Channel Br Signal Background
By - p%up 1077 220 950
BY — Kup 1.5x10° 2000 290
BY - ¢’up 106 410 140
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From the ratio of the branching fractions for the two decay modes Bd - K% and
= p%up , the ratio 1 Vigl/1Vs] can be determined, since the decay rates are proportional to
the respective CKM matrix elements:

N(BS - p%up) \th\
N(BS = KOpp) \v

ol
where K is the ratio of form factors squared.

The theoretical uncertainty of the form factor for the decay Bg - p%up is large due to the u-loop
matrix-element contribution to the b — dll process. It was shown in [17-43], that the | V4 l/] Vil
ratio can be determined experimentally with a small theoretical uncertainty arising from
hadronic form factors in the dimuon kinematic mass region 16.5 GeV?2 < g2 < 19.25 GeV2. The
fraction of signal events in this kinematic region was estimated using the GI form factor param-
etrisation [17-42] and found to be 24% of the total number of events. With these events, the ratio
1 Vigl/1 V| can be measured with a statistical accuracy of 14% for 30 fb-1 of low-luminosity da-
ta; the theoretical systematic uncertainty is about 7% [17-43].

Note that the reflection from Bg - KOup to Bg - p%up is sizeable (see Figure 17-37) due to the
large difference in the branching ratios assumed for the two channels After assigning the
wrong mass hypotheses to the K*0 decay products, the decay Bd ~ K™y, reconstructed as
Bd - p%up, gives a mass peak below, but close to, the BOy mass. In contrast, the comblnatorlal
background is approximately flat. Taking into account that the branchlng ratio for Bd - Kup
can be measured with high accuracy, it is assumed that the Bd ~ pOup signal can be extracted
from an overall fit.

17.4.4 The measurement of the forward—backward asymmetry

The forward-backward (FB) charge asymmetry A_5(5) in the decays Bg - Mpp is defined by
the following equation:

0 dZF
Edsdcoﬁ%jcose I Edsdcoﬁ%jcose

Aeg(d) =

0 d r 0 d2F
EﬁsdcoﬁEbcose I EUsdcoﬁEbcose

where 0 is the angle between the lepton I* and the B-meson direction in the rest frame of the lep-
ton pair,and § = g /MB In Flgure 17-38 the theoretical curves for Ag(8) in the Standard Mod-
el and MSSM for Bd - KOup [17-37] are presented. These curves include the resonant
contributions for J/y and y'.

The general trend of the behaviour of Ay for Standard Model is that the asymmetry is positive
at low g2, has a zero at $=0.14, and then becomes negative, irrespective of the details of the
form-factor behaviour (except for the resonant region — for a detailed analysis of the behaviour
of FB asymmetry in this region, see [17-40]). The maximum of A_;(8) occursat § = 0.05. For the
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MSSM, the shape of Agg is sensitive to the value of C;, , or equivalently to the value of Roy- F
R7y> 0 the shape is similar to that in the Standard Model, but for Ryy <0 the asymmetry is neg—
ative at low g2.

In the simulation, the resonant region 0.33<5<0.55 was excluded from the analysis. To esti-
mate the experimental resolution of Az measurements in Bd K uu decays, the total num-
bers of signal and background events after three years of low-luminosity running were used
(see Table 17-17). The numbers of signal and background events for each §-region were estimat-
ed assuming that the signal drr /ds distribution is similar to the one presented in [17-44], and
that the background distribution is flat. The sensitivity to the asymmetry was then the calculat-
ed, and results are presented in Table 17-18 where it can be seen that three regions are useful for
measurements. If negative values of Agg are experimentally observed in the first §-region, this
will demonstrate a clear signal of non-standard physics. The measurements in the second and
third §-regions, which practically do not depend on the models, will show possible systematic
uncertainties in the experimental data.

In Figure 17-38, the average values of A and <E9
0

the expected errors on Ay for three §-regions ] - BY K*Ou u B
are shown. One can see that the expected Tor T
measurement accuracy is sufficient to separate = n
the Standard Model and the MSSM in the case 025 |- —
R;, <0 using measurements in the first §-re- . .
gion. AN ]
0 X 1

A ]

025 | —

05 |— _]

o

M 2
Figure 17-38 Sensitivity of A to the Wilsoa coEeffi-
cient C, . The three points are the simulation results.
The solid line shows the Standard Model prediction,
the dotted lines show the range predicted by the
MSSM for R, >0 and the dashed lines show the
range predlcteg by the MSSM for R7y <0.

Table 17-18 Expected sensitivity for asymmetry measurements after three years at low luminosity (30 fo-1) and

theoretlcal predlctlons of the asymmetry. Here S... = 4m, /MB, where m, is the lepton mass and
= (Mg—M K) /M2 g
Quantity Smin +0.14 0.14+0.33 0.55+ 5.4
OAp(stat.) 5% 4.5% 6.5%
SM Agg 10% -14% -29%
MSSM Agg (-17+ 0.5% (-35+-13 % (-33+-29 %
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17.4.5 Conclusions

ATLAS will be able to study rare semi-muonic and muonlc B- decays It will be possmle to meas-
ure branching ratios of the decay channels B0 - ¢%up, Bd - KOup and Bd ~ p°up. From the
ratio of branching fractions for the two Iatter channels, it will be possible to determine the ratio
IVigl/1 V] with a 14% statistical accuracy within the Standard Model. Measurements of the
forward-backward charge asymmetry in the decay Bd — KOup will also be feasible and may
reveal new physics effects, for example in some parameter-space regions of the MSSM.

Combining three years of low-luminosity and one year of high-luminosity data taking, the de-
cay B; — pup would be observed and a stringent upper limit for the decay By — pp would be
set, assuming Standard Model branching ratios. Given that these decays are highly suppressed
in the Standard Model, there are hopes that any non-standard physics effects would significant-
ly enhance the branching ratios, in which case the signals would be easier to detect.

17.5 Precision measurements of B hadrons

Precision measurements of B-hadrons are important to validate the Standard Model and to
search for new physics. As discussed above, ATLAS can make a significant contribution to the
study of CP-violation in B-meson decays. It will also be able to measure the oscillation parame-
ter of the B; meson for values of Amg well beyond the range predicted in the Standard Model,
and the corresponding mass difference Al . In addition, measurements of very rare decays to fi-
nal states with muon pairs will be possible, testing and constraining parameters of the Standard
Model, and possibly revealing new physics. In this Section some additional physics topics are
presented that can be addressed by ATLAS.

Many precision measurements will be made in other experiments before 2005 when ATLAS is
expected to take its first data. For example, the BaBar, Belle and CLEO experiments at e*e- ma-
chines will address in detail the decays of the B9 and B+ mesons, while experiments at hadron
machines will also study B and B, mesons and B-baryons. Nevertheless, given the large statis-
tics available in a variety of exclusive final states (see Table 17-19), ATLAS may be able to im-
prove the precision of mass, lifetime and other measurements in some cases. For example,
ATLAS is expected to measure the B, lifetime with a statistical accuracy of 0.7% after three
years at low luminosity with the B - J/chp channel.

In the following two examples of precision studies are discussed: the analysis of the B, meson,
and measurements of A, polarisation.

17.5.1 Measurements with the B, meson

The B, meson exhibits some unique features regarding both its production and decay proper-
ties, due to its explicit double-heavy-flavour content. In addition, in hadronic spectroscopy the
properties of B, can be used in interpolating between charmonium and bottomonium reso-
nances, and QCD-inspired potential models can be scrutinised with different combinations of
charm and bottom constituent masses. Since m. /m, is small, the B, system enables testing the
heavy-quark symmetries and understanding better the next-to-leading terms in the heavy-
quark effective theory, and its application to heavy-light B mesons.
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The expected large production rates should bring the possibility of detecting the non-leptonic
decay mode B, — J/yrm, or the semileptonic one B, -~ J/yuv, through charmonium decaying
into a muon pair [17-45]. With the foreseen statistics, the former channel would allow a very
precise determination of the B, mass. The latter one could be useful to extract the CKM matrix
element V, [17-46], provided that the B. production cross-section can be determined else-
where. Furthermore, the B, lifetime measurement is a very clean test of the interplay between
strong and weak interactions inside hadrons, as both quarks can undergo a weak decay inside
the same particle, in contrast to usual singly-heavy D or B mesons. Doubly-heavy baryons [17-
47] are potentially detectable at the LHC, completing the interesting panorama of heavy-heavy
systems.

Table 17-19 Number of reconstructed events with ATLAS with an integrated luminosity of 30 fb-1.

Decay mode Branching fraction N of events

Bg - TITT 0.7x10-5, estimated from limit in 6 500
[17-17]

BY ~ 3/yK? 4.45x104 [17-32] 630 000

Bg - Dgmt 3.0x10-3, same as for Bg - Dmin 6 800
[17-32]

0 '

B — J/ W9 9.3x104 [17-32] 300 000

BY . Dy 6.0x10°3, same as for By - Da, 3600
in [17-32]

B) - D, <2.6x10°3 [17-32] 5900

Ay — 3/ WA° 3.7x10-4 [17-49] 75 000

B, — J/ym 0.2x10-2 estimate based on [17-47] 12 000
and [17-48].

B. - J/ypv 2x10-2 estimate based on[17-47] 300000 (inclusive
and [17-48]. reconstruction)

17.5.2 A, polarisation measurement

17.5.2.1 Introduction

Polarisation measurements of B-hadrons could clarify the problems of different polarisation
models [17-50] that failed to reproduce the existing data on strange-hyperon production [17-51].
In particular, information about the quark-mass dependence of polarisation effects could be ob-
tained. Hadrons with non-zero spin can be polarised perpendicularly to their production plane.
For symmetry reasons, in pp collisions this polarisation vanishes as the Feynman variable x ap-
proaches zero, so that the expected observed polarisation in ATLAS is smaller than in experi-
ments covering more forward regions (for example LHCDb). Thus, a polarisation measurement
in ATLAS will require very high precision.
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17.5.2.2 Method of polarisation measurement

A polarisation measurement can be obtained with A, baryons via the angular distributions of
the cascade decay A, — J/YA9, I/ — uy, AO - prt The decay is described by the A, polarisa-
tion, Py, four helicity amplitudes and the known asymmetry parameter for the A0 . prtdecay,
a(A%) = 0.646. The J/Y - pu decay depends only on one amplitude which is absorbed into the
normalisation.

The angular distribution function, w can be written in terms of five measurable angles that are
defined in Figure 17-39:

19
(6, 07,85 6, 05) = 4_15 Y O fixFi(8,81,85,04,05),
TU

1 =1

where the a; are bilinear combinations of the
four helicity amplitudes, the f; are combina-
tions of P, and a(A9), and the F; are functions
of the five angles 6, 6,, 6,, ¢, and ¢,. The ex-
pressions for q;, f; and F; can be found in [17-
52]. From the measured angular distributions,
19 independent moments <F;> can be ob-
tained. Since the system of equations is over-
constrained, the polarisation, P,, can be
determined. Figure 17-39 The definition of the five angles. 0 is the
polar angle of the A9 momentum pp in the N, rest
frame relative to the normal n to the production plane.
8, and ¢, are the angles of the proton in AC rest
frame, with the z-axis being parallel with p, and the y-
axis being parallel to n x p,. 6, and ¢, are defined for
the J/Y) decay in a similar way.

17.5.2.3 Event selection, background and estimation of precision

The events were simulated within the Inner Detector only. Efficiency factors were applied for
muon reconstruction and identification. The LVL2 trigger will select J/y — pp decays with p
larger than 6 GeV for one muon and 3 GeV for the other muon. The muon tracks in the Inner
Detector were fitted requiring that they originate from a common point. A simultaneous J/{
mass and vertex constrained fit was performed. The transverse flight distance from the primary
vertex to the A, decay point was required to be larger than 250 um and, for the A9 candidate, a
transverse flight distance in the range 1 — 42 cm was required. A second fit then constrained the
J mass and A momentum to point to the dimuon vertex. The J/-A9 invariant-mass spectrum
had a Gaussian core with o = 22 MeV. The proper decay-time of the A, candidate was required
to be larger than 0.5 ps. Within the mass region of three standard deviations around the A\, mass,
the background was ~2% and it was dominated by J/y’s from B-hadrons combined with A0’s
coming from the fragmentation. The A, reconstruction properties and background composition
are summarised in Table 17-20. After three years of low-luminosity data-taking, the number of
reconstructed A, - JyA%events will be ~75 000. The branching ratio for A, -~ JWA%was taken to
be 3.7x10-4, as measured by CDF [17-49].

614 17 B-physics



ATLAS detector and physics performance Volume Il
Technical Design Report 25 May 1999

Table 17-20 Summary of the /A, analysis with an integrated luminosity of 30 fb-1.

Number of reconstructed A, — JAp Adecays. 75 000

Number of background events, dominated by J +AQ, where the 1/ is 1500
from a B-decay and the AQis from fragmentation.

Reconstruction efficiency of J/ — up for decays with p(uy) > 6 GeV 0.78
and p1(H,) > 3 GeV. Efficiency includes the trigger and the combined
muon identification, including calorimetry.

Reconstruction efficiency of A9 - prtwith p(p) > 0.5 GeV and 0.56
pr(T) > 0.5 GeV. Reconstructed AQ candidate must have decay radius
1 <r <42 cm and invariant mass within £30 from the A, mass.

Efficiency of final cuts on A, proper lifetime T > 0.5 ps, invariant mass 0.48
within +30 from the A, mass.

JAp mass resolution, G g, 39 MeV
N0 mass resolution, 0 5 2.5 MeV
Apmass resolution, G, 22 MeV
Resolution on A, proper decay-time 1, O; 0.073 ps
Statistical error on Ay polarisation Py, op, 0.016

The estimated statistical precision of the polarisation measurement using the above method of
moments was o(Pp)~0.016. Some of the A, baryons are produced indirectly through the decays
of heavier states ¥, - A, X, - Ayt Thus, the observed A, polarisation will be diluted and, accord-
ing to the present models, the dilution factor is expected to be in the range 0.34-0.67 [17-52]. The lower
value corresponds to the case in which the polarisations of the A, %, and =4 are in the relation
P, = P(Z,) =-P(ZH,), and the upper limit corresponds to P, = -P(%,) = P(Z5)).

The large A, sample, characterised by a small background, can be used for a precise determina-
tion of the A lifetime. The maximum-likelihood fit, taking into account the proper decay time
resolution and assuming a single exponential for the background with mean decay time the
same as for the neutral B hadrons, gives a statistical precision of 0.3%.

17.6 Conclusions onthe B-physics potential

The expected B-physics performance of ATLAS is summarised in the Table 17-21. High-statistics
studies of CP violation in various B-decay channels will give measurements of the unitarity-tri-
angle angles a and 3, and will search for deviations from the Standard Model. These measure-
ments will be complemented by the measurement of the Bg-oscillation parameter Amg. Several
other measurements will be made with the B; and A, thus complementing the data from e*e-
B-factories. Finally, very rare B decays will be accessible as well.
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Table 17-21 Summary of the B-physics potential. The assumed integrated luminosity is 30 fb-1, except for the
rare dimuon decays, where 130 fb-1 is assumed.

Observable Expected accuracy or value World data (situation in 1999)
sin2a Ogiqi(0) =2° Estimated to be jn fhe range
sin2a = —0.26 5 g [17-11]
sin2p 8o (SIN2B) = 0.010 sin2B = 0.79 5 ar [17-10]
Angle y Estimated to be in the range

€= 2Asiny|V |/ |Vep

Amg

1(B)

ATl in the B--meson system

[ Vigl/1 Vi from rare decays
T(Ap)

Br(Bg — MM

Br(Bg — H)

Arg of muons in rare semilep-

0(£)=0.03 (stat.)

Measured up to 38.5 pst

or /T =0.7% (stat.)

(AT /AT =12% (stat.)

(I Vig 1/ 1 Vis1)=14% (stat.)
8(T(AL))/T(A) =0.3% (stat.)
4.30 signal (SM)

Upper limit 3x10-10 (SM)

O(Apg)< 5%(stat.)

y = (595 52)0[17-11]

§ = 0.024-0.054 [17-32]
Amg>12.4 ps1[17-31]

1(BY) =1.54+ 0.07ps [17-32]
AT /T < 0.83 [17-53]

IVl 1Vl < 0.27 [17-32]
T(Ap) =1.24+ 0.08s [17-32]
Not measured yet

Not measured yet

Not measured yet

tonic decays
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18 Heavy quarks and leptons

The top quark is the only known fundamental fermion with a mass on the electroweak scale. As
a result, study of the top quark may provide an excellent probe of the sector of electroweak
symmetry breaking (EWSB), and new physics may well be discovered in either its production
or decay. The LHC will be a ‘top quark factory’, and a very large variety of top physics studies
will be possible with the high statistics samples which will be accumulated.

Figure 18-1 shows the expected cross-section

for the pair production of heavy quarks at the g 10° =
LHC for quark masses in the range from 175 to b -
1000 GeV. For the case of the top quark, with 102 |

m, = 175 GeV, the next-to-leading order (NLO)
prediction including gluon resummation is

o(tt) = 833 pb [18-1]. In addition to the detailed 10
studies of top quark physics which this large
cross-section will allow, the LHC will be an ex-

cellent place to search for the possible exist- 1
ence of fourth generation quarks and leptons.
Approximately 1000 events would be pro- 10t
duced per low luminosity year for a quark

mass of 900 GeV.

=TT

Section 18.1 discusses the ATLAS sensitivity to
many topics related to top quark physics.
Section 18.2 presents the ATLAS discovery po-
tential for fourth generation quarks, and
Section 18.3 briefly develops ideas on search-

200 400 600 800 1000
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Figure 18-1 Predicted Standard Model cross-section,
versus quark mass, for pair production of heavy
quarks at the LHC.

ing for heavy leptons.

The results presented in this chapter are obtained predominantly using ATLFAST [18-2], the
parametrised ATLAS detector simulation (see Section 2.5). Cross-checks of the results, particu-
larly for the case of the measurement of the top quark mass, have been made using the detailed
GEANT simulation of the ATLAS detector.

18.1 Top quark physics

18.1.1 Introduction

With the discovery of the top quark at Fermilab [18-3][18-4], top physics has moved from the
search phase into the study phase. The NLO prediction that o(tt) = 833 pb at the LHC [18-1] im-
plies production of more than 8 million tt pairs per year at low luminosity (and, of course, ten
times that number per year at high luminosity). The motivations for detailed studies of the top
quark are numerous. Within the Standard Model (SM), an accurate measurement of the top
quark mass (m,) helps constrain the mass of the SM Higgs boson (my). The large value of m; im-
plies the top quark may provide an excellent probe of EWSB, fermion mass generation, and the
possible existence of other massive particles. In addition, top quark events will be the dominant
background in many searches for new physics at the TeV scale; extraction of new physics will
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therefore require detailed measurement and understanding of the production rate and proper-
ties of top quark events. Also, the W -, jj decays in top quark events provide an important in
situ calibration source for calorimetry at the LHC (see Section 9.3.1 and Section 12.5).

The next section describes briefly the kinematics of tt events at the LHC, and presents estimates
of the event samples which will be accumulated. Section 18.1.3 discusses in detail the estimated
precision which can be achieved in the measurement of the mass of the top quark, one of the
fundamental parameters of the SM. In Section 18.1.4, studies of tt production are presented.
Section 18.1.5 then presents results related to top quark decays and couplings. Finally,
Section 18.1.6 describes studies of electroweak single top production, and of the variety of phys-
ics topics which can be best (or only) studied using this channel.

Apart from the analyses of single top production, where a variety of Monte Carlo signal genera-
tors have been used (see Section 18.1.6 for details), top quark signal processes have been simu-
lated with the PYTHIA Monte Carlo program [18-5], including initial- and final-state radiation,
hadronisation and decays. Most background processes have also been generated with PYTHIA,
with the exception of Wbb, which has been produced using HERWIG [18-6], where the correct
matrix-element calculation of that process is available. For most top physics analyses, the back-
grounds from non-top final states are small after selection cuts and the remaining background is
dominated by top events themselves. Therefore, unlike most of the other chapters in the TDR
which use leading-order (LO) predictions for cross-sections since NLO predictions are not avail-
able for all the relevant backgrounds, the top quark analyses use the NLO prediction that
o(tt) = 833 pb. All analyses assumed efficiencies for charged lepton reconstruction and identifi-
cation of 90%.

18.1.2 tt selection and event yields

At the LHC, the largest source of top quarks is from tt production. According to the SM, the top
quark decays almost exclusively to Wb. The final state topology of tt events then depends on the
decay modes of the W bosons. In approximately 65.5% of tt events, both W bosons decay
hadronically via W - jj, or at least one W decays via W — 1v. These events are difficult to ex-
tract cleanly above the large QCD multi-jet background, and are for the most part not consid-
ered further. Instead, the analyses presented here concentrate on ‘leptonic tt events’, where at
least one of the W bosons decays via W - Iv (with the charged lepton either an electron or
muon). The lepton plus large E{Miss, due to the escaping neutrino(s), provide a large suppres-
sion against multi-jet backgrounds. The leptonic events, which account for approximately 34.5%
of all tt events, can be subdivided into a ‘single lepton plus jets’ sample and a ‘dilepton’ sample,
depending on whether one or both W bosons decay leptonically.

18.1.2.1 Single lepton plus jets sample

The single lepton plus jets topology, where one W decays leptonically and the other W decays
hadronically via W - jj, arises in 2 x 2/9 x 6/9 = 29.6% of all tt events. One expects, therefore,
production of almost 2.5 million single lepton plus jet events for an integrated luminosity of
10 fb=1. The presence of a high py isolated electron or muon allows these events to be triggered
efficiently, using, for example, the single lepton triggers discussed in Section 11.7.3. Further-
more, the complete final state can be reconstructed (with a quadratic ambiguity), despite the
missing neutrino, by assuming E;™Miss = E1(v) and applying the constraint that my, = my,,.
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An important tool for selecting clean top quark samples, particularly in the single lepton plus
jets mode, is the ability to identify b-quarks. As discussed in detail in Chapter 10, with a tagging
efficiency of 60% for b-jets, a rejection of at least 100 can be achieved against prompt jets (i.e. jets
containing no long-lived particles) at low luminosity. At high luminosity, a rejection factor of
around 100 is obtained with a reduced b-tagging efficiency of 50%.

Requiring an isolated lepton with py > 20 GeV, E;Miss > 20 GeV, and at least four jets with
pt > 20 GeV, including at least one b-tagged jet, a sample of about 820 000 single b-tagged events
would be selected for an integrated luminosity of 10 fb~1. Figure 18-2 and Figure 18-3 show the
pr(lepton) and jet multiplicity distribution for events with py(lepton) > 20 GeV, normalised to an
integrated luminosity of 10 fb=1. For the jets distribution a py(jet) > 20 GeV has been required.
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Figure 18-2  p(lepton) distribution for single lepton Figure 18-3 Distribution of jet multiplicity (threshold at

plus jet events with a lepton py > 20 GeV, normalised  p; > 20 GeV) for single lepton plus jet events with a

to an integrated luminosity of 10 fb=1, lepton pr > 20 GeV, normalised to an integrated lumi-
nosity of 10 fb~1.

18.1.2.2 Dilepton sample

Dilepton events, where each W decays leptonically, provide a particularly clean sample of tt
events, although the product of branching ratios is small, 2/9 x 2/9 = 4.9%. With this branching
ratio, one expects the production of over 400 000 dilepton events for an integrated luminosity
of 10 fb~1. The presence of two high py isolated leptons allows these events to be triggered effi-
ciently, using the single or double lepton triggers discussed in Section 11.7.3.

18.1.2.3 multi-jet sample

The largest sample of tt events consists of six-jet events from the fully hadronic decay mode,
tt — WWhbb - (jj)(jj)bb. With a branching ratio of 6/9 x 6/9 = 44.4%, it corresponds to the pro-
duction of 3.7 million multi-jet events for an integrated luminosity of 10 fo~1. However, these
events suffer from a very large background from QCD multi-jet events. In addition, the all-jet fi-
nal state poses difficulties for triggering. The trigger menus discussed in Section 11.7.3 consider
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multi-jet trigger thresholds only up to four jets, for which a jet E; threshold of 55 GeV is applied
at low luminosity. Further study is required to determine appropriate thresholds for a six-jet to-

pology.

A very preliminary investigation [18-7] has been made of a simple selection and reconstruction
algorithm for attempting to extract the multi-jet tt signal from the background. Hadronic
tt -~ WWhb - (jj)(jj)bb events were selected by requiring six or more jets with p; > 15 GeV, with
at least two of them tagged as b-jets. Jets were required to satisfy |n] <3 (In] < 2.5 for b-jet can-
didates). In addition, the scalar sum of the transverse momenta of the jets was required to be
greater than 200 GeV. The tt signal efficiency for these cuts was 19.3%, while only 0.29% of
1.8 million QCD muilti-jet events survived. With this selection, and assuming a QCD multi-jet
cross-section of 1.4 x 10-3 mb for py(hard process) > 100 GeV, one obtains a signal-to-background
ratio S/B = 1/57.

Reconstruction of the tt final state proceeded
by first selecting di-jet pairs, from among
those jets not tagged as b-jets, to form W - jj
candidates. A x?2,,, was calculated from the de-
viations of the two m;; values from the known
value of my,. The combination which mini-

Table 18-1 For different p(jet) thresholds, the effi-
ciency of the selection cuts and reconstruction algo-
rithm described in the text, for the tt multi-jet signal
and the background from QCD multi-jets. Also
included is the resulting ratio of ft signal to QCD back-
ground (S/B) within a mass window 130 < m;, < 200

mised the value of x?2,, was selected, and Gev.

events with )(2W > 3.5 were rejected. For ac- pr(iet) Signal QCD S/B
cepted events, the two W candidates were threshold (%) (%)

then comblned with b—ta}gged jets to form top 15 GeV 72 028 1/8
and anti-top quark candidates, and a x2; calcu-

lated as the deviation from the condition that 20 GeV 4.3 .014 /7
the top and anti-top masses are equal. Again, 25 GeV/ 25 0056 1/6

the combination with the lowest X2, was se-
lected, and events with x2, > 7 were rejected.
After this reconstruction procedure and cuts, the value of S/B improved to 1/8 within the mass
window 130-200 GeV, or slightly better for higher p(jet) thresholds (see Table 18-1).

The isolation of a top signal can be further improved in a number of ways, such as using a mul-
tivariate discriminant based on kinematic variables like aplanarity, sphericity or AR(jet-jet), or
restricting the analysis to a sample of high p; top events. These techniques are undergoing fur-
ther investigation, but it will be very difficult to reliably extract the signal from the background
in this channel. In particular, the multi-jet rates and topologies, as generated by PYTHIA, suffer
from very large uncertainties. Comparisons with the NJETS [18-8] matrix-element calculations
have shown [18-9] that these uncertainties are about a factor of three for three- or four-jet final
states. In the case of six-jet final states, the uncertainties could be expected to be even larger.

18.1.3 Measurement of the top quark mass

The most recent combined value of the top quark mass from CDF and DO is
m, = 174.3 + 3.2 + 4.0 GeV [18-10]. The mass of the top quark is a fundamental parameter of the
SM and should be measured as accurately as possible. As is well known, radiative corrections in
the SM relate the mass of the top quark and the mass of the W to the mass of the SM Higgs bos-
on. Assuming that my,, can be measured with a precision of +20 MeV (see Section 16.1), a deter-
mination of m; with a precision of dm, < +2 GeV would be required to match that from m,, and
from the current theoretical uncertainties. Models beyond the SM which attempt to explain in a
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more fundamental way the origin of mass and the observed fermion mass hierarchy, such as
top-bottom-tau Yukawa coupling unification in a supersymmetric SO(10) GUT [18-11], would
profit from a precision of the order dm; = =1 GeV.

With the large number of top quark events which will be available at the LHC, the uncertainty
in the measurement of m, will be dominated by systematic errors. Several different data samples
and methods, with somewhat differing sensitivities to systematic errors, can be used, and the
resulting measurements can then be combined for optimal precision.

The studies presented in this section were performed predominantly using ATLFAST [18-2],
since they concentrated on the influence on the m; measurement of various ‘physics-related’
sources of uncertainties, such as initial and final state radiation, and uncertainties in the knowl-
edge of b-quark fragmentation. As discussed in Section 18.1.3.5, some cross-checks of the results
have been made with results from a detailed GEANT simulation of the ATLAS detector. How-
ever, detailed studies of ‘detector-related’ effects, and in particular of the calibration and under-
standing of the jet energy scale, are not discussed here, but in Chapter 9 and Chapter 12. The top
mass measurement is assumed to be performed using data taken during low luminosity run-
ning, and so pile-up has not been included. Detector noise is also not included, but should not
significantly affect the results.

18.1.3.1 Inclusive single lepton plus jets channel

The process pp — tt — WWbb - (Iv)(jj)bb provides a large sample of top quark events. The pres-
ence of a high py isolated lepton provides an efficient trigger. The lepton and the high value of
E,Miss give a large suppression of backgrounds from QCD multi-jets and bb production. The
major sources of backgrounds are W+jet production with W - Iv decay, and Z+jet events with
Z - Il. Potential backgrounds from WW, WZ, and ZZ gauge boson pair production have also
been studied, but are reduced to a negligible level after cuts.

For the single lepton plus jets sample, it is possible to fully reconstruct the
tt — WWhbb - (Iv)(jj)bb final state. The four-momentum of the missing neutrino can be recon-
structed by setting m, = 0, assigning E+(v) = E{Miss, and calculating p,(v), with a quadratic ambi-
guity, by applying the constraint that m;, = m,. If one applies the further kinematic constraints
that my; = myy, and my;, = my,, =M, the top mass can be determined using a three-constraint fit.
This kinematic fit technique currently gives the most precise determination of m, at the Tevatron
[18-12], where statistics are limited. However, if the systematic errors are to be kept small, this
method requires an excellent modelling and understanding of the E;™Miss distribution and reso-
lution, which is beyond the scope of the studies reported here. The discussion presented here
(for more details, see [18-13]) will focus on the method where the isolated lepton and large E+.
miss are used to tag the event, and the value of m, is extracted as the invariant mass of the three
jet system arising from the hadronic top quark decay (i.e. m; = mjjb).

Events were selected by requiring an isolated lepton with pr > 20 GeV and |n| < 2.5, and
E;Miss > 20 GeV. Jets were reconstructed using a fixed cone algorithm. Cone sizes of AR =0.4
and 0.7 were investigated. At least four jets with p; > 40 GeV and |n] < 2.5 were required, and
at least two of the jets were required to be tagged as b-jets. In Table 18-2, the selection efficiencies
for the signal and background processes after each successive cut are presented, together with
the expected S/B ratio.

For an integrated luminosity of 10 fb~1, a signal of 126 000 tt events was obtained after selection
cuts, with a small background of 1,922 events, yielding a value of S/B = 65.
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Table 18-2 Efficiencies (in percent), not including branching ratios, for the inclusive tt single lepton plus jets sig-
nal and for background processes, as a function of the selection cuts applied. The last column gives the equiva-
lent number of events for an integrated luminosity of 10 fb~1, and the signal-to-background ratio.

pT_l > 20GeV As before, As before, Events
Process E miss > 20GeV plus N o 2 4 plus Ny jer 2 2 per 10 fb -1
tt signal 64.7 21.2 5.0 126 000
WHjets 47.9 0.1 0.002 1658
Z+jets 15.0 0.05 0.002 232
ww 53.6 0.5 0.006 10
wz 53.8 0.5 0.02 8
zz 2.8 0.04 0.008 14
Total background 1922
S/B 65

For accepted events, the decay W - jj was reconstructed from among those jets that were not
tagged as b-jets. The jet pair with an invariant mass m;; closest to m,, was selected as the W can-
didate. The invariant mass distribution of the selected di-jet combinations is shown in
Figure 18-4. Fitting the distribution with a Gaussian plus a third order polynomial yielded a W
mass consistent with the generated value and a m; mass resolution of 7.8 GeV. Within a mass
window of +20 GeV around myy;, the purity (P) and efficiency (¢) of the W reconstruction, deter-
mined by comparing with the parton level information, were P = 67% and € = 90%, respectively.
The background is dominated by wrong combinations in the tt events themselves. Other selec-
tion criteria, such as requiring that the highest p; jet be part of the combination, did not improve
significantly the purity nor efficiency, and therefore are not considered in the following.

Events with |mjj - my | <20 GeV were retained, and the W candidate was then combined with
one of the b-tagged jets to attempt to reconstruct t — Wh. If one does not do anything to choose
between the b-tagged jets, one reconstructs at least two jjb combinations per event. In this case,
the right combination is always selected but the purity is only 30%. To choose the correct jjb
combination, a variety of criteria were tried, including choosing the jjb combination which gave
the highest p for the reconstructed top candidate, or using the b-jet which was furthest from the
isolated lepton. Similar results were obtained for these various methods. Figure 18-5 presents
the reconstructed my, distribution using the jjb combination which gives the highest p for the
reconstructed top candidate. Fitting the distribution with a Gaussian plus a third order polyno-
mial yielded a top mass consistent with the generated value of 175 GeV, and a my;, mass resolu-
tion of 11.9 GeV.

i

Normalising to an integrated luminosity of 10 fb=1, about 32 000 signal events were reconstruct-
ed, of which 30 000 yielded a value of Mijiy within a window of £35 GeV around the generated
value of m; = 175 GeV. In addition, 34 000 ‘wrong combinations’ in tt events were obtained
(where the incorrect jet-parton assignment was made), of which 14 000 were in the mass win-
dow around m;. The total background from processes other than tt summed up to only 115
events. In the mass window defined above, the signal purity and overall efficiency were
P = 68% and & = 69%, respectively. The determination of m, by fitting the peak in the measured
m;jp SPectrum resulted in a statistical uncertainty of dmy(stat.) = +0.070 GeV for an integrated lu-
minosity of 10 fb~1.
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Performing the same analysis, but relaxing the b-tagging criterion to require at least one b-jet,
yielded 80 000 signal events, with 76 000 having M within a window of +35 GeV around the
generated value of m; = 175 GeV. In addition, 166 000 wrong tt combinations were accepted,
with 58 000 in the mass window, and 6 000 events from other background processes. The result-
ant statistical error on m; was reduced to dmy(stat.) = +0.042 GeV.
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Figure 18-4 Invariant mass distribution of the Figure 18-5 Invariant mass distribution of the

selected jj pairs for the inclusive sample, normalised to
an integrated luminosity of 10 fo~1. The shaded histo-
gram shows the background, which is dominated by
‘wrong combinations’ from ft events.

accepted jjb combinations for the inclusive sample,
normalised to an integrated luminosity of 10 fo~1. The
shaded histogram shows the background, which is
dominated by ‘wrong combinations’ from ft events.

Only the jib combination with the highest p; is shown
for each event.

The dependence of the reconstructed top mass on the generated value was checked using sever-
al samples of tt events with different values of m, ranging from 160 to 190 