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Abstract

Neutral Higgs bosons were searched for in the data collected by DELPHI at a
centre-of-mass energy of 183 GeV, corresponding to an integrated luminosity
of 54 pb™'. The production of the lightest neutral Higgs boson with either an
on-shell 7 boson or a neutral pseudo-scalar Higgs boson was analysed. Lower
limits at the 95% confidence level were obtained on the Higgs boson masses. The
limits are 85.7 GeV /c¢? for the Standard Model Higgs boson and 74.4 GeV/¢? for
the scalar and 75.3 GeV/c? for the pseudo-scalar Higgs bosons as predicted by
the minimal super-symmetric extension of the Standard Model with commonly
used assumptions on the model parameters. These results significantly improve
the limits reached with previous data.
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1 Introduction

In the framework of the Standard Model (SM) there is one physical Higgs boson,
H, which is a neutral CP-even scalar. At LEP II the most likely production process is
through the s-channel, ete™— 7* —7H. There are also WTW~ and 77 fusion t-channel
production processes in some of the channels described here, but their contribution to
the cross-section is at most 10%.

In the Minimal Super-symmetric Standard Model (MSSM) five physical Higgs bosons
are predicted, but only two are likely to be accessible at LEP II. There is one scalar
boson, the h, analogous to the SM Higgs, but bounded in mass to be less than myz at
tree level. After radiative corrections its mass may be larger. The results of the search
for the SM Higgs are also interpreted in terms of this boson. The CP-odd pseudo-scalar,
A, would be produced mostly in an hA state.

We have previously [1] excluded a Standard Model H with mass less than 66.2 GeV /¢,
and set limits on h and A of the MSSM of 59.5 GeV/¢* and 51.0 GeV/¢? respectively. The
present analyses therefore concentrate on masses between these and the kinematic limit.
Note that the LEP Higgs working group [2] has found a mass limit on H of 77.5 GeV/c?
when combining the limits of the four experiments from data taken up to 172 GeV.

All known decays of the Z boson have been taken into account (hadrons, charged
leptons and neutrinos) while the analyses have been optimized either for decays of the
Higgs into bb, making use of the expected high branching fraction of this mode, or for
Higgs boson decays into a pair of 7’s.

The analysis is divided according to the decay products of the Higgs and Z bosons.
Some common features are discussed in Sect. 4, the Hut = and Hete™ channels in Sect. 5,
Hvv in Sect. 6, and channels involving jets and 7’s in Sect. 7. Purely hadronic final states
are discussed in Sect. 8. The results are presented in Sect. 9.

2 Collected data overview

For most of the data collected in 1997, LEP was running at energies around 183 GeV.
DELPHI recorded an integrated luminosity of 54.0£0.5 pb™' at a mean energy of
182.7 GeV.

Large numbers of background and signal events have been produced by Monte Carlo
simulation using the DELPHI detector simulation program [3]. The available statistics
of the background are given in Table 1. The background events have been generated
with PYTHIA [4] and KORALZ [5] for (ete™ — qq(y) ), PYTHIA and EXCALIBUR [6] for the
four-fermion background and TWOGAM [7] and BDK [8] for two-photon processes. BABAMC [9]
is used to simulate Bhabha events in the main acceptance region. In general PYTHIA has
been used for the four-fermion background rates unless 77 and Zee survive at significant
rates, in which case the interference between these states must be handled by a 4 fermion
generator. Some studies have also been done with the GRC4F [10] and WPHACT [11] gener-
ators. It is always assumed that ‘gluonic returns’, where a quark loop from the s-channel
produces two gluons and an on-shell 7, are negligible.

Signal events have been produced using the HZHA [12] generator. For the SM process
the Higgs mass has been varied in 5 GeV/c? steps from 60 GeV/c* to 95 GeV/c?, while
for hA of the MSSM, the A mass has been varied between 55 and 85 GeV/c* with tan 3
(the ratio of the vacuum expectation values of the two doublets) either 2 or 20. This fixes
the h mass.



Type of background generator cross section simulated luminosity

ete™ = qq(v) PYTHIA 107.5 pb 10000 pb~!
ete” - WtW- PYTHIA 15.4 pb 2800 pb~!
ete™— Z7Z* or Zv*  PYTHIA 1.25 pb 13500 pb~!
ete™ —7Zee PYTHIA 6.8 pb 375 ph~!
ete” —Wer PYTHIA 0.6 pb 15000 pb~!
ete™ — 4 fermion EXCALIBUR 18.46 pb 2400 pb~!
Bhabha events BABAMC 1261 pb 72 pb~!
YYQeD TWOGAM 2307 pb 154 pb~!
TYQPM BDK 988 pb 729 pb~!
YYVDM TWOGAM 7500 pb 56 pb~!

Table 1: Statistics for the various simulated backgrounds. The cross-sections refer to an

energy of 183 GeV.

The 7ZH simulated samples are organised by the Higgs and 7 boson decay modes. For
Hete™, Hutp~ and Hyw the natural mix of H decay modes is permitted. In the Hqqg
channel the 77 decay mode is removed, and we generate separately the two channels
involving 7 leptons for which one of the bosons is forced to decay to 7’s and the other
hadronically. Finally, for the hA simulations final states involving either four b quarks or
two b quarks and two 7’s are simulated. Efficiencies are defined relative to these states.

3 The DELPHI detector

The detector consists of a cylindrical part covering the barrel region (with polar angle,
6, typically from 40° to 140°) and two end caps covering the forward regions. A large
super-conducting solenoid provides a magnetic field of 1.2 T inside the central tracking
volume. In the barrel region, tracks of charged particles are reconstructed in the microver-
tex detector, the inner detector, the time projection chamber (TPC) and the outer detec-
tor, reaching an average inverse momentum resolution, o(1/p), of 0.57-107* (GeV /¢ )™
for 45 GeV /e muons. In the forward region, the reconstruction is achieved by the time
projection chamber, the inner detector and forward drift chambers called A (which are
just behind the TPC end-plates) and B (which are in front of the forward electromagnet-
ic calorimeter) with a momentum resolution of 1.31 - 107* ( GeV/c)™'. The polar angle
acceptance of the whole tracking system is 20° < 6 < 160°.

The microvertex detector, as well as improving the momentum resolution by a factor of
two, also provides precise measurements of impact parameters and secondary vertices. As
compared to the setup described in [13], the three layers of the microvertex detector have
been extended down to 25° in #. Typical precisions of the impact parameter measurements
are 26um in the transverse plane, and 47um along the beam direction for high momentum
particles emitted at 90° in §. The time projection chamber can also provide charged
particle identification by measurement of the energy loss.

Neutral and charged particle energies are measured in the electromagnetic and hadron-
ic calorimeters, whose coverage in # starts at 8° and 11° respectively. The fractional



energy resolutions are 0.32/v/F and 0.12/v/E in the barrel and forward electromagnetic
calorimeters, respectively, and 1.3/ E (£ in GeV) in the hadron calorimeter. Particles
emitted at small angles are detected in the small angle calorimeter (STIC) devoted to
luminosity measurement, whose acceptance lies between 1.69° and 10.8°. The hermeticity
of the electromagnetic calorimetry is improved by photon taggers which cover the gap
between the barrel and forward regions at 6 ~ 40°, the weak region at § ~90° and some
azimuthal gaps in the barrel calorimeter acceptance.

Finally, muons are identified by their penetration through the iron yoke of the hadron
calorimeter to planes of drift chambers located partly inside and partly outside the yoke.
The barrel region is equipped with three sets of drift chambers while the end caps each
contain two planes. One surrounding layer of limited streamer tubes completes the cov-
erage between the barrel and forward regions at 6 ~ 50°.

More details about the apparatus and its performance can be found in refer-
ences [13,14].

The luminosity used by most analyses was 54 pb~'. Following the quality control
on the DELPHI subdetectors, the requirement of full detector performance reduced the
luminosities in the Hviz and Hete™ search to 50.6 pb~! and 52.3 pb~! respectively.

4 Common features for all channels

4.1 Particle selection

In all analyses, charged particles are selected if their momentum is greater than
100 MeV/c and if they originate from the interaction region (within 10 c¢m along the
beam direction and within 4 cm in the transverse plane). Neutral particles are defined
either as energy clusters in the calorimeters not associated to charged particle tracks, or
as reconstructed vertices of photon conversions, interactions of neutral hadrons or de-
cays of neutral particles in the tracking volume. All neutral clusters of energy greater
than 200 MeV (electromagnetic) or 500 MeV (hadronic) are used; clusters in the range
100-500 MeV are considered with specific quality criteria in some analyses. The 7% mass
is used for all charged particles except identified leptons, while zero mass is used for
electromagnetic clusters and the K° mass is assigned to hadronic clusters.

4.2 b-quark identification

The method of separation of b quarks from other flavours is described in [15], where
the various differences between B-hadrons and other particles are accumulated in a single
variable, hereafter denoted ), for an event and z{ for jet 7. One input to the combined
variable is the probability that all tracks in a group originate from the interaction point.
This is called Py for all tracks in a jet or event, and PF for those particles with a positive
lifetime-sign, and approaches zero for b quarks. 1, combines Pd  with information from
secondary vertices (the mass computed from the particles assigned to the secondary
vertex, the rapidity of those particles, and the fraction of the jet momentum carried
by them) by computing the ratio of likelihood distributions for the signal and for the
background. The procedure is calibrated on events recorded at the Z resonance, where
the jets have similar characteristics to those from 77 or ZH. The suppression of various
backgrounds is illustrated in Fig. 1. The combined b-tagging provides a substantial gain
in rejection of background as compared to the b-tagging using only impact parameter
information [16,1].
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Figure 1: Performance of the combined b-tagging at /s = 183 GeV: fraction of back-
ground events remaining after a b-tagging requirement as a function of the corresponding
signal efficiency. Full curves are shown for simulated hadronic four-jet events from WTW=
pairs, ZZ pairs and qq(y) background events, as a function of the efficiency on simulated
four-jet events from a) ZH signal and b) hA signal. The rejection of WTW™ pairs is
easiest, because these contain very few b quarks. The dotted curve shows the efficiency
for the signal, for reference. The background is smaller in the channels because these
events contain more b-quarks.



4.3 Constrained fits

In all channels a constrained fit [17] is performed to extract the Higgs mass, and often
to reject background processes as well. If only total energy and momentum conservation
are imposed then the fit is referred to as ‘4-C’, while some fits require the 7 mass as well,
either as a fixed value, or taking into account the Breit—Wigner shape of the 7 resonance.
In both cases such fits are referred to as ‘5-C’. The hadronic system assigned to the Higgs
is forced to two jets for the fits. The treatment of an object in the fit depends upon
whether it is an electron, g, 7 or hadronic jet candidate.

4.4 Confidence levels and the selection criteria determination

Selection criteria have been tuned in order to optimize the expected exclusion of the
Higgs signals using confidence level computations. The confidence with which the signal
hypothesis can be rejected, C' Ly, is calculated using the likelihood ratio technique [18].
This means that we find £, the ratio of the likelihood of the observed candidates assuming
signal plus background to that found using the background only hypothesis:

si 4 b;

L= _SHZ' )
€ bi

where S is the total expected signal, and s; and b; are the signal and background densities
in mass for each candidate 7. This therefore includes the information obtained from the
reconstructed masses of any candidates. Combination of channels is achieved by simply
allowing the appropriate event density for each channel.

We calculate C'Ly and C'Lg:
OLb — fp(ﬁbackground < Eobs)

CT y = ,P(E.signal+background < Eobs)
/s _— .

i.e. the fraction of gedanken experiments with background only or signal and background
which give smaller values of £ than that observed. We then make the conservative step
of defining C'L; as the ratio of these probabilities:

_ CLy,
 Cly

CL,

The required gedanken experiments are made by Monte Carlo simulation, using the
background and signal mass distributions estimated herein. The signal mass distributions
which are simulated at 5 GeV intervals are interpolated for intermediate values [19]. The
signal efficiencies are fitted with simple functions, to obtain the expected signal rate at
any given mass.

Errors on the background rate and signal efficiency are included by taking values for
each gedanken experiment which are chosen from the distribution allowed by the error.
The effect is rather small, as will be seen in Sect. 9.3.

4.5 Analysis optimization

We wish to set the efficiencies of each channel so that the sensitivity of the combination
is maximised. The choice of the final working point for each analysis is made with an
automated optimization procedure, using the expected (mean) confidence (C'L;) in the
signal hypothesis if there is no signal taking into account all ZH (or hA) channels. The



minimum value of this is found by varying the working points of all channels. This is
done only once, using a Higgs mass of 85 GeV/c?. More details are given in Sect. 4.4.

Finally, some of the analyses, such as discriminant analyses or neural networks, use
selection techniques internally where the shapes of the Monte Carlo samples are used
to generate selection criteria. With such techniques there is a danger of over-training
the selection criteria by using random fluctuations in the simulated data sets. This is
controlled by splitting the simulation into two halves with one half used to train the
analysis and the other to test the outcome.

5 Higgs boson searches in events with jets and elec-
trons or muons

The Hut = and Hete™ channels together represent 6.7% of the ZH final states. The
experimental signature is a pair of jets recoiling against a pair of high momentum and
isolated leptons where the invariant mass of the lepton pair is close to the 7Z mass.

5.1 Lepton identification and jet reconstruction

Muon identification is provided primarily by the algorithm described in Ref. [13] which
relies on the association of charged particle tracks to signals in the barrel and forward
muon chambers. The same algorithm was also extended to the surrounding muon cham-
bers. The longitudinal profile of the energy deposit in the hadron calorimeter is also used
to improve the efficiency of muon identification. Since 1997, detailed information about
the shape of the hadronic shower provided by the new HCAL cathode readout has been
included in the muon identification algorithm. The performance of the muon identifica-
tion at 183 GeV has been evaluated using 7Z — ptpu=(vy) and Z — 7177 (y) simulated
events. The efficiency corresponds to the fraction of charged particles in p*p~(7) events,
with momentum above 10 GeV/¢, which are identified as muons by the algorithm. The
misidentification probability is defined as the fraction of kaons and pions in the same mo-
mentum range coming from simulated 7777 () events which are misidentified as muons
by the algorithm. Different possible working points of the algorithm are presented in
Fig. 2 a).

A specific electron identification algorithm was developed for Higgs boson searches
with the emphasis on efficiency rather than purity, as electrons in the ZH channel are
expected to be isolated. Electrons are identified as charged particle tracks with an energy
deposit above 3 GeV in the electromagnetic calorimeter, below 1.6 GeV beyond the first
layer of the hadronic calorimeter, and with a ratio of calorimeter energy to momentum
from tracking above 0.3. A charged particle track pointing to an insensitive calorimeter
region is also accepted provided it is not identified as a muon and is either associated
with a hit in the hermeticity taggers or has an energy loss in the TPC in agreement with
that expected for an electron. In both cases, electrons from gamma conversion at large
radius are rejected by requiring the track reconstruction to include points in the TPC or,
if the particle passes between the modules of the TPC, points both in the microvertex
and inner detectors. In the forward region (0 < 43° and § > 137°) the track is only
required to include points in the microvertex detector.

The energy of an electron candidate in the barrel region is defined by a weighted
average of the calorimeter energy and the momentum given by the tracking detectors
(using weights tuned on real and simulated Bhabha events) except if the track points



to an insensitive region of the calorimeters, in which case only the momentum is used.
The electron identification efficiency, measured on a sample of simulated Hete™ events,
is 94% within the acceptance of the tracking system. The price of such a high efficiency
is a probability of misidentifying a pion as an electron of 16%. When accepting only
tracks linked to an electromagnetic shower the efficiency is 83% and the misidentification
probability is 13%. A cross-check of the data, based on the selection of Bhabha events
where one electron is used as a trigger and the other as a member of the test sample, has
confirmed this efficiency.

5.2 Muon channel

Events are required to have at least four charged particles and a total energy from
charged particles above 0.304/s. The total energy in the barrel electromagnetic calorime-
ter must be less than 100 GeV and at least two charged particles must be reconstructed
in the barrel region. This rejects 99.9% of Bhabha and v events. Among the charged
particles, two of them must have opposite charges and momenta greater than 10 GeV/c.
In order to take into account possible final-state radiation, any photon collinear with a
muon candidate and having an energy larger than 2.5 GeV has its energy added to the
muon momentum and the corresponding error is modified accordingly. In the case of low
multiplicity events (charged multiplicity below ten) the acollinearity of the selected pair
must be greater than 2° to remove pu(y) and 77(7) events. After this preselection, the
expected background is dominated by qq(y) and WHW~ events.

Each pair of particles satisfying these criteria is then considered in turn. The momen-
tum (including any collinear radiation) of the faster particle of the pair must be greater
than 39 GeV/e, and the slower one above 15 GeV/c. The opening angle between the
particles must be greater than 109°. Muon identification is required for both particles of
the pair. A search for jets is then performed in the system recoiling from the muon pair,
using the DURHAM algorithm [20] with a resolution parameter of 0.12. Events are selected
if at least two jets are reconstructed and if there is at least one charged particle in the
second most energetic jet. This last criterion is introduced to avoid fake jets caused by
noise or by photons showering in the detector. Finally, the isolation angles to the closest
jet, ¢ of the two muon candidates are required to be more than 15° and 9°. A 5-C
kinematic fit is then performed, which, in addition to total energy and momentum conser-
vation, requires the mass of the muon pair to be consistent with myz, taking into account
the Breit—Wigner shape of the Z resonance. Events are only kept if the fit probability is
higher than 107°%. After the fit, the dominant background is made up of ZZ events, with
one 7 decaying into y*tp~ and the other into hadrons. The b-tagging procedure is then
used to discriminate the light quark decays of the Z from a Higgs boson decay into bb.
In order not to lose efficiency in signal mass zones far from 7 mass, a b-tagging cut is
applied only if the measured recoiling mass to the di-muon is above 84 GeV/c?. A loose
b-tag probability cut is used; it is the minimum value of P and Py for the event being
required to be below 0.10. Events are kept if the above criteria are fulfilled for at least
one muon pair.

The values of the above selection cuts were obtained by a procedure which optimizes
them one after another. The value of each selection cut is varied over a given range and
only those corresponding to the best efficiency for a given background are retained. The
optimization was performed on half of the simulation samples and the optimal sets of
cuts were applied to the remaining simulation samples to define the final efficiencies and
backgrounds. All Higgs boson masses from 60 to 95 GeV/c* were taken into account



in the optimization. The curve of efficiency as a function of background number of
events, obtained after optimization, is presented in Fig. 2 b). The final working point

is determined by the global optimization procedure at mu= 85 GeV/c? as described in
Sect. 4.5.
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Figure 2: Hutp~ channel: a) the performance of the muon identification. Efficiency is
given for muons with momentum above 10 GeV/c¢ coming from Z— utpu~(v) events at
183 GeV. The probability of misidentifying a charged hadron as a muon is measured
using charged kaons and pions coming from Z— 7177 (v) events. The kinks correspond
to changes in the way the information is combined. b) Expected background as a func-
tion of the maximal efficiency obtained at each background level for a Higgs signal of
mpu= 85 GeV/c*. Statistical errors are indicated by the narrow band around the curve.
Stars correspond to the number of observed data events for a given working point. Notice
that the working point definition involves optimizing several cuts simultaneously, and not
a cut on just one variable. Thus the events selected at any given efficiency need not be
a subset of those at higher efficiencies, and this explains the overlap when 4 or 5 events
are observed.

Table 2 details the effect of the selection cuts on data and simulated samples of
background and signal events. The agreement of simulation with data is good. This
can also be seen in Fig. 3, which shows the distributions of the momenta and isola-
tion angles of the high-momentum particles at the preselection level. At the end of
the analysis, the expected background comes mainly from 77 events, and amounts to
0.49 + 0.06(stat.) £0.17 (syst.) events. The mass resolution of the selected events is about
2 GeV/c* [1].

Because of the finite size of the Monte Carlo data samples, zero quantities appear in
the background estimates at different levels of the selection. To check that these zeroes
are realistic, a second estimator of the background was used. Muon identification was
removed from the selection and, for each background process, the background after the
remaining selection cuts was multiplied by the efficiency of the muon identification step,
taken from Table 2. This leads to a total background of 0.36 +0.06 (stat.) event, in good
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Selection  Data Total aq(y) 4 fermion 1*17(y) vy Hptp~
background 77. WTW~ Zee /Wev e(%)

Preselection 2461 2387 £17 1838 26.7 350 45.6 78.8 47.6 90.6
Momenta and
opening angle 224 196 + 5 116 5.40 39.8 5.02 244 549 855
ptp~ selection 9  7.444+0.64 0.59 1.94 2.14 0.72 1.75  0.30 80.2

Jets 5  3.90+0.45 0.59 1.16 2.00 0 0.07 0.07 77.5
Isolation 4 1.56+0.15 0 1.04 0.52 0 0 0 75.7
5-C fit 3 0944+£0.07 0 090 0.04 0 0 0 72.8
b-tagging 2 0494+£0.06 0 0.45 0.04 0 0 0 65.0

Table 2: Hup~ channel: effect of the selection cuts on data, simulated background and
simulated signal events at /s = 183 GeV with my = 85 GeV/c?. Efficiencies are given

for the signal simulation.

agreement with the previous one. The contributions from qg(y) and W W~ background
are 0.004 +0.003 (stat.) and 0.024 £ 0.007 (stat.) events respectively, confirming that the
7.7: background dominates the sample.

Two events are left in the data after selection, compared to 0.49 expected from the
simulation. The first one has two muons of momenta 60 and 35 GeV/c with an invariant
mass of 89.5 GeV/c? and a recoiling mass of 82.9 GeV/c? after the kinematic fit. This
event shows no b-quark signature and no secondary vertex was found. A longitudinal
view of the event is shown in Fig. 4. The other event has two clearly identified muons
in the barrel muon chamber. A dimuon mass of 89.9 GeV/c* and a recoiling mass of
89.9 GeV/c* are obtained after kinematic fit. This event has a significant b-tag, and 4
tracks are found to form a secondary vertex. A transverse view of the event is shown in
Fig. 5. The main characteristics of the events are summarized in Table 3.

Pyt Pz U ¥ MID MIL min(Pe B
(GeV/e) (GeV/e) (°) (°) (GeV/c?) (GeV/c?)

60.0 35.2 29.4 55.4  89.52 82.9 0.12

49.2 42.1 80.6 84.9 89.9 89.9 5.8-10~"

Table 3: Characteristics of the selected events in the Hu® = channel: the muon momenta
and angles of isolation from closest jet (1), dimuon and recoiling mass after kinematic
fit and b-tagging probability are quoted. The first event has a low mass, and so the
b-tagging requirement is not made.

The signal efficiencies for different Higgs boson masses are given in Table 4 and shown
graphically in Fig. 29. The decrease of the efficiency at low mass is due to the larger boost
of the Higgs boson which makes the requirements on the number of jets less efficient. The
decrease of the efficiency at high mass is, on one hand, due to b-tagging which is only
applied to recoiling masses close to my, and, on the other hand, to the kinematic fit which
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Figure 4: Hutu~ channel: longitudinal view of the event with little evidence for b quark-
s. The reconstructed charged particle tracks, energy deposits and the geometry of the
forward electromagnetic calorimeters (EMF) are displayed. The two muon candidates
are the tracks isolated from the jets.



Figure 5: Hutp~channel: transverse view of the event with high b-quark content.
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rejects events where the 7 boson is off shell, which becomes more likely as the mass of
the Higgs rises and the available energy shrinks.

mu (GeV/c?) Efficiency (%) mn (GeV/c?) Efficiency (%)

60 61.3 4 1.1 09 80 70.1 + 0.9 97
65 63.5 4+ 1.1 10 85 65.0 + 0.7 197
70 66.3 + 0.7 198 90 60.7 + 0.7 91
75 68.1 4 1.0 T03 95 54.2 1.0 107

Table 4: Hu*p~ channel: efficiency of the Higgs boson selection at /s = 183 GeV as a
function of the mass of the Higgs boson. The first uncertainty quoted is statistical, the
second is systematic.

A first source of systematic effects is the imperfect simulation of the detector response.
The agreement of real and simulated distributions for the analysis variables was checked
at the preselection level, and no crucial discrepancy was found.

For each continuous variable used in the optimization, the mean values in the real
data and the simulated samples are compared. The systematic uncertainties are then
estimated by varying the cuts on each of these variables by the difference in the mean.
The corresponding changes in the efficiencies and background estimates obtained for each
variable are finally added quadratically. To take into account possible differences between
data and simulation in the muon identification, a relative 1% uncertainty [13] has been
added quadratically to get the final systematic uncertainties on the efficiencies, which are
given in Table 4.

The errors on background estimates given by the previous method are found to be
negligible in comparison to the effect of a possible incorrect simulation of standard pro-
cesses. The simulated distributions for the analysis variables of four-fermion processes
obtained with PYTHIA and EXCALIBUR have been compared at each step of the selec-
tion. Good agreement is observed for all variables except dimuon masses and hence for
the fit probability. After the isolation cut, the total background predicted by PYTHIA is
1.56 + 0.15 (stat.), close to the 1.78 4 0.23 (stat.) given by EXCALIBUR. This agreement
has been checked for different sets of cuts and is always correct before kinematic fit vari-
able cuts. The discrepancy observed in the dimuon mass distribution, which is broader
in PYTHIA samples than in EXCALIBUR ones, could be due to the lack of final-state radi-
ation simulation in EXCALIBUR. This affects the kinematic fit procedure and leads to a
final background predicted by EXCALIBUR of 0.65+ 0.11 (stat.), one third larger than the
PYTHIA estimate. To take this difference into account, a systematic uncertainty of £0.17
has finally been given to the expected background.

5.3 Electron channel

Candidates for ete™ — Hete™ are preselected by requiring five or more charged par-
ticles and a total energy above 0.12 \/s. Among the charged particles of the event, two
are required to have a momentum above 10 GeV/c and must either be associated with a
shower in the electromagnetic calorimeter or point to an insensitive calorimeter region. It
is also required that the sum of the energies of other charged particles within a cone of 5°
around either electron be less than 8 GeV. Furthermore, the sum of the energy deposits
in the electromagnetic calorimeters from the two electrons has to be above 10 GeV. The
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LUCLUS algorithm [21], with the resolution parameter set to 4 GeV/c, is applied to the
system recoiling from the electron pair. Events must have at least two reconstructed jets
with the second most energetic jet containing at least two charged particles.

All pairs of particles satisfying the above criteria are then considered as electron can-
didates. Both particles must satisfy the electron identification described above, with the
restriction that the two particles are not allowed to point simultaneously to insensitive
calorimeter regions. Events are kept if at least one pair of oppositely charged electron
candidates is found. If the higher energy electron candidate is over 65 GeV, and is at
less than 25° to the beam axis, it is rejected as a Bhabha candidate. The energy of the
slower (faster) electron is required to be above 15(32) GeV. Global 5-C kinematic fits are
performed, with the ete™ mass fixed to a range of values between 60 and 120 GeV/c?.
A combined variable is defined which is the product of the y? probability of the fit times
the probability (found using all simulated Hete™ samples) that an Hete™ event should
have the difference between the mass of the eTe™ system and my at least as large as
that observed. This quantity is used as an estimator of the goodness of the fit, and the
recoil mass corresponding to its highest value is taken as the estimator of the Higgs mass.
Events with a probability product below 107%? are rejected.

Electron isolation angles with respect to the closest jet are required to be larger than
20° for the more isolated electron and more than 10° for the other. As the search is
restricted to high mass Higgs bosons, the mass of the recoiling system, as given by the
kinematic fit, is required to be above 50 GeV/c*. The final selection is an event b-tag,
based on the minimum of P and Pg , in order to keep the main background source (i.e.
77 production) at an acceptable level. Since the b-tagging selection concerns mainly the
77, background, it is applied only for fitted recoil masses above 80 GeV/c?. The value
of the b-tagging selection is chosen by the global optimization procedure of Sect. 4.5 and
set to min(Pg ,PF ) < 0.005.

Figure 6 shows the distributions of the main analysis variables after preselection, for
183 GeV data, simulated background and signal events at 85 GeV/c?. The agreement

between data and background expectation is good.

Selection Data  Total aq(y)  1(y) 4 fermion vy — Hete™

background efe™qq evqq others hadronic &(%)

Hadronic 8611 9826 £+ 27 5078.2 2214.5 19.2 144.8 666.4 1670.1  94.9
Preselection 370 345.4 + 3.5 263.8 2.17 4.72  25.16 36.55  12.99 7.7
ete™id. 35 36.1 1.5 157 0.29 3.25 879 5.43 2.61 60.5

e momenta 6 7.85+0.59 0.99 0.23 2.53 3.26  0.37 0.46 57.9
5-C fit y? 4 448 £041 0.70 0.06 1.97 1.36  0.18 0.23 57.0
Isolation 4 221 £0.19 0.13 0.06 1.87  0.15 0.01 0 54.2

Recoil mass 2 1.54 £ 0.16 0.12 0 1.26 0.15 0.01 0 54.2
b-tagging 1 0.68 £0.12 0.06 0 0.47  0.15 0 0 39.9

Table 5: Hete™ channel: the numbers of events passing each selection. Efficiencies are

given for the signal with my = 85 GeV/c? at /s = 183 GeV.

Table 5 shows the effect of the selection cuts on data, simulated background and signal
events. Backgrounds not quoted in the table (e.g. two-photon processes leading to leptonic
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Figure 6: Hete™ channel: distributions of some analysis variables as described in the
text. Plots a) to ¢) show a comparison between 183 GeV data (points) and simulated
events (full line) normalized to the experimental luminosity. Plots d) to ) show the
(unnormalized) expected distributions for an 85 GeV/c¢* Higgs boson after all cuts.
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Figure 7: Hete™ channel: the distribution of the fitted recoil masses at the end of the
analysis for a) background and b) simulated Hete™ events with my= 85 GeV/c? at
183 GeV. The arrow indicates the cut at 50 GeV/c¢?, which has already been applied.

final states) are negligible. The final background amounts to 0.6840.12 (stat.)*9 {5 (syst.)
events, and is mainly due to ete™qq events, with the ZZ process dominant. Fig. 7 illus-
trates the distribution of reconstructed Higgs boson masses as given by the kinematic fit
in simulated background and signal events.

Table 6 and Fig. 29 show the selection efficiency for different masses at the working

point selected by the global optimization.

mu(GeV/c?) Efficiency (%) mu(GeV/c?) Efficiency (%)

60 48.0 £ 1.1794 80 43.1 + 1.1+49
65 49.9 £+ 1.1792 85 39.9 £+ 1.1%31
70 50.1 +1.1%¢ 90 38.2 £ 1.1119
75 47.5 +1.1118 95 34.8 4+ 1.1712

Table 6: HeTe™ channel: efficiency of the Higgs boson selection at /s = 183 GeV as a

function of the mass of the Higgs boson. The first uncertainty quoted is statistical, the
second is systematic.

The systematic uncertainties have been evaluated by considering both the difference
between data and simulation in the distributions of each analysis variable and the sensi-
tivity of the selection criteria to such variables. The variables included in this procedure

are the continuous variables used in the electron identification and in the kinematic re-
quirements.
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Figure 8: HeTe™ channel: an R¢ graphical representation of the event selected. The
largest energy deposits seen in the barrel electromagnetic calorimeter (HPC) are due to
the electrons.

In a similar way the systematic errors on the expected background have been estimat-
ed. A detailed comparison of PYTHIA to four-fermion generators for final states of the type
ete™qq has shown significant discrepancies that have been attributed to the less complete
nature of the process described by PYTHIA. On the other hand no significant discrepancy,
outside the statistical accuracy, has been observed between different four-fermion gen-
erators (EXCALIBUR, GRC4F and WPHACT). For this reason our background estimates for
four-fermion final states are based on samples from four-fermion generators. The absence
of FSR in EXCALIBUR, referred to in the Hu™ ™ search, is of less relevance in the electron
channel, where it is minor in comparison to bremsstrahlung in the detector material.

One event fulfils the selection criteria. The electron energies are 19.6 and 55.6 GeV
and the maximum and minimum jet isolation angles are 82.7° and 32.2°. The 4-C fit gives
an ete™ mass of 68.5 GeV/c* and a recoil mass of 87.5 GeV/c? with a fit probability of
4.5%. When the 5-C fit is performed, these numbers become 70.0 GeV/c?, 86.5 GeV/c?

and 0.8% respectively. This event is depicted in Fig. 8.

6 Neutral Higgs boson searches in events with jets
and missing energy

This topology corresponds to 20% of the ZH final states. The experimental signature
is a pair of acollinear jets, acoplanar with the beam, coming mostly from b quarks, with
a recoiling mass compatible with expectation from 7 — vv decays.

A sample of hadronic events was defined by the following two criteria:
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e at least nine charged particles were required, and at least one of them had to originate
from the reconstructed event primary vertex with an R¢ impact parameter less than
200 pm;

e the total energy of detected charged particles had to exceed 0.1-1/s.

A veto based on hermeticity counters was applied to these events to reject events with
an on-shell Z and photons at angles with poor electromagnetic calorimetry coverage. The
total cross-section for bby(7) events with an energetic radiated photon in the detector
acceptance is about 7 pb. Without the veto, these would give a background of 0.47£0.06
events with partially reconstructed energetic photons in the candidate sample. The veto
algorithm considers signals from hermeticity counters installed at polar angles of 40° and
90°. Events with such signals were rejected if topologically and kinematically consistent
with the hypothesis that jets accompanied by one photon in the direction of the counter
give a signal and another photon (possibly of very low energy) is lost in the beam direction.
The background due to poorly reconstructed photons is suppressed down to the level of
2 fb, i.e. 0.12 + 0.03 expected events in the final selection, with a loss of 8% (relative)
in efficiency.

6.1 Iterative discriminant analysis

Eleven variables were used to exploit the differences between the Higgs signal and the
various background processes.

° E,Y/E,YZ: the normalized energy of a photon, assumed to have escaped in the beam
direction. It was computed from the polar angles of the two main jet directions in
the event. The two jet directions were computed by forcing the event into two jets
with the LUCLUS routine [21]. The estimated photon energy was normalized to the
expected energy for a photon recoiling against an on-shell Z.

o |cosfp|: the absolute value of the cosine of the polar angle of the missing momen-
tum.

o F;/Fy,: the fraction of the total reconstructed energy below a polar angle of 20°.

® Feone/piso : the energy sum in a double cone, around the most isolated particle,

divided by its momentum. The lower half opening angle was 5° and the upper one
1S Qmaz- In the momentum interval 2-5 GeV/c, apq, was set to 60° in order to
maximise the sensitivity to isolated particles from WtW= — ggrv events, while

Qmar = 25° was used for higher momenta. The most isolated particle was defined as

the particle with momentum above 2 GeV/c¢ with the smallest E.opne/piso -

The momentum of the most isolated particle, as defined above.

FEioi i the total reconstructed energy of the event.

M,:s : the reconstructed invariant mass of the event.

log[A¢ - sin 9%;”] : the logarithm to base ten of the scaled acoplanarity. Acoplanarity

was defined as A¢, the complement of the difference in azimuthal angle between the

two jets in degrees, when forcing the reconstruction to have exactly two jets. In
order to compensate for the geometrical instability of this variable for jets at low
polar angles, it was multiplied by the sine of the smaller polar angle of the two jets.

o The sum of the two smallest differences in cos 8 between a jet and a region of weaker
energy resolution (40° and 90° polar angles).

e The thrust computed in the rest frame of the visible system. The transformation into
the rest frame was made in order to compensate the smearing due to acollinearity
of the jet system.
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e z;: the combined event b-tagging defined in Sect. 4.2.

The invariant mass of the visible system given by a 1-C fit where the recoil system is
an on shell Z boson, M!S . was also computed for selected events. The first column of
Fig. 9 shows the distributions of | cos @p|, log[A¢ - sin 0;”6;”] , Myis, and x;, following the
hadronic preselection for real data, simulated background, and simulated signal.

Events which fell in the extreme tails of the selection variable distributions were re-
moved. These ‘tail cut’ requirements (see Table 7) emphasize the signal region of the
variable space in the discriminant analysis and avoid the effect of any badly reconstruct-

ed events with extreme variable values.

Variable Lower edge Upper edge
| cos Op| - 0.95
E¢/Eio - 0.20
Fiot [\/s 0.25 0.51
Mis 31.0 107
log[A¢ - sin (9;’;;”] -0.55 -

Tp -2.42 -

Table 7: Hvw channel: requirements made to remove events in tails of signal distributions.

The right column of Fig. 9 shows the distributions of four event variables following
the ‘tail cut’” selection for real data, simulated background, and simulated signal. The
overall agreement in the number of events for real and simulated data was within about
15% at this stage, with 239 observed events and 214 expected.

The remaining selection cuts are made with an Iterative Discriminant Analysis (I-
DA) [22,23]. A step in an IDA consists of defining a polynomial of event variables, such
that the separation between signal and background is maximised [24]. The analysis used
here consisted of two such steps, using quadratic discriminant functions on all the vari-
ables introduced in this section. After the first step the value of the discriminant function
was required to exceed a value such that the efficiency is reduced by 30% on average for
the signal samples. This left a much smaller sample where the background is suppressed
relative to a possible signal. A second discriminant function was optimized for this sam-
ple. The distribution of its value for events passing the first IDA step is shown in Fig. 10
for data, simulated background and signal.

The background versus efficiency curve obtained by varying the requirement on the
second discriminant step can be seen in Fig. 11 for a Higgs mass of 85 GeV/c%. The final
selection in the second IDA output has been chosen by the global optimization procedure
(Sect. 4.5) and corresponds to a minimal value of 0.265. Table 8 and Fig. 29 show the
efficiency, and Table 9 shows the number of events expected and observed at different
stages in the analysis. Fig. 12 shows the selected candidate event. It has a visible mass of
77 GeV/c?, which becomes 88 GeV/c? after the constrained fit, and zjis 1.2. | cos0p|is
0.42, and log[A¢ - sin 9]”;;”] is 0.82. The output weight from the second TDA is 0.37.

At the end of the analysis, the Higgs boson mass is reconstructed as the mass of the
visible system, found using a 1-C fit with the constraints of energy and momentum con-
servation and the constraint that the invisible system is an on-shell Z. The distributions



20

= e Daa PRESELECTION £ 102 TAIL CUTS
= — 4-fermion a) o
E 103} 3;4(\/)
—
% M,,=85 GeV/c® 10
102
1

o
o
N
o
~
o
()]
o
[ee]
[ ==Y

600

400

=
|
| ——
| e

events/bin

200

400

events/bin

200

40 60 80 100

o

=
Q
(=]
o

750
500

events/bin

250

Figure 9: Hvo channel: a) to d) show distributions of the four event variables used
after hadronic preselection and e) to h) after ‘tail cut’ selection (see table 7). for real
data (dots) and simulated background. The thick dashed histogram contour shows the
expected signal for my = 85 GeV/c? scaled up by factors of 500 at the preselection and
50 at the tail cuts stage.



21

= 35F
2 35
= - DELPHI ® Daaevents
§ 3- o | 4fermion
® I -
; B qq)
250 M, =85 GeV/c®
2+ o
15)
1
0.5F
ok

-2 15 -1 -05 O 0.5 1 15 2
Discriminant output

Figure 10: Hyv channel: distribution of the final discriminant output for those events
which passed the first step in the Iterative Discriminant Analysis selection for data,
background, and the expected signal for my = 85 GeV/c%



22

DELPHI

eventsbin
|_\
o

= ® data
i background

0.1 0.2 0.3 0.4 0.5
Efficiency

Figure 11: Hvv channel: background and number of observed events versus signal ef-
ficiency for different minimum requirements on the discriminant function. The shaded
band shows one standard deviation uncertainties in signal efficiency and background,
combined by adding them in quadrature. The efficiency cannot be greater than 50%, as
this is the fraction of events which pass the first Iterative Discriminant Analysis step.
The uncertainties take into account simulation statistics and systematic effects.



23

Figure 12: Hvv channel: longitudinal and transverse views of the selected candidate.
The absence of signal in the forward detectors shows that there were no signals in these
devices. The missing momentum in this event is indicated by the large arrow.
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of the reconstructed Higgs boson mass expected for the signal and the background are

shown in Fig. 13.

90 100

6.2 Systematic uncertainties

Estimates for signal efficiencies and background have been monitored by comparison
of real and simulated data at all stages of the analysis (see Fig. 9 and Table 9). Several
additional cross-checks, based on test samples, were performed in order to constrain the
uncertainties in the final selection. Test samples were necessary to avoid biases since the
statistics are low and the IDA might have been trained to recognise individual simulated

signal events.
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mu(GeV/c?) Efficiency (%) mu(GeV/c?*) Efficiency (%)

406 £ 1.5+24
40.1+£1.5+24
399+ 1.0+24
3894+ 1.04+2.3

80
85
90
95

36.2+1.042.2
31.,6 £1.24+ 1.9
25,1 £ 1.14+1.5
211 +£1.24+1.3

Table 8: Hvv channel: the efficiency for various Higgs masses at the selected working
point. The first uncertainties are due to Monte Carlo statistics, the second estimates give
the systematic uncertainties. 85 GeV have been checked
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Data  Total  bb(y) qq(y) WTW~ Z7Z Wer Others Huw

background e(%)
Preselection 7557 7978 1023 4003 689 47 19 2194 91
Tail cuts 218 201 34 101 35 3.1 95 19 66
IDA, step1 7 5.5 1.9 0.75 1.1 0.60 1.2 0 50

IDA, step 2 1 0.50£0.08 0.18 0.00 0.04 0.20 0.08 0 32

Table 9: Hvw channel: the reduction for different background processes. The bb(7)
sample has been separated from the light quark qq(y) sample. The column ‘Others’
includes two-photon processes, Zee and Bhabha scattering. The signal efficiency column
is for mpy= 85 GeV/c?. Uncertainties include simulation statistics.

They were constructed from well-understood background processes and passed through
the selection. Discrepancies between real and simulated data are expected to affect the
test samples and the final sample in the normal selection in a similar way. The signal
efficiencies were cross-checked using a test sample of events with hadronic systems re-
coiling against an isolated particle, such as WHW= — qqly, events and qq production
with an isolated photon from initial state radiation. The isolated particle was used as a
tag, and all the event variables were recomputed using the hadronic system only, which
resembles a signal event. As an additional check, in order to increase the statistics late
in the selection, the value of z; was systematically shifted to higher values. Good agree-
ment between data and simulation was found for the rates and shapes of distributions
including the b-tagging and event weights, as seen in Fig. 6.2 a) and b) and Table 10,

first row.

Tail cuts Step 1 Step 1 Final Final

2y shift xp shift
Test events, tagged by isolated particles
Data 533 43 170 14 108

Simulation 475+£5 4241  154£2 16.3+£0.5 11242
Test events, rejected by the first discriminant analysis step
Data 211 0 29 0 14
Simulation 19544 0 28.8+1.3 0 12.2 £0.6
Test events, tagged by a large STIC energy deposit

Data 80 3 0

Simulation 5742  3.1£0.5 0.93+£0.5

Table 10: Hro channel: the numbers of observed and expected events in test samples
consisting of hadronic systems recoiling against an isolated particle tag (upper part) of
events rejected by the first discriminant iteration and zp artificially increased (middle
part) and of hadronic systems recoiling against a photon tag in STIC (lower part). The
columns give rates after the selection of tail cuts, the first iteration (‘Step 1’) and in the
final sample (‘Final’).
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The uncertainties in the signal efficiencies due to event reconstruction are limited
to £10% relative, based on the last selection applied to the events tagged by isolated
particles in Table 10, where 108 events were observed compared with 112 expected. In
addition, the efficiency uncertainties due to fusion production graphs have been checked
with the WPHACT [11] generator and found to be well within this range.

The background estimate in a missing energy search depends strongly on the modelling
of rare occurrences in the detector, leading to lost or spurious particles. The precision in
this modelling was evaluated using events which survive the tail-cut selection but were
rejected in the first IDA step. Many of these events had a low b-tagging weight, z;. By
artifically increasing x3, a more signal-like sample was obtained, dominated by qq(nvy),
WHtW~and Wev events. These events had kinematic properties that were very close to
the residual actual background. The observed and expected rates for this sample, shown
in Table 10, second row, and their b-tagging and IDA weight distributions, shown in
Fig. 6.2 ¢)-d), are in good agreement. As a specific check of the important background
from bb events with photons lost in the beam directions, high-energy deposits in the STIC
were used to tag radiated photons which were then assumed lost in computing the event
variables. Three events were observed after the first IDA step for an expected 3.1 £ 0.2
events (see Table 10, last row and Fig. 6.2 e)-f)). The uncertainty of the background in
the final selection is estimated to be +-20%, corresponding to the statistical uncertainty
of the 29 events in the test sample.

7 Neutral Higgs boson searches in events with jets
and taus

This topology includes 8.5% of the ZH final states and typically 14% of the hA final
states. The experimental signature is two jets and two isolated 7 leptons, which are
reconstructed exclusively.

7.1 Preselection

Hadronic events are selected by requiring at least seven charged particles and, either
a total energy carried by charged particles greater than 0.154/s, or a total energy greater
than 0.3y/s and forward and backward energies greater than 0.034/s. After this hadronic
selection, an exclusive search for 7 leptons is applied. A cone algorithm is used to define
clusters in the event. The two free parameters of the algorithm are the minimum energy
in the cone (F,,;,) and the cone half opening angle (91/2). Their values (F,,;, = 1.3 GeV
and 6/, = 0.2 rad (11.5°) have been determined by optimizing the signal over background
ratio for this analysis.

The angles between all possible pairs of cones are computed using as possible 7 can-
didates only cones with no other particles within 15° of the cone axis. The principal 7
decays are then tagged by means of several algorithms, depending on the charged and
neutral multiplicities in the cones. The different algorithms are, by order of application,
i.e. order of decreasing purity, as follows.

1. Lepton algorithm: lepton identification [13] is used together with an upper limit on
the lepton momentum to reject decays of W or 7 bosons to leptons.

2. p algorithm: three different algorithms were designed, depending on the number of
neutrals in the cone (one, two or more than two). Selection cuts are applied on the
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invariant mass and total momentum of the particles in the cone, as well as on the
maximum opening angle between them.

3. m* algorithm: this is the most difficult channel due to the contamination from pions
in hadronic jets. As these are softer than pions from 7 decays, a minimum value is
required for the pion momentum. A maximum value is also imposed to reject direct
leptons from W decays not selected by the lepton algorithms.

4. Three prong algorithm: the three charged particles in the cone are required to form
a secondary vertex within 1.9 mm of the primary vertex, to be isolated from the rest
of the event and to be at small angles with respect to one another.

The one-prong algorithms (1 to 3) have a selection efficiency from 50% to 67% for
one-prong 7 decays, while the three-prong algorithm has an efficiency of 28%. The
contamination from fake 7 candidates reconstructed from hadronic particles of a jet ranges
from 5% in the p channel, through 11% in the electron channel, 15% in the 7% channel,
16-22% for the p channel to 28% for the 37 channel. More details can be found in [25].

Events with no 7 candidate are rejected. Events with two or more 7 candidates are kept
for the analysis and make a sample that will be called 27 in the following (approximately
30% of the signal). In the case of more than two candidates, the candidates selected by
the less efficient and less pure algorithms are not considered further.

In order to increase the signal efficiency, events with only one 7 candidate are kept
and a second 7 is searched for with a looser selection than before: identified leptons with
moderate momenta or well isolated cones failing the 7 algorithm selection cuts are again
considered and kept if they are of opposite charge to the first 7 candidate and isolated
from it. If no second 7 is found, the missing momentum direction is used to define a
preferred region in which an isolated track of moderate momentum with charge opposite
to that of the first 7 candidate is considered as a second 7 candidate. This constitutes a
sample called (1 + 1)7 in the following (approximately 50% of the signal).

In both samples, the preselection is completed by a requirement on the effective centre-
of-mass energy \/s'[26] to reduce the background further. The effect of the preselection
is shown in Table 11. At this level, the dominant backgrounds are WtW~ and qq(v)
events. The agreement between data and background simulation is good.

Selection Data Total qq(y) WTW= 77 Zee Wev vy 7H
background — had. (%)

Hadronic 7016 7522+ 17 5142 742  55.0 118.9 20.3 1061 99.7
2T 56 55.6 1.7 20.1 16.6 2.8 34 0.1 12.4 32.0

Vs'>110 27 29.14+1.1 85 12.1 2.4 2.2 0.04 3.7 29.3
Selection data total qaq(y) WTW= 77 Zee Wev ~y ZH (hA)
background — had. (%)

1+17 208 209.5+35 103.4 52.7 63 7.9 03 385 48.1(49.9)
Vs'>110 120 118.8+2.4 485 451 55 47 02 145 440 (42.5)

Table 11: 7777qq channel: effect of the preselection on data and simulated background
at /s = 183 GeV. The cut on /s is in GeV. Efficiencies are given for signals at
85 GeV/c? in the ZH channel, and at 70 GeV/c* in the hA channel.
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Before channel-dependent selection cuts, all particles except those belonging to the
two 7 candidates are forced into two jets with the DURHAM algorithm [20]. Masses derived
from application of a 4-C kinematic fit are used in the event selection, while the estimator
of the Higgs boson mass used for the limit is the 5-C fit value.

7.2 The ZH channel

7.2.1 H decaying into 717~

In the ZH channel with H decaying into 7777, the 27 sample is used to achieve a good
purity, for lack of other powerful discriminating variables to reject four-fermion events,
and especially WW pairs. The details of the selection cuts as well as their effect on data
and simulated events are given in Table 12. The background is reduced by requiring the
momentum of the less energetic jet, P,3, to be bounded, the mass of the 7 pair, M,,, to
be high (since the search is restricted to high mass Higgs bosons) and the mass of the
hadronic system, Mgz, to be compatible with myz. The final two selection cuts use the
opening angle of the 7 pair, expected to be large if the Higgs boson is massive, and the
difference between the second and fourth Fox-Wolfram moments of the hadronic system,
H, — H,, expected to be larger for the signal than for the background. Their values have

been varied and the final choice determined in the global optimization procedure.

selection data total qq(y) WHW= 77 Zee Wev v 7H
background — had. (%)

7T< Py <5b0 GeV/e 18 20.0£09 5.6 84 21 1.6 001 21 26.0
M, > 60 GeV/c? 6.35+0.35 1.34 277 0.76 0.28 0.0 1.01 23.6
70 < My, < 110 GeV/¢? 1.47£0.14 037 0.62 047 0.0 0.0 0.0 217

0, >124.6° 1.00 £ 0.11 030 0.26 0.44 0.0 0.0 0.0 216
(Hy — Hy) > 0.09 0.74+£0.09 0.16 0.17 0.41 0.0 0.0 0.0  20.0

—_ = = D

Table 12: (H — 7777)qq channel: effect of the final selection cuts in data and simulated
background. Efficiencies are given for a signal of 85 GeV/c?.

Table 13 and Fig. 29 show the signal efficiencies for different Higgs boson masses. The
agreement between data and background simulation is illustrated in Fig. 15 at preselection
level.

mu(GeV/c*) Efficiency (%) mu(GeV/c?) Efficiency (%)

60 1.6 £ 0.3+ 0.1 80 206 £0.6 £ 1.6
65 434+04£03 85 200£ 0.6+ 1.6
70 83+£0.6£0.6 90 203 £0.6+1.6
75 16.0 £ 0.6 £1.2 95 171 £ 08+ 1.3

Table 13: (H — 7177 )qq channel: efficiency of the Higgs boson selection at /s = 183 GeV
as a function of the Higgs boson mass. The first uncertainty quoted is statistical, the
second is systematic.



30

150

Ne)

DELPHI a)
100

i 50
L1l —
| 1\

0O 25 50 75 100 25 50 75 100
M., (Gev/c?) M_. (Gev/c?)

Eventghbin
Events/bin

o N MO

O 11

100
75
50
25

b)

Events/bin

Eventgbin
o N A O

]

4*7

o
o HH‘HH‘HH‘HH‘H

20 40 60 80

Q2 Q2

100 = 9)
75
50

25

Eventsbin
T TT ‘ 1T ‘ TTT ‘ T
Events/bin

1 \__1 1 1
-04 -02 0 0.2 04

H,H,

o N B~ O

100
75
50

=)
=

Events/bin
Events/bin

[ P ‘—L\_J-'—\—\JJ_\._Lw—xL:—“ 1 1
0 50 100 150 50 100 150

0, () o,

S r N W

o
o HH‘HH‘HH‘HH‘H\
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backgrounds. In e) to h), the unnormalized distributions expected for a Higgs signal at
85 GeV/c?* are given.
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Figure 16: (H — 7777)qq channel: ZH candidate. One 7 candidate (1 — p) goes to
the upper right, where a high momentum charged particle can be seen to coincide with
a large energy deposit in the electromagnetic calorimeter (HPC). The other (1 — 3m)
can be seen in the lower right part of the figure. Three of the charged particles all have
a common initial direction. The missing neutrinos are allowed for in the analysis.

The expected background is 0.74 + 0.09 + 0.08 mainly from ZZ events. The one event
selected in the data is shown in Fig. 16. The 7 candidates are selected by the three prong
channel and by the p algorithm with at least three neutrals. The event corresponds to a
reconstructed Higgs boson mass of 72 GeV/c? after the 5-C fit.

7.2.2 7 decaying into 77~

When the 7 decays into a 777~ pair, the hadronic system is expected to come from the
Higgs boson and thus to contain beauty hadrons. B-tagging is expected to be a powerful
tool against background and the full preselected (14+1)7 sample is used in this analysis.
Background reduction is achieved by requiring the mass of the hadronic system to be large
and that of the 7 pair to be compatible with my. The final two selection cuts apply on
the opening angle of the 7 pair and the event combined b-tagging variable. Their values
have been varied and the final choice determined by the global optimization procedure.

The result is indicated in Table 14, while Table 15 and Fig. 29 give the selection efficiency
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as a function of the Higgs boson mass. The four-fermion generator has been discussed in
Sect. 2.

Selection Data Total qq(y) 4 fermions vy 7ZH
Background — had. (%)
M,, > 60 GeV/c* 84 81.0X£1.6 34.9 44 .98 25 423

75 < M, <105 GeV/c¢* 7 844 +0.64 2.58 4.72 0.71  30.7
0, > 135.0 3 580=£0.59 2.16 3.12 0.0 295
24 >-0.68 0 0.344£0.07 0.16 0.18 0.0 20.0

Table 14: (H — qq)7*7~ channel: effect of the final selection cuts in real and simulated
data at y/s = 183 GeV. Efficiencies are given for a signal of 85 GeV/c%.

mu(GeV/c*) Efficiency (%) mu(GeV/c?) Efficiency (%)

60 234+£03+£0.2 80 197 £06£1.5
65 7.5+0.6+£0.6 8D 200£0.7+1.6
70 9.6 £0.7+0.7 90 195+ 06£1.5
75 15.9+£0.6 £1.2 95 16.0 £0.8£1.2

Table 15: (H — qq)7*7~ channel: efficiency of the Higgs boson selection /s = 183 GeV,
as a function of the Higgs boson mass. The first uncertainty quoted is statistical, the
second is systematic.

The data and simulated background after the preselection are compared in Fig. 17.
Distributions of two variables used in the channel-dependent analysis are shown. There is

no selected event in the data for an expected background of 0.3440.07 (stat.)£0.04 (sys.)

events, mainly due to qq(y) events.

7.3 The hA channel

In the hA channel, the cross-section is typically maximum at large tan 3, i.e. when
the two Higgs bosons are almost degenerate in mass. In that case, the masses of the pair
of hadronic jets and of the 777~ pair are expected to be close. In addition, one Higgs
hoson is expected to decay into a bb pair. The starting sample is thus the entire (1+1)7
sample.

Background reduction is achieved through selection cuts in the acollinearity between
the two hadronic jets, Acoly,q., in the first Fox-Wolfram moment of the hadronic system,
H;, in the mass of the 7 pair and the difference in mass between the 7 pair and the
hadronic system, AM, and in the combined event b-tagging. The effect of the selection
cuts on real and simulated data are given in Table 16. The last three requirements in the
table have been determined through the global optimization procedure. The selection

efficiencies as functions of the Higgs boson mass are given in Table 17 for two values of
tan 3.
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Selection Data Total qq(y) WtW~= 77 Zee Wev v hA
background — had. (%)

0.7 < Acolpag. < 2.0 41  3744+1.2 131 183 1.9 1.7 0.07 23 355
H, <0.7 34 315£1.1 103 152 1.8 1.7 0.05 23 349

M., > 50GeV/c? 18 201 £1.0 6.3 9.4 0.7 1.3 0.04 23 324
Hy > 0.255 11 1258 +0.73 4.67 592 0.38 0.0 0.03 0.0 29.8
AM < 52GeV/c? 6 6.58+£0.31 286 3.38 0.31 0.0 0.02 0.0 29.1
zi> —0.85 0 047+£0.07 031 0.10 0.04 0.0 0.0 0.0 226

Table 16: hA — 7777 qq channel: effect of the final selection cuts in real and simulated
data at y/s = 183 GeV. Efficiencies are given for a signal of 70 GeV/c¢* and tan 3 of 20.

ma Efficiency (%)

GeV/c*  (tan 3 = 2) (tan 3 = 20)
55 6.3+0.5+0.5 10.9+0.74+0.9
60 11.5+0.7£09 16.4 £ 0.8+ 1.3
65 165+ 0.8+ 1.3 22.0£0.9+1.7
0 206+£06£1.6 226+0.7+1.8
7 207+09+£1.6 21.6 £0.9+1.7

Table 17: hA — 7%t77qq channel: efficiency of the Higgs boson selection at
s = eV, as a function of the common Higgs boson mass my,. The first uncertain
183 GeV, functi f th Higgs b The first tainty
quoted is statistical, the second is systematic.

Figure 18 shows good agreement between data and simulated background for three
analysis variables at the preselection level. At the end of the analysis, no event is selected

in the data for an expected background of 0.47 £ 0.07(stat.) £ 0.05(sys.), mainly due to
qq(y) events.

7.4 Systematic errors

A 1% systematic error is assumed on the background processes cross-sections. For
each variable, the difference in the mean values of the distributions in data and simulated
background is applied as a shift in the selection and the corresponding change in signal
efficiency and background expectation is taken as the systematic uncertainty. The total
error due to this is £6%. The signal samples are generated without 7 polarization. A
sample with one Higgs mass was generated with 7 polarization included, and the relative
change in efficiency of 5% is taken as the error due to ignoring this effect.

All uncertainties are then summed quadratically. This leads to a £10% relative sys-
tematic error on the background expectations, and a +7.2% relative error on signal
efficiencies.
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8 Higgs boson searches in events with purely hadron-
ic jets

The preselection procedure is the same for all four-jet channels. Its aim is to reduce
the qq() background while keeping most of the Higgs boson signal.

The first step is to select hadronic events by requiring at least eighteen charged parti-
cles, a total energy above 0.64/s and a total neutral energy below 0.5y/s. This selection
eliminates all Bhabha events and almost all two-photon events without affecting the
signal.

To reject events where an on-shell Z is produced with a real 7, it is required that no
photon with more than 30 GeV is present. This is applied either to photons observed in
the calorimeters, or initial state radiation implied by a 3C kinematic fit to the observed
jets.

Then four-jet events are selected by demanding three conditions: firstly, the sum of the
Fox-Wolfram moments of order two and four has to be less than 1.1; secondly, the thrust
of the event has to be less than 0.92. Finally, the DURHAM [20] algorithm is applied, forcing
the clusters into a four-jet configuration. These jets are then used in both the following

analyses. Each jet is required to contain at least one charged particle and have a mass
greater than 1.5 GeV/c?. Figure 19 shows the distributions of some of these variables.

Selection Data Total Hqq

criteria background aq(7) 4-fermion  others e(%)
multi-hadronic 2303 2257 1693+3 £ 70 55843 +23 742 97.240.2
non-radiative 1378 1371 93242 + 38 438+2+ 18 1.14£0.5 94.440.3

four jets 603 617 23741 4+10 380+2+16 <1 89.9+0.4

Table 18: Hqq channel: remaining simulated background event rates and simulated
signal efficiencies after each step of the four-jet selection. The first error is statistical
and the second is systematic. The signal efficiencies are quoted for a SM Higgs of mass

85 GeV/c?.

Table 18 summarises the four-jet preselection performance. The systematic errors have
been estimated by taking into account the errors on the cross-sections and the observed
differences between generators (2%), and the systematic discrepancy found during the
selection (slight excess of data at the multi-hadron level and slight loss of data at the
four-jet selection level, estimated to be of the order of 3%) resulting in a total relative
systematic error of 4%. The efficiencies for the generated signal samples range from 81%

to 93%.

8.1 The Standard Model Higgs selection

A probabilistic analysis has been used to search for a ZH signal in the four-jet chan-
nel. In order to reduce the main background sources (ete™— qq(vy), WTW~ and Z7)
topological, kinematical and b-tagging information have been used.
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8.1.1 b-tagging and kinematical criteria: finding the best jet pairing

In a four-jet final state there are six combinations of jet pairs which are possible for
the Higgs and the 7 bosons. For a signal event, by definition, 7 and j jet indices will be
used for the Higgs bosons whereas k and [ indices correspond to the 7 decays.

Py(x,) is the probability density of the measured value, zj, for the b-tagging variable
for the jet ¢ coming from a b quark jet. This probability density has been evaluated
using simulated samples of Z decays to b and non-b quarks. It has been checked that the
probabilities for b and non-b quark jets of genuine four jet final states at high energy are
essentially identical to these[27].

Effects from the acceptance of the VD have been included by considering three intervals
in polar angle inside which the shapes of Py(z}) have been independently adjusted. These
intervals are § < 30°, 30° < 6 < 40°, § > 40° and the symmetric intervals obtained by
reflection through the origin.

To test the signal hypothesis it has been assumed that the jets (z,7) from the Higgs
boson candidate are from b quarks. The two jets from the Z decays can be initiated by b
or lighter flavours with respective probabilities P% and (1-P%), given by the 7 couplings
to the different hadronic final states. Finally the y* probability of the 5C fit, obtained
by imposing that the mass of the di-jet (k,/) be equal to the Z mass, is included to define
the probability that the four jets present in the event correspond to the channel ete™ —
7ZH:

Pou(ay, ai, i, wp) =3 Polay)Po(a})[(1 = PPy () Py(}) + Py Pyl Po(x})]
X P;g(mkl =rmny)

The sum runs over the six different possible pairings of the jets 7, 7, k, [. In this expression
Pl =0.216, P,(z}) = 1 — Py(x}) and the sum, over the six combinations, of the 5C fit
x? probabilities has been normalized to unity.

In a similar way, the probability that the observed event comes from the qq(v) back-
ground has been evaluated:

,PSC_I(’Y)(:C;’:EZ’;C:;"rg) = éz [(1 - Pb)Pq($é>73q($i)Pq<$§>73q($é)

~

+ Pspb(;pg)’Pb(;cg)Pq(xf)Pq(xé)]

In this expression the fraction of bb jets in a di-jet, 732, the fraction of jets in qq(7y) events
which are from b quarks, has been taken from the simulation (732 = 0.175). The (7,7) and
(k,l) masses are not constrained.

For WHW~ events, neglecting the very small W= — be(u) couplings and the difference
between the fractions of ¢ quarks in W and in 7Z decays which was assumed to define
Py(x}), the following expression is obtained:

7’€vw($i, 51727 xg’, xg) = pq($ll>)7)q($g)7)q($§)7)q(xg)

To verify the validity of the approximations concerning the description of W decays,
the b-tag probability distributions have also been determined separately for light, charm
and b flavours and the different branching fractions of W bosons into q;q, pairs have been
used. The x? probability of a 5C fit, in which the equality of (7,5) and (k,l) di-jet masses
is required, has also been tried in the expression for Ply;,. As no significant improvement
in the background rejection was found, the simpler expression above was adopted.

No separate Pzz probability has been calculated.

The jet pairing which maximises the term of the expression of P is selected and the
Higgs boson candidate mass is given by the 5C fit.
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8.1.2 Contributions from the shape variables

The previous expressions for P, 'Pcbl(_l('y) and PPy have been multiplied by the prob-
ability densities observed for shape variables in the signal and in the two background

components. Five variables have been used:

e the minimum di-jet mass;

® Opnin Frin, which is the product of the minimum jet energy and the minimum opening
angle between two jets,

e (Hy;+ Hy)/Hy, the normalized sum of two Fox-Wolfram moments;

® Bumin* Fmaz/ Emin where B, is the minimum angle between the most energetic jet,
of energy FE,,.., and the others;

o the value of the cut in the jet algorithm, ys4, corresponding to the transition between
three- and four-jet topologies for the studied event.

The distributions of these variables are shown in Fig. 20 at the level of the preselection.
A good agreement between data and simulation in the variables used is observed. Distant
tails in these distributions have been replaced by a constant level in the parametrization
functions. All the signal simulations for different values of the Higgs boson mass between
70 and 95 GeV/c? have been used to produce the signal shapes. This ensures a rather
constant acceptance of the signal inside this mass range.

8.1.3 Final event selection

A discriminating variable has been defined as the ratio of two likelihood distributions
obtained, respectively, for signal and background simulated events. The discriminating
variable used in this analysis i1s then:

,PZH
PwPww + (1 = Pw)Pqq(r)

Pw is the fraction of WTW~ pairs in the preselected sample (Pw = 0.575) deduced
from the simulation. The quantities Pzy, Pww and Pyq(n) are the products of the
expressions P°(z}, 2}, 25, 25) defined previously by the probability distributions for the
shape variables obtained for the three classes of events. The background component
coming from production of two neutral bosons (Z’s or 4’s) has not been considered in
the expression of the background probability distribution because it behaves like qq(v)
events (Z~* component) or like signal events (on-shell ZZ pair events when a 7 decays into
bb). The distributions of the decimal logarithm of the discriminating variable obtained

in data and in simulated events are compared in Fig. 21.

Xdisc =

8.1.4 Comparison between data and simulation

The final event selection is made through a cut on the discriminating variable. The
efficiency and background as a function of the cut can be seen in Fig. 22. The efficiencies
at different levels of this selection, for a Higgs boson of 85 GeV/c¢? mass, and the number
of kept events from the different background components are summarized in Table 19,
for three different values of the cut.

The value of the final cut on this variable is fixed by the global optimization algorithm.
A requirement Xgisc > 100 is found to correspond to the optimal working point, selecting
one event in the data while 3.74 £ 0.20 £ 0.18 are expected from standard processes.
The values of the corresponding efficiencies to the signal, for different values of the Higgs
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Figure 20: Hqq channel: a) to e) are the topological variable distributions for the
data and the expected background and f) to j) are the same for a ZH signal with my=
85 GeV/c?. Dots show the data and the line is the total background. Shaded histograms
correspond to the qq(y) background component.
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Figure 21: Hqq channel: distribution of the decimal logarithm of the discriminating vari-
able Xgis. obtained in data (dots) recorded around y/s = 183 GeV and in simulated events
(solid line is total, qq(y) component shaded). The hatched distribution corresponds, with
arbitrary normalization, to the channel ete™ — ZH, with my = 85 GeV/c%.

All Zee and ZH

Data background aaly) WW 77 others Efficiency (%)

logio(Xaise) > —1.4 336 329.6 £ 2.3 £ 16.6 60.5 2583 10.9 1.4 84.6 + 0.7

logio(Xaisc) > —0.75 169 176.6 £ 1.7 + 14.5 29.7 139.3 7.5 0.2 78.4 £ 0.8

logro(Xdisc) > 2 1 3.7 4+£0.20 £0.18 1.64 0.80 1.30 0 38.1 £ 0.9

Table 19: Hqq channel: number of selected multi-hadronic events in data and cor-
responding expectations from the simulation at different levels of the analysis. The
last column gives the selection efficiency for the channel ete™— 7ZH — hadrons, using

mu = 85 GeV/c?.

mu(GeV/c*) Efficiency (%) mu(GeV/c?) Efficiency (%)

60 289+1.04+04 80 35.5£0.9+0.5
65 296 £1.0+£04 85 38.1£0.9+0.5
70 31.2+£ 08404 90 40.5+0.9+0.5
75 35.7+1.14+0.5 95 36.4 £1.14+0.5

Table 20: Hqq channel: efficiency of the Higgs boson selection as a function of the mass
of the Higgs boson.
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background components.
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boson mass can be found in Table 20 and Fig. 29. The mass distributions of the selected
Higgs di-jet candidates, obtained after the 5-C fit, in data and in the simulation have
been compared at different levels of the selection in Fig. 23. The data event passing
through the selection has a measured Higgs mass of 89.4 GeV/c* and a logio(Xaisc) of
4.4. Tt can be seen in Fig. 24.
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Figure 23: Hqq channel: mass spectra measured in data and in the expected background
for the Higgs di-jet candidate at different levels of the selection: a) efficiency ~ 85%, b)
efficiency ~ 79% and c¢) optimal working point. Dots are the data, and the solid line is the
total background. Shaded histograms correspond to the qq(vy) background component,
and the arrow in c¢) shows the position of the candidate. The lower right histogram d)
corresponds to the expected mass spectrum for a 85 GeV/c? Higgs boson, at the working
point.

8.1.5 Systematic uncertainties

Systematic uncertainties on the background evaluation may originate from differences
between data and simulation in the rates, event shape or b-tagging distributions for the
different components. All studied distributions in data and simulation have been found
to be in agreement within statistics. A 4% systematic uncertainty has been evaluated
on the preselection requirements (Sect. 8). The discriminating variable (shown in Fig. 21)
has a different behaviour for qq(y) , WHtW~ and 77 events and the relative fractions of
the three components have been fitted to data after the preselection and found to be in
agreement with expectations (Table 21). This fit assumed no Higgs boson production,
but much of the information comes from regions of low logio(Xdisc), which are not affected
by a possible signal.
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Figure 24: Hqq channel: transverse view of the surviving candidate. The arrows show the
jet directions and momenta, and the tracks in each of the four jets are shaded differently.
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Nww  Nygy) Nzz
Measured 36672} 227+21 6147
Expected 364.6 234.6 19.1

Table 21: Fitted and expected numbers of events corresponding to the different back-
ground components.

From this result, which is also sensitive to possible differences in event shapes be-
tween the data and the simulation, relative uncertainties of 6% and £10% have been
estimated respectively on the relative rates of WFW~ and qq(y) backgrounds. No sys-
tematic uncertainty needs to be added for the Z7 component because the uncertainty on
its importance is, at present, naturally dominated by statistics. The present evaluation
quoted in Table 21 indicates that there is no large discrepancy as compared to expecta-
tions for this component. The distributions of the b-tag variable measured in data and
in the simulation have been compared for preselected events (see Fig. 25). A difference
is observed in the region dominated by light flavours. To gain in statistics, in the region
mainly populated by b quarks, similar distributions have been studied using 7 decays.
They confirm the effect observed at high energy in the light flavour populated region,
and do not show evidence for a discrepancy in the b-quark region. Simulated events have
been modified to correct for the observed difference. The measured relative variations
on the efficiency of the signal and the expected background are respectively £1.3% and
+2.2%, and these are included in the quoted systematics.

8.2 The hA four-b channel

A neural network has been used to search for hA production in the four-jet channel.
The common four-jet selection criteria are applied to preselect relevant events with the
exception of the requirement on H, + H,. Instead, this quantity is used as input for the
neural network. The resulting number of expected events and the signal efficiencies after
the preselection are given in Table 22.

Total hA Efficiency (%)
Data background qq(y) WW ZZ my = 70 GeV/c?, tan 5 = 20
655 686+ 27 311 355 20 93%

Table 22: hA 4b channel: the number of expected background events after the preselec-
tion. The number of events found in data is also given.

8.2.1 Input variables for the neural network

The input variables were selected in a pre-analysis using a discriminant analysis tech-
nique. The following 14 variables are used:

¢ In(6+Event combined b-tag for all jets),
¢ In(5+Event combined b-tag for the two jets with highest b-tag),
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Figure 25: Hqq channel: distributions of the decimal logarithm of the b-tagging variable
defined for each jet at the preselection level. Lower values correspond to light quark
flavours while higher values correspond mainly to b quarks. The data is shown with dots
and the simulated background with the upper line. The shaded histogram corresponds
to the qq(v) background component.
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combined jet b-tag of the jet with highest b-tag probability,

combined jet b-tag of the jet with third highest b-tag probability,

number of secondary vertices,

thrust,

2 — Hy — Hy,

minimal jet charged multiplicity,

—log1o(ysa) (DURHAM),

minimal di-jet mass

Bmin, defined as the minimal angle between the most energetic jet and the three

remaining jets,

maximum jet energy,
e minimum jet energy,
e minimum angle between any two jets.

Event b-tag variables are transformed as given above in order to have less peaked dis-
tributions. All inputs are normalized to lie in the region between zero and one. Then
they are fed into a fully connected three-layer feed-forward percepton with 14 nodes in
the input, 15 nodes in the hidden and 1 node in the output layer, using the JETNET
package [28]. The training sample has been subdivided into two subsamples, one of them
is used for the training, and the second one to monitor the performance of the network.
The two samples included 3000 qq(v) , 3000 WW and 1000 ZZ events for the background,
and 900 events for each of the Higgs masses from 60 to 85 GeV/c* (tan 8 = 20).

Figure 26 a) shows the network output for a natural mixture of the three background
types qq(y) , WW and ZZ. The output distribution for a signal with my = 70 GeV/c?

and tanf = 20 is also given.
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Figure 26: hA — bbbb channel: the output of the neural network a) for background
(solid line) and data (dots). The qq(v) background contribution is shaded. Plot b) shows
the expectation for a ma = 70 GeV/c? and tan 8 = 20.

8.2.2 Final optimization

The final selection on the neural network output is chosen by the global optimization
procedure (see Sect. 4.5) and corresponds to a requirement at 0.877. This yields a total
resulting background of 1.46 + 0.13 events, coming from qq(y) (0.906 £+ 0.071), WW
(0.155 £+ 0.058) and ZZ (0.403 + 0.097). No events are selected in the data. Efficiencies
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Figure 27: hA — bbbb channel: sum (a), ¢) and e)) and difference (b), d) and f))

of the di-jet masses after all the cuts of the hA analysis with neural networks.

The

expected backgrounds, in events per bin, are in a) and b), with the total background
given by the solid line and the qq(7y) component shaded. The signal shape, with arbitrary

normalisation and ma = 70 GeV/c? is shown in ¢) and d) for tan 3 = 20 and e) and f)

for tan 3 = 2. In the first case the mass of the h is 69.7 GeV, while in the second it is
60.8 GeV and the larger difference explains the larger width in f). The distributions are

given for the jet pairings with the smallest mass difference.
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Mass Efficiency (%)
ma(GeV/c?) tan 8 =20 tan 3 =2

55 43.1£1.1£1.2 40.24+1.14+1.2
60 48.3+1.6+£0.9 45.3£1.14+1.2
65 52.64+1.6+1.2 49.0£1.14+0.9
70 55.0+1.6+0.9 50.5+0.8+1.3
75 55.8£1.1£1.4 53.44£0.941.2
80 54.3£1.1£1.3 52.840.9£1.3
85 53.4+£1.6£1.4 55.44£0.8£1.3

Table 23: hA 4b channel: efficiency for different masses of the pseudo-scalar Higgs. Errors
are statistical and systematic.

obtained for all masses and tan # are summarized in Table 23. Figure 27 shows the
distributions of the sum and the difference of the di-jet masses at the end of the analysis
for my = 70 GeV/c* and tanf = 2 or 20. In these distributions, the jet pairing is that
with the smallest di-jet mass difference. Figure 27 shows that this pairing allows for a
good reconstruction of the sum of the di-jet masses even when the h and A bosons have
a (moderate) mass difference.

8.2.3 Systematic errors

The distributions of the input variables shows no significant difference between data
and simulation after preselection. A small discrepancy is observed in the highest jet
b-tag probability distribution in the light quark region. An additional preselection cut
which removes this region does not affect signal and background selection efficiencies.
FEach event of the testing sub-sample (Sect. 8.2.1) has been shifted by the difference
of the mean values between simulation and data. Then the shifted events have been
moved randomly fifty times within the error of the mean value of the data distribution.
Correlations of the input variables are taken from Monte Carlo simulation. The mean
shift of the resulting efficiencies is taken as systematic uncertainty.

To check systematic uncertainties on the total background due to the training proce-
dure the training and the validation sample have been exchanged and the training was
repeated. The uncertainty on the total background due to this is of the order 4%. An
additional uncertainty on the input variables of 4% at preselection level has been taken
from Sect. 8. Summing all errors in quadrature yields a relative error of 12% on the total

background.

9 Global optimization and results

As there is no evidence for a signal, the results of the searches presented in the previous
sections translate into exclusion limits on the masses of the neutral Higgs bosons in the
SM and MSSM. The procedure used to set the limit is the same as that first used to

optimize the expected limit. The results of the global optimization are reported first.



