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Abstract

Controls systems are getting more and more important for the running of
High Energy Physics Laboratories, due (o the ever increasing complexity of
the different accelerators used. The problems of accelerator control are
explained from the computer science point of view. The major domains of the
control systems are studied with the various software techniques used. Some
fields of the current development and rescarch will be veviewed. Moveover,
similarities exist between the new generation of large High Energy Physics
experiments and accelerator control. Also the vast experience in software for
accelerator control is more and move useful for the physics experimentalists.

I. Introduction

1.1 The accelerator controls problem

Various types of accelerators exist. One of the simplest is the Electrostatic Van der Graff and one
of the most complex is the CERN cascade of 12 aceelerators running in multi — user mode. The classes
of accelerators are @ DC machines (electrostatic, pscudo DC (cyelotron), pulsed machines (Linac/
Synchrotron), mixed (circular collider)).

[.2 The components of accelerators

The general (machine) components are the magnets, cryogenic supplies, RE plants, vacuum,
instrumentation and beam diagnostic, tons or leplons sources, safety and services (cooling, ventilation,
etc). Other components, from the controls point of view, are power converters (power supplics), tim-
ing, synchronization, sequencing, mechanical movement, measurement instruments, and simple
ON—OI'l elements.

[.3 The function (or the duty) of controls

The main function is to maintain the running condition of the equipment. Controls arc also inter-
facing with the operators and uscrs of the aceclerator. The data acquisition and data recording is done
by controls. 'The different types of actions are the setling up, running down, modifications of working
conditions, help in survey and trouble —shooting, studies and improvement of accelerators, recovery
after fault repair, adjustment and optimization of working points and production.

406



1.4 The domain of the controls

The conirols domain reaches from the operators to the accelerator equipment through various
stages, where the separation line between the cquipment and the controls is not always very well
defined. Commercial equipment including its own control is used as well as locally embedded data
treatment and the merging of analog and digital electronics.

1.5 The scope of the lecture

Not included in this lecture is the control theory about close foop control and optimum control
nor the finite state machine theory or the signal trcatment.

On the other hand, the controls problems, with various view points arc treated as well as the
computer science lechniques used to solve controls problems, the trends of evolution of the control
techniques and future possibilitics. There will also be a short explanation of the hardware interface
with equipment. 'The lecture was mainly architecture and software oriented.

2. Accelerators and their controls

2.1 Classes of equipment

'The classes of equipment are the simple ON/OFF acquisition or the acquisition and control, (c.g.
state of relay; the complex digital equipment, the analog (or quasi analog) systems, the multi — states
and hybrid (e.g. power converter); the timing system and instrumentation (a mixture of timing, analog
and digital control with scquencing).

2.2 Actions to be performed

These actions are the sctting up and running in, the running down and stopping, the adjustment
and optimization of the working condition, the survey of the system, recovery after correction of
abnormal state, the saving and restoring of the working point, preparation of future runs and opera-
tion, studies of accelerator physics, trouble —shooting of hardware and software, modifications and
adaptation of cxisting systems and the introduction of new controls facilities with qualifications and
reception tests.

2.3 Users of control systems
The control system is the necessary path between any user and the accelerator equipment. The

operation of an accclerator complex requires many specialists in many different disciplines. The spe-
cialist wants to see the full details of his operation and the rest must be hidden.
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2.3.1 The Equipment Specialist

e constructs and tests independent parts of the equipment and also assemnbles and integrates
these parts. For this, he needs a stand —alone operation, full control of all details of his equipment, an
easy way of accessing his control tool set, and widely distributed access points (close to the equip-
ment).

2.3.2 The Accelerator Physicist

e takes the various hardware parts and connccts them to form an operation. e is mainly con-
cerned with the interaction of the various facilities and is an intensive user of the instrumentation and
beam diagnostic facilities. Tle explores frontiers of the working condition, requiring very flexible and
powerful control facilities. He also requires new controls facilitics, as on —line modelling, expert sys-
tems, off — linc simulation and operation preparation.

2.3.3 The Accclerator Operator

Fis task is to keep the accelerator complex running for long periods of time. Tle must also cxecute
the production program as scheduled. The operator requests from the control system convenicnt ways
of monitoring the overall operation. Ife must be able to diagnose and correct favlts and to change
parameters and operations as required. Ilis must log information on the current working condition of
the accelerator.

The control room and the human interface of the controls system are the working environment of
the opcrators. The ergonomy of the operator desk and the control room is very important.

The CERN PS operator desk
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2.3.4 The Physics Experimentalist

The physics experimentalist requires information about the state of the accelerators and their
beams, and if there is no conflict with other users or with the accelerator itsclf, he must to be able to
control and correct the elements in the beam lines.

2.3.5 The Maintenance and Repair Team
Generally, this tcam is a mixture of equipment specialists and controls specialists. They want to
run powerful tests quickly and use diagnostic facilitics. They also use on —line documentation and help

procedures. They must have a good overview of the controls system and also good relations with the
operators.

2.3.6 The Control Developer
fe uses tools for introducing new controls facilitics and also for tests, debugging, and validation

without disturbing the accelerators’ running conditions. The controls developer wants good manage-
ment facilities for the software components.

3. General control architecture

The use of a controls system model is an efficient way of reducing the complexity of the system.
It also gives a good overview of the problem concerned and it is a starting point for a formal descrip-
tion. Starting discussions between partners (clients and developers) can also be done very effectively
with this model.

Two models are shown here: the model of the 3 functional layers and the data flow model.

3.1 The model of 3 function layers
The model of the 3 function layers provides the connecting path between the opcrator and the

equipment, and also the environment for running autonomous activities. It offers connection to the
other digital data processing facilities, e.g. office workstations, central D.P.s , etc.

3.1.1 The top level: operator/human intcrface

The operator is the master of the control activities. Hc needs good information on the states and
actions taken by automatic process. The operators has multiple view points of the process for correla-
tion of process events and for better understanding of process phenomena.

The properties of the layer of operator interface arc :

e pure asynchronous processing (interaction of operators);
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® user interface must be very attractive, user —friendly and easy to leamn;

® high resilicnee to operator mistakes and random actions;

@ capable to present very large quantities of data in a wide diversity of formats (texts, graphics,
synoptics, etc.).

3.1.2 The service layer

It provides services not dedicated to a special process and offers the general data processing ser-
vice. This layer is the environment for autonomous processing and tasks.

The properties of the service layer are :

@ fast response time to a query or request;
® high level reliability and availability;
e transparency for the user (operators) as much as possible;
e casy 1o update, maintain and service by control operation and developer teams.
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3.1.3 The equipment layer
‘This layer provides the connectivity to the process equipment and reacts to equipment stimulus.
It does controls according to the equipment time constrains and coordinates the various functions

which take part in the controls of the equipment.

'The properties of the equipment layer are:

® hard real —time constraints especially for pulsed aceelerators;
e the request of very high level of parallelism and distribution in data processing;
® provision of data reduction and data formatting (according to the equipment specification).

3.2 The data flow model

This model consists of three elements, the data sources, the data sink and the data lifetime.

3.2.% Data sources

The data sources are the equipment acquisition (medium rate), the beam instrumentation (inten-
sive data source), the operators (slow rate), and in the central service: the main coordination (medium
rate) and the data base and storage (medium to high flux).
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3.2.2 Data sink
'The data sink is composed of equipment with medium rate range: PPM equipment (pulse —to—
pulse modulation), and other ones with slow rate: for DC machine or none PPM equipment. The

operator presentation has a very high flux of data. The central service is a very intensive data sink dur-
ing some special tasks.

3.2.3 Data lifetime

The data lifetime of the equipment is medium to long (up to I run). The operator presentation
needs a very short time and is always volatile, while the central service has a very long lifetime (up to
the lifetime of control systems). The central service always makes a hard copy and back —up copies.

4. Equipment access (front — end processing)

The complexity of this layer depends very much on the “dynamic” of the accelerator.

There are very drastic differences between

e the DC or quasi DC machines;
® the accelerators with intensive PPM mode;
e the multi — path beam transfer line.

One of the functions of this layer is to relax the rcal —time constraints. Furthermore, the merging
between synchronous and asynchronous actions, maintaining the running conditions (especially in
PPM mode), synchronizing the control actions as well as running the highly repetitive process are
some of the more important functions. The morphology can be described as a high level of parallelism
in processing with a very time — sensitive process.

4.1 Visibility from the higher layer

The goal is to provide a uniform access method for the equipment. The benefits are a uniform
and homogeneous documentation, easy writing of data—driven general programs, simplification of the
network function needed, and a well defined and stable interface between the layers.

4.1.1 Possibie solutions

One of the solutions is the data base approach, which will have data base access to save and
retrieve data records. It will also have functions acting on these records to execute predefined actions
on the equipment. Another solution is the object —oriented approach, giving direct access to the
equipment by its name with an action key (selector).
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4.1.1.1 Data base approach

This approach can easily be provided, especially for small and simple systems. All data of an
equipment will be directly accessible and special cases can easily be implemented. The process for
archiving/retrieving and starting — up after an emergency is simple and efficient.

There are also drawbacks in this approach. The structure of the data record is imported in appli-
cation programs and there is a large number of access functions to the various record elements. This
approach also allows any half —baked and “spaghetti” type of application programs. The long—term
maintenance of application software can be very difficult and access to the data base can be a bottle-
neck of the system.

4.1.1.2 Object —oriented approach

The benefits of this approach are the very well controlled access to the equipment and the very
uniform general scrvices provided by inheritance mechanism. This approach allows any number (in
principle) of abstractions with data hiding. The application programs are not sensitive to the imple-
mentation of the equipment access method (easier maintenance). The approach is very well adapted to
distributed systems.

The drawbacks are the difficulty for general scrvices like archives, retrieving of data, etc. A special
property for a special case must be implemented in the object. This approach requires a new way of
thinking, especially for the "Fortran” programmers.

4.2 Real— time processing

The goal is to handle the Real —time problem of controls. The benefits are that this real —time
processing releases other program layers from real —time constraints, and the time sensitive programs
are concentrated around the equipment itself. It also allows reduction of the number of various mecha-
nisms to solve the RT problem.

The method to build this processing consists of reducing the complexity of the problems by anal-
ysis and modification of external specifications and also minimizes the number of significant events
issued by the equipment. The method requests also to define standard behaviour of the various classes
of equipment (standard control protocol of equipment) and to use a unique repetitive running mode.

4.2.1 Possible solutions

One solution consists of the model of the 3 synchronous actors, for the preparation task, the con-
trol action (send data to the equipment), the acquisition process (retricve results of measurements and
status of equipment). These 3 actors are executed in a synchronous and recursive manner (the basic
period concept).

4.2.1.1 Preparation task
'The preparation task prepares all the data structures and values for the coming controls and

acquisitions tasks. At the time of the significant event, which triggers the action, all the external condi-
tions and parameter values for the basic period must be defined and no more changes can be executed
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later on (for the basic period). Tor this task, the R'T constraint is normally not too strong (time win-
dow for this activity is not too tight).

4.2.1.2 Control task

The control task is sending the raw data (built by the preparation task) to the equipment. The
time window for this action can be very narrow. Iirrors or problems to access the equipment must be
reported. In special cases, more than one task can do the job, especially when more than one time
window is needed to execute control of the equipment during the basic period.

4.2.1.3 Acquisition task

It reads the equipment data from the equipment according to data structure provided by the prep-
aration task. This task also transforms raw acquired data into equipment data with possible data reduc-
tion and sends this data to the equipment object. When all data are available, it sends events to data
consumer tasks. [or instrumentation, the quantity of data to be acquired can be large.

4.3 Data source processor

The goal is to provide a regular data source mechanisin (during the schedule of the basic period)
to various end users in the upper layers. This processor uses an automatic mechanism for acquiring
data and application programs driven by pure data flow.

4.3.1 Possible solution

One solution is to send systematically all acquired data. This is a very simple mechanism but only
feasible for small or even very small control systems. Another solution is the subscription mechanism,
i.c. end user programs (data consumer programs) take out a subscription to a defined data acquisition
list. This solution uses difficult list management mechanisms and a tricky process in case of abnormal
ending of user programs. It needs an evaluation of the peak condition case and requests dynamic rout-
ing and broadcasting process from the medium layer.

4.3.2 Difficultics of the equipment layer

These difficultics are the result of the large distribution (large numbers) of processors (keeping the
hardware cost 10 a rcasonable limit and minimizing the hardware overhead). There is also a high
degree of parallclism in processing and stringent time dependence (small time window) as well as a very
high level of reliability requested. The reliability of control systems depends very much on this layer.
As a consequence, a good sclection of building blocks is necessary for both hardware and software as
well as a good and efficient R'T environment. A powerful software and system debugging is requested
with R'T" correlations, parallclism and remote debugging.

Some maintenance difficulties exist. The modification and update of running software request a
softwarc quality and certification (nced of simulation environment for software qualification) and
trouble — shooting tools, which can be very tricky. Trouble shooting and error reporting must be tak-
en seriously right from the beginning of the design.
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S. Service layer

The functions of this layer can be well distributed around the other layers according to the com-
puter network properties. The evolution for the implementation of this layer may be very drastic in
future, with the new computer technology and networking facilitics.

The two main classes of functions are (i) general services to the control activities, (ii) functions
which are related to the topology of the control system.

5.1 General services

These arc scrvices which can be requested by any part of the control system. They consist of a
data base management service, archive and history service, paper output (printer and plotter services)
logging, network bridge to other LAN of the laboratory or to WAN, number crunching facility, pro-
gram librarian and files server.
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5.2 Functions of the in — between layer

These are services or functions needed on the path of data between the front —end and the opera-
tor interface. They are alarms and survey processing, error reporting and tracing, processing coordina-
tion, general manager of controls activity, data concentration and data distribution/broadcasting, net-
work management and data server.

5.3 Major components of the service layer

5.3.1 Data base

Ideally, it will supply data to all data driven programs, in conjunction with the 2 other sources of
data: equipment and operators. Its properties are to fulfil the R'T constraints, to respond in a prede-
fined and “short” time, and to provide uniform and efficient access methods. Data must be secured and
data integrity guaranteed for the reliability of the control system.

The main classes of data structures are the dictionary tables (name to record), the lists (sequence
of records with finks), the indexes (to flat files or flat collections of data objects).

5.3.1.1 Possible implementation

The RT data base service is used for implementation. The RT data base can easily be derived
from one central data basc (off —line data base) for the stable data. The updating (plus pretty print-
ing,backup..) is well provided for by the central DBM. There is a genceral service for multi — viewpoint
of R'I" data base with a uniform access method. All data structure is easy to manage and maintain.

The ad —hoc solution for specific domains gives more flexibility for the specific problems of the
domain. The implementation for the first domain is fast but the data is difficult to manage and main-
tain. No general service exists. The access method to the data is domain dependent.

Fxperience has shown that the RT data base has decisive advantages for large control systems.

5.3.2 Archive and history service

This is an intensive user of the R'T data basc. It must provide scrvice for archiving and retrieving
typical accelerator working status, for deferred (off —line) data analysis, sctting—up of the machine
from the power — off staie, and for off —line preparation of the future machine state.

5.3.3 Alarm system and survey processors

These systems do an autonomous monitoring of the cquipment. They inform the operators of
abnormal status, and issue warning information and global beam monitoring data. Major properties
requested by the users are reliability of alarms information, very high availability of the alarm system,
fast response time (from an error in the equipment to the message in front of the operator), simple
interaction facility, significant messages (not encoded). Through these properties the operators will
reach a high level of confidence in working with the alarm system. If this high level of confidence is
not reached, the system will never be used afterwards.
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The alarm system is a large user of the data base service. The data base provides easy modifica-
tion according to equipment evolution, good maintenance and updating tools, attached correcting pro-
cedure, standard and well — defined, and homogencous and significant messages.

5.3.3.1 Major components of the alarm system

The equipment monitoring process surveys accelerator equipment and controls system compo-
nents and detects abnormal states. It also reports the detected faults to the alarm collecting central ser-
vice. The alarm collecting service receives alarm messages from the monitoring process and possible
other application packages. It maintains the equipment status list and prepares the display list for the
operator consoles. It also acts according to the operator interactions, on the equipment or on the list.

The console presentation and interaction process displays the current accelerators status in a con-
densed form or in a detailed form with various levels of details. 'This process interacts with the operator
for access to various levels of detailed information and for modification of the central equipment list
(masking an equipment not in use, releasing a surveillance constraint).

5.3.3.2 Possible implementation

This can be distributed survey processing as well as centralized alarm collecting. Also used is dis-
tributed (on the operator console) presentation and interaction processing. Equipment access must
provide elaborate and standard status information.

5.3.3.3 Problems

The end user (operators) must get confident very quickly with the system. This confidence must
be maintained during the entire lifctime of the controls system. There will always be difficulties in
detecting the abnormal state. This is not too difficult in finitc state equipment but can be very difficult
for analog values, for very dynamic or wave form signals. Other difficulties are how to define (and by
whom) a reference state of equipment complex and how to cope with the unavoidable “very special
equipment behaviour”. Moreover, it is certainly not easy to work with the very large number of
equipment and equipment classes and to provide enough standard, as welf as simple and well defined
recovery mechanism.

5.3.3.4 Actions to be taken

It is important to integrate the problem of the alarm system from the begiuning of the project,
and to strengthen the equipment as much as possible (hardware and associated software) to follow
standard behaviour and meaning for status information and simple recovery procedures. It is also nec-
essary to usc the finite state machine model for the equipment and to define early in the project the
alarm messages, their real meaning, and standard procedure for recovery.
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6. The operator interface layer

This layer provides the human interface to the accelerators through the control system. Its quality
and its user — friendliness will largely contributc to the success of the control system. The office and
home computers, casy to use, low in cost and to be learned quickly, represent a big challenge to con-
trol systems and their developers The fast evolution of the technology (hardware and software) in the
fields of graphic workstations, with graphic and interaction softwarc tools and standards, are a real
opportunity to have an efficient and attractive operator interface. The user does not want to be cut
down by the controls system (= opcrator interface) in his phantasy for running the accelerators.

6.1 Function of this layer

In order to provide an efficicnt human interface, the layer must have several functions. One of
these functions is to reduce the complexity of the accelerator process, and present various levels of
abstractions in the presentation and to structure this presentation. It also must give easy and uniform
access to any of the nucleus equipment clements of the accelerator complex. Another function is to
provide a very abstract view of the process (beam physics view point) and global operation. Also
important is the uniform ecrror reporting with not ambiguous message presentation.
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6.2 Properties of the implementation

They must be attractive for the user (operators and developers), and easy to maintain, fast for
adaptations and modifications according to equipment and accelerator processing evolution. There
must be a simple “programming” environment, casy to lecarn and to use by the various partners who
contribute in developing applications. The operator interface will bencfit from the rapid and enormous
progress in the domain of computer — human interface. Specifications have to be very well understood
and must give a powerful context of discussion between the partners (user and developers). On—line
documentation must be provided automatically to the maintenance team for trouble —shooting.

6.3 Technical solutions

The current trend is to use graphical workstations or first class office computers (no more aggre-
gates of computer peripherals), and to rely more on industrial software and international standards.

Reduction of complexity can be obtained by structured presentation, i.e. through global to
detailed views (tree structure). The synoptic presentation is very attractive and user — friendly. There is
a request of many graphic resources (data base with graphic data structure, and powerful graphic edi-
tor). The “virtual accelerator” for multi — pulse machines (PPM modc) gives an independent view for
every kind of beam and reduces the coupling constraint of the equipment.

Simple equipment access can be done by general tools: knobs and panels of action buttons. Other
tools for more complex cases are the data viewer facility, 2 dimensional or 3 dimensional representa-
tion running in repetitive mode (driven by the data flow), and synoptic “animation” with status, data,
simple graphic, ctc.

Another need is the good and easy programming environment with multi — processing, multi —
windows, with a process manager (including resource manager) for console supervision, simplified
graphics and interaction environment tuned to process. Simple programming is achieved, with inter-
preter including network facility (ex— NODAL), network compiler for compiled language, simple and
uniform access to equipment data (object — oriented, data server).

6.4 Dedicated tools for maintenance
For the maintenance team and debugging phase, access to hidden data and main internal data
flow is required. This is obtained by interactive access through the interpreter language, visibility of

the list of equipment in use, validation procedure suite for reception and trouble —shooting, and a
facility for data path tracing.

7. General problems of control systems

Certain general problems must be solved. This will be cither explicitly chosen after evaluation,
implicitly worked out by the facts and the history.
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7.1 Security and access control

Here two problems must be solved. First, the users filiering for anti —hacker protection and the
access to equipment or processes, only to people authorized. 'The solution is done by classical meth-
ods: absolutely no external access to the system, a non — popular environment (not UNIX or VMS),
user identification and recognition. Secondly, the mutually exclusive access to equipment. Normally,
the access to the accelerator process (equipment) can be made by one person only at a time (for con-
trols). Consequently, access to controls must be mutually exclusive between the various simultancous
users. This protection can be done by offering only one access point to one equipment; by discussion
between the operators in the control room; by reservation of nucleus equipment (semaphore mecha-
nism); by exclusive split of the equipment between mutually exclusive working sets and access control-
led by the general manager.

7.2 Analog observation system

This is needed to look at the raw waveform of power supplics, beam observation instruments and
timing pulses. It must provide time correlation between various signals. It is very dependent on the
hardware and must be very reliable as it is the last facility available for the operators when the control
system is down.

7.3 Applications development policy

The applications are the main domain of evolution, modification and innovation during the life-
time of the controls system.

The two extreme types of applications are (i) a well —defined and stable control procedure, and
(it) the 5 minute program for a quick experiment with the accclerator beam. These extreme cases can
imply well managed applications development with education, SASD, validation and documentation or
a “do it yourself” application using building blocks and tools kit.

The applications can be developed either by a dedicated, well educated and indoctrinated team,
where applications arc well manageable, and the administration is very bureaucratic. In this case, the
end —user can be unhappy, as he does not receive what he has expected. The applications can also be
developed by the end —users themselves (operation, machine physicist teams) or the equipment spe-
cialists. It is then much more difficult to maintain these collections of software modules and to get a
fast response time for modification. The user is always happy with his own product, but not necessari-
ty the other users.

7.4 The lifetime of controls systems

The lifetime of large accelerators (not the prototype nor the test facility for accelerator research) is
today bigger than 10 to 15 years. Typically, 20 to 30 years (or more). The lifetime of one generation
of controls systems is around 10 years, for interface equipment it is 5 to 10 years. The lifetime of soft-
ware modules can be counted with about 5 years, the one of process computers and peripherals with
less than 5 years. All these figures imply that the controls system is in constant modification and that
the happy situation of starting from scratch is very unusual.

Normally, one is confronted with compatibility problems, transition periods and phases, with dif-

ficulties of retrofitting the new facilitics and last but not least the intolerable statement (of the young
dynamic developers): “the option was chosen for historical reasons”.
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8. Hardware for control systems

The hardware depends very much on the computing and clectronic “culture” of the laboratory.
The current trends decrease needs for special equipment with the new products of the manufacturers,
and encourage the use of standard (manufactured) equipment for process computers, workstations,
computer network, bus for local or embedded systems, and on —board computers and [/O. Special
systems are needed for time and events distribution, the analog signal distribution system and the low
cost arbitrary waveform generator.

Key features for hardware arc the intensive use of standard electronic cquipment (I/O boards, bus-
es, embedded computer) and standardization of local mecano.

9. Domains of research and development

9.1 Modeling

Modeling is used since a long time but more in off —linc mode. The computing power of the new
workstation and mini/micro processor allows the use on—line of large and powerful simulation pro-
grams. The programs in use are accelerator design programs (lattice computation and optimization
programs (close orbit correction).

9.2 Expert systems

Pmbedded expert systems arc appearing in control systems. They will be used for trouble—
shooting, operator help and beam or accelerator optimization. There are two ways of development of
these systemns. One is the dedicated expert system for a very limited domain, built directly with the
fourth generation language and small rules and facts base; the other one is a large expert system built
around the generator of the expert system with a very large knowledge base (partially derived from the
control system’s data base). The connection with the controls system is done by message exchange.

The main difficulty here is to exiract from the various experts (accelerator, equipment, control,
operation) their knowledge and to translate it into experl system representation. The long term
research for these expert systems is the automatic learning system.

9.3 Applications generator facility

One attractive approach is the “spreadshect” model. It means programming by the end —user
without language (no grammar), and without installation procedure. It includes acquisition and con-
trol, algorithmic correlation and human presentation. It is a way to converge with the office automa-
tion computing.

9.4 Control Protocols

Their goals are to define stable control communication protocols between controls systems and
cquipment, and standard behaviour of the equipment. They are mainly applicable to power converters

and instrumentation.
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