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Abstract

An upper limit on the lifetime di�erence of short- and long-lived B0
s mesons has

been obtained using an inclusive bottom hadron sample from 2 million hadronic Z

decays collected by the L3 experiment at LEP. A lifetime �t has been performed

on data samples separately enriched in neutral and charged b hadrons. An experi-

mental upper limit on the decay rate di�erence of short- and long-lived B0
s mesons

of

(j��j=�)B0
s
< 0:67 (95% C:L:)

has been determined. In addition, the lifetimes of B+ and B0
d mesons have been

measured to be �(B+) = 1:66� 0:06 � 0:03 ps and �(B0
d) = 1:52� 0:06 � 0:04 ps,

where the �rst errors are statistical and the second are systematic.

Submitted to Phys. Lett. B



Introduction

Neutral mesons such as K0, B0
d and B0

s have, beside CP-violating decays, two interesting prop-

erties: the 
avour eigenstates oscillate into one another with a frequency1) !, and the CP

eigenstates decay with two distinct lifetimes �1; �2. The situation of neutral B mesons, B0
d and

B0
s , is qualitatively equivalent to that of the well studied neutral kaon system. However, the

numerical values of the mass di�erence �M = ! and the decay rate di�erence �� = 1=�1�1=�2
are rather di�erent. The oscillation behaviour of B0

d mesons is well established [1{3]. The decay

rate di�erence is expected to be much smaller as compared to the kaon system and has not yet

been investigated. Thus, it is of great interest to search for two distinct lifetimes of neutral B

mesons.

This letter points out that the inclusive decay time distribution of b hadrons at LEP is

sensitive to the decay rate di�erence �� of neutral B mesons. Previous measurements of the

average b hadron lifetime [4,5] have been used to derive a value of the matrix element jVcbj of
the Cabibbo-Kobayashi-Maskawa (CKM) matrix [6]. The inclusive decay time distribution at

long time scales also provides information on ��. For example at LEP, a value of ��=� = 0:5

for B0
s mesons would produce a 10% change in the total number of b events with lifetimes

greater than seven average lifetimes compared to the expected number for ��=� = 0.

The inclusive b hadron sample at LEP consists of B0
d, B

0
s and B+ mesons and b baryons.

Within the framework of the Standard Model, a hierarchy in the �� values of B0
d and B0

s

mesons is expected according to: ��B0
s
� ��B0

d
. The range of theoretically expected values

for (��=�)B0
s
is 0.07 to 0.27 [7,8]. The results of this letter are given in terms of ��B0

s
, assuming

that the value of ��B0
d
is negligible. An inclusive charge measurement has been applied to

enrich di�erent data samples in neutral and charged b hadrons. The decay time distributions

of these samples have been �tted by ��B0
s
and the lifetimes of B+ and B0

d mesons, with the

average lifetimes of B0
s mesons and b baryons taken from previous measurements [9{11].

Lifetime and Charge Measurement

The L3 detector has been described elsewhere [12]. The selection of hadronic events was similar

to the one used for the measurement of the total hadronic cross section [13]. The thrust axes of

the jets used in this analysis were required to be in the polar angular range j cos �j < 0:74. The

reconstruction of the b�b production vertex and the b decay vertices was performed with the

same method applied in the measurement of the average b hadron lifetime [5, 14]. Important

features of this analysis are summarised in the following. Tracks were required to have a

silicon microvertex detector measurement. They were divided into three groups corresponding

to the primary e+e� annihilation location and the two secondary b decay locations in a Z !
b�b event. The groups were obtained using the impact parameter and the rapidity measurements

of the tracks. The vertex positions were calculated by minimising the impact parameters from

each group. The track impact parameter resolutions at high momentum have been measured

as 32 �m in the bending plane of the magnetic �eld, the r� plane, and 300 �m in the rz

plane parallel to the beam direction, the z axis. The additional multiple scattering error was

110 �m=( p?(GeV)
p
sin � ) in both projections, where � is the polar angle of the track.

The analysis presented here was based on a data sample of 2:0� 106 hadronic events from

the years 1994 and 1995, corresponding to an integrated luminosity of 79.7 pb�1. Out of these,

1)Throughout this paper we use �h = c = 1.
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1:1 � 106 events suitable for a lifetime measurement have been selected. The vertex locations

have been reconstructed for 445 k events that have at minimum four selected tracks per event

hemisphere. Corresponding Monte Carlo events have been generated using the JETSET 7.4

program [15], and the response of the L3 detector was modelled with the GEANT detector

simulation program [16].

The measurement of the b decay time is based on the impact parameters of tracks recon-

structed at the secondary vertices (SV). The impact parameter is well suited for a b lifetime

measurement due to its small dependence on the b fragmentation. It was de�ned here as the

error-weighted average of the impact parameters of all tracks from a secondary vertex. The

reference point was the primary event vertex (PV), calculated individually for each event. The

impact parameter distribution was signed in the usual convention by whether the track crossed

the jet axis in front of or behind the primary event vertex.

A statistical reconstruction of the secondary vertex charge QSV has been used to separate

the impact parameter distributions of neutral and charged b hadrons. The separation gives a

higher statistical sensitivity to the �� value of neutral B mesons and includes the possibility

of a cross check by a reference measurement of the data distributions. The secondary vertex

charge QSV has been de�ned as the sum of charges Qi for all tracks i = 1; � � � ; NSV associated

with that vertex, weighted by the probabilities �SVi that the tracks originate from it:

QSV = sign(QJ)
NSVX
i=1

Qi �
SV
i : (1)

The probability �SVi was determined from the �2 vertex �t [5]:

�
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i = exp
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9=
; Pj(�i) i = 1; � � � ;NSV j = PV; SV : (2)

The probabilities were normalised such that �PVi + �SVi = 1 for each track. The parameter

�
r�
i denotes the impact parameter of the track in the r� plane with respect to the primary or

secondary vertex. The parameter �zi describes the di�erence of the z position of the track at

its point of closest approach in the r� plane with respect to the z position of the vertices. The

associated errors are denoted by �
r�
i and �zi . The last term, Pj(�i), describes the probability

that the measured track rapidity �i corresponds to a primary or a secondary track.

In our de�nition of QSV , the sign is measured with respect to the sign of the jet charge QJ :

QJ =

NjetX
i=1

Qi pi jj : (3)

It is de�ned as the sum of charges Qi from all tracks i = 1; � � � ; Njet contained in a jet (from

primary and secondary vertices), weighted by the track momentum component pi jj parallel to

the jet axis. The weighted sum of charges
P
Qi�i and QJ are both sensitive to the charge sign

of B+ and B� hadrons. The product of the signs of
P
Qi�i and QJ thus contains information

on the accuracy of the charge measurement for charged b hadrons. It has been used to increase

the statistical separation of neutral and charged b hadrons.

The charged sample contained the vertices with QSV > 0:5 where the signs of
P
Qi�i and

QJ agreed. The neutral sample consisted of the vertices with �0:8 < QSV < 0:5. The rest of

the vertices with QSV < �0:8 were combined in a third category with a 
avour composition

similar to the average b hadron sample in Z decays. The distributions of the QSV values in
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data and in Monte Carlo are shown in Fig. 1. It has been observed in the Monte Carlo that

the charge measurement improved with increasing impact parameter. For impact parameters

larger than 300 �m, about one average b lifetime, the accuracy of the charge measurement

reached a constant value.

A further division has been performed to enrich these samples in b�b events. Each charge

sample was divided into two further categories depending upon the value of the decay length

in the opposite hemisphere. The b-tagged (b anti-tagged) samples were obtained by requiring

the decay length lopp in the opposite hemisphere to be larger (smaller) than 2 mm. The decay

length was de�ned here as the three-dimensional distance between the primary and secondary

vertices.

Lifetime Fit

The ��B0
s
value was obtained from a binned �2 �t to the impact parameter distributions of the

six data subsamples. The numbers of vertices contained in these samples and their respective

b quark and B+, B0
d, and B0

s purities are summarised in Table 1. The impact parameter

distributions of all six samples in the range from �3 to +3 mm have been �tted simultaneously

using �ve B lifetime parameters. These were:

1. the B0
s meson decay rate di�erence j��j=�.

2. the average B+ and B0
d meson lifetime2) h�u;dB i = 1

2
( �(B+) + �(B0

d) ).

3. the lifetime ratio r = �(B+)=�(B0
d).

4. the average B0
s meson lifetime �(B0

s ).

5. the average b baryon lifetime �(�b).

The lifetimes of B0
s and �b hadrons have been constrained to the measured values from

exclusive measurements [9{11]: �(B0
s ) = 1:49�0:06 ps and �(�b) = 1:22�0:05 ps. The average

lifetime h�u;dB i and the lifetime ratio �(B+)=�(B0
d) have been chosen rather than �(B+) and

�(B0
d) because of smaller correlations among the �t variables in the former case.

The lifetime-dependent expected distributions have been obtained from a Monte Carlo sim-

ulation. The lifetime dependence was introduced by reweighting the entries of the Monte Carlo

impact parameter distribution as a function of the b decay proper time values. Non-zero values

of �� for B0
s mesons have been created in the Monte Carlo by the weight:

�MC

2

"
1

�1

e�t=�1

e�t=�MC
+

1

�2

e�t=�2

e�t=�MC

#
; (4)

where �MC is the B0
s lifetime with which the Monte Carlo was generated. The lifetimes �1; �2

are the values of the CP-even and -odd eigenstates of the B0
s meson. Their values are related

to the average B0
s lifetime �(B

0
s ) and the rate di�erence ��=� via3):

�1;2 = �(B0
s ) (1���=2�) : (5)

2)The value h�u;dB i is not the average lifetime of all b hadrons in Z decays which was measured in our previous

publication [5] due to the presence of B0
s and b baryons in the latter.

3)There is an ambiguity in the interpretation of the measured average B0
s lifetime �(B0

s ). In the previous

measurements of �(B0
s ) [9] it has been assumed that ��B0

s
= 0. Due to this assumption the actual value of

�(B0
s ) may di�er from the measured one depending on the ��B0

s
value. The in
uence of this e�ect on the �t

result is discussed below.
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The weight (Equ. 4) is invariant under the transformation ��! ���. The sign of �� cannot

be measured since the CP eigenstates of the B0
s meson are not distinguished in our method.

Hence we used j��j=� as �t parameter.

In the description of the average b hadron composition in the total Z ! b�b sample we

followed the suggestions of the Particle Data Group [17]. The b hadron sample was described

by the fraction fB0
s
of B0

s mesons, the fraction f�b
of b baryons, and assumes equal production

of B+ and B0
d mesons, fB+ = fB0

d
= (1 � fB0

s
� f�b

)=2. The values of fB0
s
= 0:105+0:018

�0:017
and

f�b
= 0:101+0:039

�0:031
have been used as constraints in the �t.

Twelve other parameters have been simultaneously determined. These were the values

fb;1; fb;2; fb;3 of the b purities in the three b-enriched samples, eight resolution correction pa-

rameters and the average number hnKi of K0
S and � decays per hadronic Z event. The �t

parameters fb;1; fb;2; fb;3 agree with the Monte Carlo simulation as shown in Table 1. The

Monte Carlo impact parameter resolution was convoluted with two additional Gaussian func-

tions for b and non-b events. The eight parameters of these Gaussian functions and the K0
S=�

production rate hnKi have been determined in a similar way as in our previous publication [5]

and the results agree.

The �t results for the lifetime parameters are:

j��j=� = 0:00
+0:30

�0:00 ;
(6)

h�u;dB i = 1:59� 0:02 ps ; �(B+)=�(B0
d) = 1:09� 0:07 :

The quoted errors are statistical only. A graphical representation of the �t is shown in Fig. 2.

The data impact parameter distributions are compared with the Monte Carlo distribution for

the �tted parameter values in four subsamples, the charged and neutral B samples and the b

tagged and b anti-tagged samples. Good agreement is observed in all distributions over the

entire impact parameter range. The �2 value of the �t, normalised to the number of degrees

of freedom, was 0.95. Fig. 3 shows the ratio of the data over the �t result for positive impact

parameters in the b-tagged, neutral B enriched subsample. The data are consistent with a

single exponential decay distribution for B0
s mesons.

The statistical error on j��j=� was derived as follows. A probability density function

(p.d.f.) was determined from e��
2=2, using the �2 function of the �t. The p.d.f. value has been

calculated for each value of j��j=� with all other �t parameters left free. The quoted statistical

error of 0.30 on j��j=� is the 68% con�dence level (C.L.) upper limit value. At the 95% C.L.,

j��j=� values larger than 0.55 are excluded.

The results for h�u;dB i and �(B+)=�(B0
d) can also be given in terms of the B

+ and B0
d lifetimes,

�(B+) and �(B0
d). The central values with the statistical errors are:

�(B+) = 1:66� 0:06 ps ;

�(B0
d) = 1:52� 0:06 ps : (7)

The �t variables �(B+) and �(B0
d) are strongly correlated with a correlation coe�cient of �0.78.

In the former case of h�u;dB i and �(B+)=�(B0
d), the correlation is negligible.

The limit calculation has also been performed for a di�erent de�nition of the measured

B0
s lifetime �(B

0
s ). In the �t shown above, the average lifetime �(B0

s ) was constrained to the

measured value of �(B0
s ) = 1:49�0:06 ps [11]. However, the individual measurements [9] do not

determine �(B0
s ) if j��j=� 6= 0. If a decay time distribution consisting of two distinct lifetimes
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�1 and �2 is �tted by a single exponential decay law, the �t result for the average lifetime lies

between:

�̂ � 1=� and � � (�1 + �2)

2
=

1=�

1� (��=2�)2
; (8)

with � de�ned as the average decay rate � � (�1 + �2)=2. The actual �tted value depends on

the �t region, but is always between �̂ and � . In order to account for this circumstance, the �t

has been repeated with the de�nitions of �1 and �2 as:

�1;2 =
�̂ (B0

s)

1���=2�
(9)

instead of (5) and assuming that �̂(B0
s ) = 1=�(B0

s) is the measured quantity. The upper

limit on j��j=� from this �t is better than with the original assumption, namely: j��j=� <

0:45 (95%C:L:). The �rst �t result of j��j=� < 0:55 at 95% C.L. has been chosen as the

statistical upper limit on j��j=�.

Systematic Uncertainties

The systematic error analysis applied to our previous measurement of the average b lifetime [5]

has been repeated and complemented by the speci�c uncertainties of a charge-sensitive lifetime

measurement. The results are summarised in Table 2. The systematic errors on the B0
s decay

rate di�erence j��j=�, the lifetimes �(B+), �(B0
d) and the lifetime ratio �(B

+)=�(B0
d) are shown.

The �tted value for j��j=� is at the boundary of the physically allowed region. In order to

determine the systematic error on j��j=� properly, the �tted j��j=� value in the data has been

shifted to 0.3 by the use of the Monte Carlo. The data impact parameter distributions have

been weighted by the ratio of the Monte Carlo distributions for j��j=� = 0:3 and j��j=� = 0:0.

The error analysis has then been performed with this modi�ed data sample.

The systematic error due to the tracking e�ciency was derived from a comparison of the

track multiplicity in hadronic events between data and Monte Carlo. The Monte Carlo distribu-

tions have been tuned to the data and the e�ect from this correction was taken as the systematic

error. On average, about 0.1 tracks have been removed per event. For the uncertainty from the

tracking resolution, the e�ects of calibration and alignment uncertainties have been simulated

in the Monte Carlo and the corresponding changes in the �t parameters have been assigned as

systematic errors. The negative impact parameter distributions in data and Monte Carlo have

been used to determine correction parameters for the Monte Carlo impact parameter resolution.

The uncertainty in these parameters has been translated into an uncertainty of the �t variables.

This technique was model dependent since the source of the discrepancy was not known. Our

standard �t procedure used two Gaussian convolution functions with di�erent parameters for b

and non-b events. Other models with di�erent assumptions have been compared with the stan-

dard �t. First, it was assumed that the correction is 
avour-independent, i.e. the parameters

were assumed to be equal for b and non-b events. Second, the extreme cases have been consid-

ered where either the correction would apply only to b or non-b events, respectively. Finally,

the standard �t procedure with two Gaussian functions has been extended to three Gaussian

functions. The changes in the �t variables are collected in the line labelled \Resolution model"

in Table 2. The largest detector uncertainties on the �t variables, in particular on j��j=�, were
due to this uncertainty in the tracking resolution.

The normalisation of b�b and c�c events has been performed according to the LEP mea-

surements [18]. The errors shown in Table 2 for the b quark fragmentation correspond to a
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range of the average b hadron energy of hxEib= 0:709 � 0:004 (scaled to the beam energy)

within the Peterson fragmentation model [19]. This parameter range refers to our previous

measurement [5]. The transverse fragmentation has been studied by searching for di�erences

in the transverse momentum distribution of tracks with respect to the jet axis. The tails of the

p? distribution have been found to be more pronounced in the data than in the Monte Carlo.

The e�ect obtained from reweighting the tracks to the data p? distribution has been assigned

as a systematic error. The average charged b decay multiplicity was adjusted to our previous

result of hnbi = 4:90 � 0:12 [5]. The branching ratios B(B0;+ ! D�X), B(B0;+ ! D�

s X) and

B(B0
s ! D�

s X) (and their respective charge conjugates) have been varied by the uncertainty

in the current world averages [17]. The fraction of B decays producing two D hadrons was

assumed to be 0.15�0.05. The fractions of D hadrons in c�c events were varied according to

reference [20]. The systematic uncertainties due to physics modelling were dominated by the

uncertainties in the B! D decay chain.

Uncertainties in the charge measurement have also been studied. The cut on the secondary

vertex charge QSV in
uences the b hadron purities in the various subsamples. The B0
d and

B0
s purities in the neutral sample (see Table 1) have been varied by 5% of the predicted en-

hancement with respect to the intrinsic purities. Simultaneously, the B0
d and B0

s purities in the

other subsamples have been varied, conserving the total number of B0
d and B0

s mesons. The

corresponding errors on the �t variables are given in the line labelled \B+=B0 separation" in

Table 2.

The uncertainty related to the limited knowledge of the lifetimes and production fractions

of B0
s and �b hadrons is already included in the statistical uncertainty due to their use as

constrained �t parameters. In order to quantify the systematic content in the statistical errors

of j��j=�, �(B+), �(B0
d) and �(B+)=�(B0

d) the �t has been repeated each time �xing a certain

parameter. The quadratic di�erences between the original statistical errors when all �t variables

were varied and these errors have been used as a measure of their contributions to the errors.

The numbers are shown in Table 3. All contributions were small compared to the statistical

errors.

A cross check has been performed by determining whether the �t is compatible with a

zero value of �� for B+ hadrons. A �t for a lifetime di�erence of B+ mesons gave the result

j��j=� = 0:00+0:18
�0:00

, corresponding a 95% C.L. upper limit of j��j=� < 0:33.

The same �t as performed on the impact parameter distributions has been applied to the

decay length distributions. In this way, possible systematic uncertainties that a�ect the impact

parameter distribution di�erently from the decay length distribution have been cross checked.

The di�erences in the �t results were much smaller than their statistical errors.

Final Results

The combination of the statistical and systematic errors on j��j=� has been performed as

follows. The total systematic error of 0.21 has been scaled by a factor of 1.8, the ratio of the

statistical 95% C.L. and 68% C.L. limits, giving 0.38. This has been added in quadrature to

the statistical upper limit of 0.55, resulting in the combined 95% C.L. upper limit on j��j=�
of:

j��j=� < 0:67 (95%C:L:) : (10)

This result improves upon an upper limit on j��j=� that has been reported recently by the

CDF Collaboration [21].
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The �nal result for the lifetime ratio �(B+)=�(B0
d) is:

�(B+)=�(B0
d) = 1:09� 0:07 � 0:03 : (11)

Using this ratio and h�u;dB i, and evaluating the systematic errors for the B+ and B0
d lifetimes,

we obtain:

�(B+) = 1:66� 0:06 � 0:03 ps ;

�(B0
d) = 1:52� 0:06 � 0:04 ps : (12)

The correlation coe�cient between �(B+) and �(B0
d), including their systematic errors, is�0.52.

The results for �(B+) and �(B0
d) are in agreement with other measurements [22].

Discussion

In the Standard Model, the ratio ��B0
s
=�MB0

s
is given by a kinematical factor � (mb=mt)

2

and by QCD corrections [8]:

��B0
s

�MB0
s

= (5:6� 2:6)� 10�3 : (13)

The upper limit on (��=�)B0
s
can thus be converted into an upper limit on the B0

s meson

oscillation frequency: �
�M

�

�
B0
s

< 120 (95%C:L:) : (14)

Here we used the central value for the theoretical prediction of ��B0
s
=�MB0

s
. Measurements of

�MB0
s
and ��B0

s
are complementary to each other. Oscillation measurements are sensitive to

values of �MB0
s
below an upper limit value determined by the experimental vertex resolution.

In contrast to this, the ��B0
s
measurement is applicable for values of �MB0

s
above a lower

limit value. Fast B0
s oscillations with an oscillation frequency much higher than the present

resolution can thus be resolved by a measurement of ��B0
s
.

An upper limit on �MB0
s
, together with a measurement of �MB0

d
, can be used to determine

a lower limit on the ratio of CKM matrix elements jVtd =Vtsj . Using our measured value for

�MB0
d
[3] we obtain4): ����Vtd

Vts

���� > 0:09 (95%C:L:) : (15)

This lower limit for jVtd =Vtsj is comparable with the limit derived from the unitarity constraint

of the CKM matrix of jVtd =Vtsj > 0:1 at 90% C.L. [17].
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4)Beside ��B0
s
=�MB0

s
= 5:6� 10�3 [8], we used here (

p
Bs fs)=(

p
Bd fd) = 1:16 [8], �MB0

d

= 0:444 ps�1 [3]

and �(B0
s ) = 1:49 ps [11]. To scale our lower limit on jVtd =Vtsj to other values of these parameters, the

dependence is: jVtd =Vtsj / (��B0
s
=�MB0

s
)1=2 (

p
Bs fs)=(

p
Bd fd) (�MB0

d

�(B0
s ) )

1=2.
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Sample Number of b quark purity b hadron purities

secondary MC

vertices MC Fit B+ B0
d B0

s

Charged: QSV > 0:5

lopp < 2 mm 319 374 16.8% 44.3% 36.7% 9.6%

lopp > 2 mm 72 224 67.5% (67.6�0.5)%
Neutral: �0:8 < QSV < 0:5

lopp < 2 mm 310 103 17.0% 35.4% 42.5% 11.1%

lopp > 2 mm 66 565 69.7% (69.0�0.5)%
Rest: QSV < �0:8

lopp < 2 mm 96 578 19.5% 38.5% 40.5% 10.5%

lopp > 2 mm 25 662 72.9% (72.5�0.8)%
Table 1: Numbers of secondary vertices in the data and the sample compositions as predicted

by the Monte Carlo. In total, six subsamples have been distinguished. The average values of

the b quark and b hadron purities are shown, integrated over the entire impact parameter �t

region. For the case of lopp > 2 mm, the predicted Monte Carlo b quark purities (�rst number)

are compared with the �tted ones (second number). The values of the B+, B0
d and B0

s purities

are normalised to the b quark content in each sample.

13



Error source Error on ��=� ��(B+) (fs) ��(B0
d) (fs) �r

Detector Uncertainties

Tracking e�ciency 0.009 2 5 0.005

Calibration and alignment 0.012 5 11 0.011

Resolution parameter 0.087 3 7 0.003

Resolution model 0.095 11 15 0.005

Beam spot size and position 0.010 3 10 0.009

Jet direction resolution 0.052 5 7 0.002

Total 0.140 14 24 0.016

Physics Model Uncertainties

Rb 0.027 3 6 0.003

Rc 0.010 2 3 0.001

b fragmentation 0.025 5 7 0.002

c fragmentation 0.014 1 3 0.003

Transverse jet shape 0.055 10 6 0.010

b decay multiplicity 0.028 1 8 0.006

D fraction in c�c events 0.053 2 5 0.005

D content in b decays 0.108 8 18 0.010

B ! D �D X rate 0.021 15 11 0.002

D lifetimes 0.018 2 4 0.002

B+=B0 separation 0.046 6 10 0.010

Total 0.151 22 28 0.020

Grand Total 0.206 26 37 0.026

Table 2: Systematic errors in the measurement of ��=�, �(B+), �(B0
d) and the ratio r =

�(B+)=�(B0
d).

Fit variable Range Contribution to the

statistical error of

��=� �(B+) (fs) �(B0
d) (fs) r

�(B0
s ) (1:49� 0:06) fs 0.037 2 9 0.005

�(�b) (1:22� 0:05) fs 0.018 1 4 0.004

fB0
s

0:105+0:018
�0:017

0.049 5 1 0.004

f�b
0:101+0:039

�0:031
0.037 +11

�8
+16
�12

�0:004
+0:003

hnKi 1:27� 0:03 0.057 1 4 0.002

Table 3: Contributions to the statistical errors of ��=�, �(B+), �(B0
d) and r = �(B+)=�(B0

d)

from the uncertainties in the lifetimes �(B0
s ), �(�b) and production fractions fB0

s
, f�b

of B0
s and

�b hadrons and the average rate hnKi of K0
S and � decays.
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Figure 1: Secondary vertex charge distributions in the data (points) and Monte Carlo (his-

togram). The Monte Carlo contributions of neutral and charged b hadrons are shown sepa-

rately. For this plot an enrichment of b events has been obtained by a cut on the decay distance

lopp in the opposite event hemisphere, lopp > 2 mm. The arrows indicate the positions of the

cuts used to separate neutral (�0:8 < QSV < 0:5) and charged (QSV > 0:5) samples.
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Figure 2: Impact parameter �r� distributions for four subsamples of the data. The upper plots

show the distributions for the charged sample, the lower for the neutral sample in, respectively,

a b-enriched sample (right) and a b-depleted sample (left).
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Figure 3: Dependence of the impact parameter �t on the rate di�erence ��=� of B0
s mesons.

The data distribution in the b-enriched neutral subsample (points) is normalised to the Monte

Carlo distribution for the �tted ��=� value of ��=� = 0. The dashed line shows the expected

Monte Carlo distribution for a value of ��=� = 0:7 where � is �xed to the �tted value.
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