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Abstract

We report on the measurement of W-boson pair-production with the L3 detector

at LEP. In a data sample corresponding to a total luminosity of 55.47 pb
�1

collected

at an average centre-of-mass energy of 182:68 GeV, we select 824 four-fermion events

with pairs of hadronic jets or pairs of leptons with high invariant masses. Branch-

ing fractions of W decays into di�erent fermion-antifermion pairs are determined.

Assuming charged-current lepton universality, the branching fraction for hadronic

W decays is measured to be: B(W! hadrons) = 70:1� 1:3 (stat:)� 0:4 (syst:) %.

Combining all �nal states the total cross section for W-pair production is measured

to be: �WW = 16:53� 0:67 (stat:)� 0:26 (syst:) pb.

Submitted to Phys. Lett. B



1 Introduction

For the 1997 data taking period, the centre-of-mass energy,

p
s, of the e+e� collider LEP at

CERN was increased to 183 GeV. This energy is well above the kinematic threshold of W-boson

pair production, e
+
e
� !W

+
W

�

.

To lowest order within the Standard Model [1], three Feynman diagrams contribute to W-

pair production, the s-channel  and Z-boson exchange and the t-channel �e exchange, referred

to as CC03 [2{4]. The W boson decays into a quark-antiquark pair, for example W
� ! �ud or �cs,

or a lepton-antilepton pair, W
� ! `���` (` = e; �; �); in the following denoted as qq, `� or ff

in general for both W
+
and W

�

decays. Additional contributions to the production of four-

fermion �nal states arising from other neutral-current (NC) or charged-current (CC) Feynman

diagrams are small. At the current level of statistical accuracy the interference e�ects need to be

taken into account only for e
+
e
� ! `�`�() (CC56+NC56) and e

+
e
� ! qqe�() (CC20) [2{4].

During the 1997 run the L3 detector collected integrated luminosities of 4.04 pb
�1
, 49.58 pb

�1

and 1.85 pb
�1

at centre-of-mass energies of 181:70 GeV, 182:72 GeV and 183:79 GeV, respec-

tively, where these centre-of-mass energies are known to�0:05 GeV [5]. For the results presented

here these three data samples are combined for a total luminosity of 55.47 pb
�1

and a luminosity

weighted mean

p
s = 182:68� 0:05 GeV.

The cross section is measured for all four-fermion �nal states mediated by W-pair pro-

duction. Combining these measurements W-decay branching fractions and the total W-pair

production cross section are determined with signi�cantly improved precision compared to ear-

lier measurements with less luminosity reported by L3 [6] and other LEP experiments [7].

2 Analysis of Four-Fermion Production

The L3 detector is described in detail in Reference 8. The selections of the four-fermion �nal

states are similar to the ones used at

p
s = 161 GeV and at

p
s = 172 GeV. Charged leptons

are explicitly identi�ed using their characteristic signature. In general, electrons are identi�ed

as energy depositions in the BGO electromagnetic calorimeter with electromagnetic shower

shape which are matched in azimuth to a track reconstructed in the central tracking chamber

(TEC). Muons are identi�ed either as tracks reconstructed in the muon chambers pointing back

to the interaction vertex or by their minimum-ionising-particle (MIP) signature. Jets arising

from hadronic � decays are reconstructed based on a jet-clustering inside a cone of 15
�

half-

opening angle [9]. Hadronic jets corresponding to quarks are reconstructed using the Durham

jet algorithm [10] and adding four-momenta during the combination process. The momentum

of the neutrino in e
+
e
� ! qq`� events is identi�ed with the missing momentum vector.

Selection e�ciencies and background contaminations of all processes are determined by

Monte Carlo simulations. The following Monte Carlo event generators are used to simulate the

various signal and background processes: KORALW [11] and HERWIG [12] (e
+
e
� !WW !

ffff()); EXCALIBUR [13] (e
+
e
� ! ffff()); PYTHIA [14] (e

+
e
� ! q�q();ZZ()); KO-

RALZ [15] (e
+
e
� ! �+��

(); �+��()); BHAGENE3 [16], BHWIDE [17] and TEEGG [18]

(e
+
e
� ! e

+
e
�

()), DIAG36 [19] and LEP4F [20] (leptonic two-photon collisions); PHO-

JET [21] (hadronic two-photon collisions). The response of the L3 detector is modelled with

the GEANT [22] detector simulation program which includes the e�ects of energy loss, multiple

scattering and showering in the detector materials and in the beam pipe.

Systematic uncertainties due to Bose Einstein correlations, colour reconnection e�ects and

fragmentation models are estimated by comparing di�erent Monte Carlo programs to simulate
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the signal. Uncertainties in the description of initial- and �nal state radiation are estimated by

determining e�ciencies also for events containing soft radiative photons only. Di�erences are

small and half of the observed e�ects are taken as systematic errors. The dependence of the

selection e�ciencies on mass and total width of the W boson and the e�ect of diagrams beyond

CC03 are studied with improved statistical accuracy by reweighting Monte Carlo events [23].

The measurement of the total luminosity, L, follows the procedure described in Reference 24.

The total error on the luminosity measurement for the 1997 data is estimated to be 0.3%.

The results on cross sections and W-decay branching fractions are determined in a combined

analysis taking migration between the various �nal states into account [6]. The results are

compared to the predictions of the Standard Model calculated for a mass of the W boson of

MW = 80:33 GeV [25] using the GENTLE [26] program.

2.1 e+e�!`�`�()

The event selection for the process e
+
e
� ! `�`�() requires two charged leptons and missing

energy due to the neutrinos. Low-multiplicity leptonic �nal states are selected by requiring

between one and six TEC tracks and between one and 15 calorimetric clusters. The visible

energy of the event is required to be larger than 2% and smaller than 80% of

p
s.

The selection depends on whether the event contains zero, one or two identi�ed electrons or

muons, referred to as jet-jet, lepton-jet and lepton-lepton class. Electrons, muons and � jets are

identi�ed inside the polar angular range of j cos �j < 0:96. For events with one or two electrons,

one electron should lie in the angular range j cos �j < 0:92 in order to limit the amount of

background from Bhabha scattering. For events containing jets only, the two highest energy

jets must also satisfy j cos �j < 0:92.

In the lepton-lepton class, the energy of the two leptons must be larger than 20 GeV and

5 GeV, respectively, and smaller than 80 GeV. In order to reject `+`�() events, the acoplanarity

between the two leptons is required to be larger than 8
�

. Exactly two TEC tracks must be

reconstructed. The transverse energy imbalance must be at least 8 GeV and larger than 10%

of the visible energy. The calorimetric energy not associated with the two leptons is required

to be less than 10 GeV.

In the lepton-jet class, the energy of the electron or muon must be larger than 10 GeV

and smaller than 80 GeV. In addition a jet with more than 8 GeV energy is required. The

acoplanarity between the lepton and the jet as well as between the lepton and any TEC track

must be larger than 8
�

. At least one TEC track must have a momentum larger than 2 GeV.

The missing transverse energy must exceed 10% of the visible energy and, in order to reject

radiative `+`�() events where the photon escapes along the beam pipe, the polar angle of the

missing momentum vector must satisfy j cos �missj < 0:98. For muons identi�ed by their MIP

signature the missing energy vector is required to point at least 23
�

in polar angle away from

the MIP muon. Events containing photons with an energy of more than 10 GeV are rejected.

In the jet-jet class, events with two or three jets are accepted. The energy of at least two

jets must be larger than 10 GeV and 6 GeV, respectively. The missing transverse energy must

exceed 10% of the visible energy, and the polar angle of the missing momentum vector must

satisfy j cos �missj < 0:98. At least two TEC tracks with momentum above 5 GeV and 1 GeV,

respectively, are required. Both jets must be accompanied by at least one TEC track within

11:5� in azimuth. The sum of the energy of reconstructed photons must not exceed 50 GeV,

and the energy measured in the angular region j cos �j > 0:98 must be smaller than 20 GeV.

The smallest acoplanarity angle between any two TEC tracks must be larger than 14
�

.
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A cosmic ray rejection is applied for all three event classes, based on the radial distance of

closest approach of the muon to the beam line, a match in polar and azimuthal angle of a TEC

track with the track reconstructed in the muon chambers, and scintillator time measurements.

A total of 54 events is selected in the data: 26 lepton-lepton events, 25 lepton-jet events and

3 jet-jet events. The distributions of the acoplanarity between the two charged leptons and of

the lepton energy for lepton-lepton and lepton-jet events are shown in Figure 1.

The signal e�ciencies are determined from CC56+NC56 Monte Carlo samples within the

following phase-space cuts: j cos �j < 0:96 for both charged leptons, with energies larger than

15 GeV and 5 GeV, respectively. E�ciencies are given in the form of a 6 by 6 matrix, as shown

in Table 1, relating `�`� events at four-fermion level to `�`� events at reconstruction level. The

background contributions are listed in Table 2.

The dominant contribution to the systematic error on the measured cross section arises from

the limited statistics of Monte Carlo simulations for the background processes. Uncertainties

due to an imperfect detector description by the Monte Carlo simulation are dominated by the

uncertainty in the energy scale of the calorimeters. All contributions to the systematic error are

listed in Table 3. A total systematic error of 3.3% on the measured cross section is obtained.

2.2 e+e�!qqe�()

The event selection for the process e
+
e
� ! qqe�() requires an identi�ed electron of at least

20 GeV, high particle multiplicity arising from the q�q system, and missing momentum due

to the neutrino. In addition, electrons are also identi�ed in the lead scintillator calorimeter,

SPACAL, located between the BGO barrel and endcap, as the highest energy deposition with

less than 0:2 GeV energy deposited in the hadron calorimeter directly behind the SPACAL

cluster.

Electrons arising from the decays of hadrons are rejected by requiring the electron to be

isolated from the hadronic system. For electron candidates in the BGO, the electron energy

must account for at least 73% of the total calorimetric energy deposited in a cone of half-

opening angle 15
�

around the electron direction. For SPACAL electrons, the energy in the

hadron calorimeter in a cone of 7
�

half-opening angle must be less than 8 GeV.

For the selection of events with the electron candidate identi�ed in the BGO (SPACAL),

the same selection variables are used. Purely leptonic �nal states are rejected by requiring at

least 12 (17) calorimetric clusters. After having removed the track and calorimetric energy

depositions associated to the identi�ed electron, the remainder of the event is grouped into two

hadronic jets. The invariant mass of the jet-jet system must be larger than 33 (48) GeV. The

invariant mass of the electron-neutrino system must be larger than 60 (60) GeV in order to

reject e
+
e
� ! qq��() events.

A TEC track must match the electron candidate within �2:3� (�5:7�) in azimuth in order

to reject radiative photons. Converted photons are rejected by requiring the di�erence of

the electron energy measured in the electromagnetic calorimeter and the momentum of the

associated track to be less than 61 (38) GeV. For electron candidates at low polar angles,

j cos �ej > 0:9, the requirement of a matched track is replaced by the requirement that the solid

angle subtended by the directions of the two hadronic jets and the electron must be smaller

than 5.4 srad, rejecting e
+
e
� ! q�q() events which are planar. In order to reject radiative

q�q() events where the photon escapes along the beam pipe, the polar angle of the missing

momentum vector must point inside the detector, j cos ��j < 0:94 (0:91). Any muon is required

to have a transverse momentum with respect to the nearest jet of less than 17 GeV (14 GeV).

4



A total of 112 events is selected in the data: 110 events with the electron identi�ed in the

BGO electromagnetic calorimeter and two events with the electron identi�ed in the SPACAL

calorimeter. The distributions of the polar angle of the neutrino and of the neutrino-electron

invariant mass are shown in Figure 2.

The signal e�ciency is determined from a CC20 Monte Carlo sample within the following

phase-space cuts: Ee; E� > 20 GeV; j cos �ej; j cos �� j < 0:95; Me� ;Mqq > 45 GeV. The selection

e�ciencies and the background contributions are listed in Tables 1 and 2.

The systematic error on the measured cross section arising from the selection is obtained by

varying the cut position around the nominal value. Systematic errors due to mismatch between

data and Monte Carlo are studied by using control samples of e
+
e
� ! q�q() events and varying

the energy scale and resolution of jets. Uncertainties in the accepted background cross sections

are estimated by comparing di�erent Monte Carlo programs to simulate the background. All

contributions to the systematic error are listed in Table 3. A total systematic error of 1.7% on

the measured cross section is obtained.

2.3 e+e�!qq��()

The event selection for the process e
+
e
� ! qq��() requires high particle multiplicity arising

from the q�q system, an identi�ed muon and missing momentum due to the neutrino. Events

must contain more than ten calorimetric clusters and more than �ve TEC tracks in order to

reject purely leptonic �nal states as well as cosmic-ray background. Removing the track and

energy depositions associated to the identi�ed muon, the remaining event is clustered to form

two hadronic jets. The invariant mass of the system of two hadronic jets must lie between

20 GeV and 120 GeV.

Muons identi�ed in the muon spectrometer must have a momentum larger than 15 GeV. The

energy deposited in the calorimeters in a cone of 15
�

half-opening angle around the muon must

be less than 20 GeV in order to reject muons from the decay of hadrons. The muon-neutrino

invariant mass, M�� , must be larger than 45 GeV, rejecting e
+
e
� ! qq��() events. The TEC

track associated to the MIP must point back to the interaction vertex and have a momentum

larger than 20 GeV. The energy deposited in the BGO electromagnetic calorimeter associated

to the MIP must lie between 0:2 GeV and 2 GeV. The energy deposited in the calorimeters in

a cone of 15
�

half-opening angle around the MIP muon must be less than 7 GeV. The inclusion

of MIP based muon identi�cation increases the e�ciency by 11% relative.

The background of e
+
e
� ! q�q() events with inclusive muons and missing energy along

the beam pipe due to initial-state photon radiation is further reduced by requiring the product

� sin �� to be larger than 4
�

, where �� is the polar angle of the missing momentum vector and

� is the angle of the muon to the nearest of the two hadronic jets.

A total of 108 events is selected in the data: 96 events with a muon reconstructed in

the muon spectrometer and 12 events with a muon identi�ed by its MIP signature. The

distributions of the muon momentum and of the quantity � sin �� are shown in Figure 3. The

selection e�ciencies and background contribution are listed in Tables 1 and 2.

Systematic errors in the muon identi�cation are derived from a comparison of data versus

Monte Carlo using e
+
e
� ! �+��

() events collected at

p
s = 91 GeV and 183 GeV. The

dominant contribution is the uncertainty in the e�ciency of the muon chambers. Control

samples of e
+
e
� ! q�q() are used to estimate uncertainties in jet energy scale and resolution.

All contributions to the systematic error are listed in Table 3. A total systematic error of 1.7%

on the measured cross section is obtained.
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2.4 e+e�!qq��()

The event selection for the process e
+
e
� ! qq��() is based on the identi�cation of a tau jet in

a hadronic event with missing energy. Events must have more than 14 calorimetric clusters and

more than �ve TEC tracks in order to reject low-multiplicity leptonic �nal states. Signal events

contain at least two neutrinos, resulting in missing momentum and reduced visible energy. In

order to reject e
+
e
� ! q�q(); qqqq() events the di�erence between the visible energy and the

missing momentum must be less than 140 GeV, the sum of the missing momentum and visible

mass must be greater than 110 GeV and the transverse energy imbalance must be larger than

10 GeV. Requiring the longitudinal energy imbalance to be smaller than 40 GeV suppresses

e
+
e
� ! q�q() events with hard initial-state radiation.

In events with the � decaying into an electron or muon, the energy of that lepton must

be larger than 5 GeV. The invariant mass of the system of the lepton, electron or muon, and

the neutrino must be less than 60 GeV and 45 GeV in order to reject e
+
e
� ! qqe�() and

e
+
e
� ! qq��() events, respectively.

If no electrons or muons are found, jets are reconstructed based on clustering inside a cone

of 15
�

half-opening angle [9]. At least three reconstructed jets are required. The hadronically

decaying � is identi�ed among the three jets of highest energy using a neural network based

on �ve input variables: the number of TEC tracks and calorimetric clusters associated to the

jet, the half-opening angle of the jet, its electromagnetic energy and its mass. The jet with

the highest output value of the neural network is considered as the � jet candidate with a

probability of misidenti�cation less than 20%.

If the energy of the � jet is below 10 GeV the � jet is required to have an angular separation

of at least 37
�

to the nearest jet. The identi�ed � jet must contain between one and three TEC

tracks. The polar angle of the missing momentum vector, �miss, must satisfy j cos �missj < 0:95

to further reduce the e
+
e
� ! q�q() background. For events with a transverse energy imbalance

less than 20 GeV and with j cos �missj > 0:55, a loose cut on the output of the neural network

is applied.

In order to reduce the background from e
+
e
� ! qqe�() events where the electron is

not identi�ed, events with the � jet having more than 35 GeV of energy deposited in the

electromagnetic calorimeter and less than 2 GeV in the hadronic calorimeter are rejected. For

one-track � jets in the SPACAL region, where the electron rejection is less e�cient, either the

hadronic energy of the � jet must be larger than 5 GeV or the momentum of the associated

TEC track must be smaller than 20 GeV. The background of e
+
e
� ! qq��() events where

the muon is not identi�ed in the muon chambers is reduced by rejecting events where the � jet

is compatible with a MIP.

After having removed the tracks and calorimetric energy depositions associated with the

identi�ed � jet, the remaining tracks and calorimetric clusters are grouped into two hadronic jets

using the Durham jet algorithm. The invariant mass of the jet-jet system must be larger than

50 GeV and smaller than 110 GeV. The system of the � jet and the missing four-momentum

must have an invariant mass larger than 40 GeV and smaller than 120 GeV.

A total of 77 events is selected in the data: 9 � ! �e�� events, 9 � ! ���� events and 59

� ! �hadrons events. The distributions of the number of TEC tracks associated to the � jet

and of the invariant mass of the q�q system are shown in Figure 4. The selection e�ciencies and

the background contributions are listed in Tables 1 and 2.

Systematic errors a�ecting the e
+
e
� ! qq��() selection are derived from a comparison of

data and Monte Carlo simulation based on high-statistics e
+
e
� ! q�q() and e

+
e
� ! �+��()

event samples collected at

p
s = 91 GeV. A � jet from a �+��() event is combined with a

6



q�q() event. Selection quantities are also studied on these mixed events. All contributions to

the systematic error are listed in Table 3. A total systematic error of 3.3% on the measured

cross section is obtained.

2.5 e+e�!qqqq()

High multiplicity events are selected by requiring at least ten TEC tracks and at least 30 calori-

metric clusters. Events must have a visible energy, Evis, larger than 0:7
p
s and a longitudinal

energy imbalance less than 0:25Evis. Tracks and calorimetric clusters are grouped into four

jets. The Durham jet-resolution parameter at which the event changes from a four-jet to a

three-jet topology, Y34, must be larger than 0.0015 to enhance the four-jet signal. To suppress

e
+
e
� ! q�q() background with hard radiative photons recorded in the detector, an event is

rejected if it contains an electromagnetic cluster with an energy of more than 40 GeV, or if

more than 80% of the energy of any jet is attributed to the most energetic photon. Events

containing muons reconstructed in the muon chambers with more than 25 GeV are rejected.

The selection accepts 95.6% of the WW ! qqqq() signal while reducing the dominating

e
+
e
� ! q�q() background by a factor of 15. A total of 864 events passes the selection. The

determination of jet energies and angles is improved by a kinematic �t imposing four-momentum

conservation. Two pairs of jets are formed, corresponding to two W bosons, with invariant

masses M1 and M2. Of all combinations, the optimal pairing of jets is that with the smallest

mass di�erence, jM1 � M2j, disregarding the jet-jet pairing yielding the smallest mass sum,

M1 + M2. This algorithm yields the correct assignment of jets to W bosons for 74% of the

selected signal events.

A neural network is trained to separate the signal from the dominating e
+
e
� ! q�q()

background. The input to the network consists of eight variables: minimal and maximal jet

energy, minimal jet-jet opening angle, minimal jet cluster multiplicity, Y34, spherocity, di�erence

of the two W masses and average mass of two jets when the event is reconstructed as a two jet

event. The distributions of the maximal jet energy, the minimal jet-jet angle, average jet mass

when the event is reconstructed as a two jet event, and the di�erence of the two W masses are

shown in Figure 5. The network is trained such that the output peaks at one for the signal and

at zero for the background. The distribution of the neural-network output is shown in Figure 6.

The neural-network output distribution for data events is �tted by a linear combination

of neural-network output distributions derived from Monte Carlo simulations for signal and

background [6]. The results of the �t correspond to a signal cross section of 8:35 � 0:46 pb

and a e
+
e
� ! q�q() cross section of 105� 6 pb where the errors are statistical. The measured

e
+
e
� ! q�q() cross section is in good agreement with both our dedicated measurements of

fermion-pair cross sections and with the Standard Model value.

As a cross check the signal cross section is determined by applying a cut on the output

of the neural network larger than 0.67, which minimises the expected statistical error. The

selection e�ciencies and the background contributions corresponding to this cut are listed in

Tables 1 and 2. A total of 473 events is selected in the data, yielding a signal cross section of

8:01� 0:45 pb. The high signal cross section obtained by the �t arises due to the large number

of data events with very high neural-network output. Other analyses using cut-based selections

or event weighting methods yield consistent results.

The systematic error on the measured cross section due to a discrepancy in the four-jet

event rate between the e
+
e
� ! q�q() data and the Monte Carlo is estimated by reweighting

q�q() Monte Carlo events as a function of Y34. The reweighting function is derived from a
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comparison between data and Monte Carlo of hadronic Z decays collected at

p
s = 91 GeV.

The systematic uncertainty of the selection is dominated by the imperfect simulation of the jet

cluster multiplicity. A total systematic error of 2.7% on the measured cross section is obtained.

3 Results

The cross sections, �i, of the signal processes i are determined simultaneously in one maximum-

likelihood �t, taking cross feed between �nal states into account. The �tting procedure to

determine cross sections of the signal processes, W-decay branching fractions and the total

W-pair cross section is identical to the one used previously [6].

For the purely leptonic �nal states the �tting procedure determines six di�erent cross sec-

tions corresponding to all possible combinations of avours of the two �nal-state lepton pairs.

Since the data statistics for the `�`�() �nal state is low, the sum of these six cross sections is

quoted as the cross section for the process e
+
e
� ! `�`�().

3.1 Signal Cross Sections

For the qqe�() and the six `�`�() �nal states the cross sections are determined within phase-

space cuts to reduce contributions from processes not mediated by resonant W-pair production.

In order to determine W-pair cross sections for these �nal states the measured cross sections are

scaled by a multiplicative factor, fi, as listed in Table 2. The conversion factors fi are given by

the ratio of the total CC03 cross section and the four-fermion cross section within phase-space

cuts, and are calculated within the Standard Model using EXCALIBUR.

The resulting cross sections including statistical and systematic errors are listed in Table 4.

The Standard Model agrees well with these results. Since the e�ciency matrix of Table 1

contains non-zero o�-diagonal elements, the �ve cross sections are correlated. The largest

correlations, �11% and �16%, arise among the semileptonic channels between qq�� and qqe�

and between qq�� and qq��. All other correlations are smaller than 1% in magnitude and thus

negligible.

3.2 W-Decay Branching Fractions and W-Pair Cross Section

For the determination of the total CC03 production cross section of W-pairs, �WW, the signal

cross sections �i are replaced by the product ri�WW or ri�WW=fi for the qqe�() and `�`�()

�nal states. The ratios ri are given in terms of the W-decay branching fractions, B(W ! qq)

and B(W ! `�), as follows: rqqqq = [B(W ! qq)]2, rqq`� = 2B(W ! qq)B(W ! `�), and

r`�`� = [B(W ! `�)]2 for identical and r`�`0�0 = 2B(W ! `�)B(W ! `0� 0) for di�erent lepton

avours in the �nal state. The sum of the hadronic and the three leptonic branching fractions

is constrained to be unity. For the determination of W-decay branching fractions the data

collected at

p
s = 161 GeV and at

p
s = 172 GeV are included.

The resulting total W-pair cross section and the W-decay branching fractions including

statistical and systematic errors and correlations are listed in Table 5. The branching fractions

are determined both with and without the assumption of charged-current lepton universality

in W decays. The W-decay branching fractions obtained for the individual leptons are in

good agreement with each other and support this assumption. Assuming lepton universality,

W-decay branching fraction and the W-pair cross sections are:

�`�`� = 1:47� 0:24� 0:05 pb �qq`� = 6:63� 0:42� 0:09 pb (1)
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B(W ! qq) = 70:1� 1:3� 0:4 % ; (2)

where the �rst error is statistical and the second systematic. The accuracy on the W-decay

branching fractions is improved by about a factor of three with respect to our previous publi-

cation based on the 1996 data [6].

The branching fractions of the W boson depend on the six elements Vij of the Cabibbo-

Kobayashi-Maskawa quark mixing matrix VCKM [27] not involving the top quark [3], 1=B(W!
`�) = 3 + 3[1 + �s(MW)=�]V

2
, where �s is the strong coupling constant. Our measurements

correspond to:

V 2
=

X

i=u;c; j=d;s;b

jVijj2 = 2:26� 0:14� 0:05 : (3)

The sensitivity of this measurement to a single matrix element is largest for the dominant

diagonal elements of VCKM. Since Vud is known much more precisely than Vcs, it is most useful

to determine the latter. Using the current world-average values and errors of the other matrix

elements not assuming the unitarity of VCKM [28], the result is:

jVcsj = 1:10� 0:06� 0:02 : (4)

The statistical error includes the errors on �s and the other Vij but is dominated by the

statistical error on the W branching fractions.

The W-pair cross section is also derived imposing the W-decay branching fractions as ex-

pected within the Standard Model [3]. The result for the total production cross section of

W-pairs at

p
s = 182:68� 0:05 GeV is:

�WW = 16:53� 0:67� 0:26 pb : (5)

Our published measurements of �WW at

p
s = 161 GeV, at

p
s = 172 GeV and the new

result at

p
s = 183 GeV presented here are compared to the Standard Model expectation in

Figure 7. The deviation from pure t-channel �e exchange in W-pair production is clearly visible.

Both non-Abelian s-channel diagrams with triple-gauge-boson couplings as expected within the

Standard Model are needed to obtain agreement with our measurements.

The cross section for W-pair production depends both on the total decay width of the W

boson, �
tot
W , appearing in the propagator, and on the partial decay widths of the W decay

modes analysed. Allowing for additional undetected decay modes of the W boson, for example

into massive weakly interacting neutral particles and very soft charged particles, the resulting

invisible decay width, �
inv
W , enlarges the total width of the W boson, �

tot
W = �

SM
W + �

inv
W , where

�
SM
W is the visible W width as calculated in the Standard Model. Thus �

inv
W is constrained by

our cross section measurements. W-pair events where at least one W boson decays invisibly are

assumed not to pass the above selections. Using the Standard Model relation to calculate the

visible width, �
SM
W = �

SM
W (MW) [3], the invisible width is determined to be �

inv
W = �30�41 MeV

or �
inv
W < 63 MeV at 95% con�dence level.
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Selection of E�ciencies [%] for

Process e�e� e��� e��� ���� ���� ���� qqe� qq�� qq�� qqqq

e
+
e
� ! e�e�() 62:1 0:1 11:0 1:9

e
+
e
� ! e���() 56:5 9:0 0:1 9:1 1:1

e
+
e
� ! e���() 8:0 1:4 37:6 0:3 9:3

e
+
e
� ! ����() 45:6 6:8 0:5

e
+
e
� ! ����() 4:1 0:5 2:7 33:2 7:7

e
+
e
� ! ����() 0:2 0:2 3:6 1:2 22:0

e
+
e
� ! qqe�() 85:4 0:2 2:1

e
+
e
� ! qq��() 0:1 77:0 4:3

e
+
e
� ! qq��() 4:8 6:0 50:1 0:2

e
+
e
� ! qqqq() 0:3 1:7 87:5

Table 1: Selection e�ciencies for signal processes e
+
e
� ! `�`�(), e+e� ! qq`�(), and

e
+
e
� ! qqqq(). For the `�`� (qqe�) selections, the signal e�ciency is derived from a

CC56+NC56 (CC20) Monte Carlo sample and is given within phase-space cuts, see Section 2.1

(2.2). For the qqqq selection, the numbers are quoted for a neural-network output larger than

0.67.
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Selection of Ndata Background Conversion

Process [pb] Factor f

e
+
e
� ! e�e�() 9 0:026� 0:011 0:90

e
+
e
� ! e���() 9 0:014� 0:009 1:07

e
+
e
� ! e���() 11 0:068� 0:014 1:07

e
+
e
� ! ����() 8 0:002� 0:002 0:95

e
+
e
� ! ����() 14 0:022� 0:009 1:09

e
+
e
� ! ����() 3 0:043� 0:012 0:95

e
+
e
� ! qqe�() 112 0:120� 0:006 1:09

e
+
e
� ! qq��() 108 0:102� 0:034 |

e
+
e
� ! qq��() 77 0:191� 0:013 |

e
+
e
� ! qqqq() 473 1:463� 0:075 |

Table 2: Number of selected data events, Ndata, and accepted background cross sections from

non-W processes for the selections of the signal processes e
+
e
� ! `�`�(), e+e� ! qq`�(),

and e
+
e
� ! qqqq(). The error combines Monte Carlo statistics and systematic e�ects in

quadrature. For the qqqq selection, the numbers are quoted for a neural-network output larger

than 0.67. The ratio of the CC03 cross section without cuts and the four-fermion cross section

within phase-space cuts is calculated with EXCALIBUR and listed in the last column.
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Systematic Errors on � [%]

Source Final State

`�`� qqe� qq�� qq�� qqqq

MC statistics signal 0.7 0.3 0.3 0.5 0.1

Selection systematics 1.0 1.3 1.2 2.6 1.5

MC statistics background 3.0 0.2 0.7 1.4 0.2

Background systematics | 0.2 0.3 0.3 1.0

ISR simulation 0.4 0.2 0.1 0.1 0.1

FSR simulation 0.6 0.6 0.8 0.4 |

W mass (�0:25 GeV) 0.1 0.3 0.2 0.3 0.3

W width (�0:50 GeV) 0.4 0.3 0.3 0.5 0.6

Colour Reconnection | | | | 0.6

Bose-Einstein e�ects | 0.6 0.1 1.1 1.3

Fragmentation and Decay | 0.2 0.2 0.2 1.0

CC03 versus 4F | | 0.2 0.2 0.6

Total 3.3 1.7 1.7 3.3 2.7

Table 3: Contributions to the systematic error in the cross section measurements. The system-

atic uncertainties are relative to the cross sections listed in Table 4.

Process Ndata Nbg �(CC03) �SM rSM

[pb] [pb] [%]

e
+
e
� ! `�`�() 54 9:7 1:49� 0:25� 0:05 1.67 10.6

e
+
e
� ! qqe�() 112 6:7 2:36� 0:24� 0:04 2.29 14.6

e
+
e
� ! qq��() 108 5:7 2:29� 0:24� 0:04 2.29 14.6

e
+
e
� ! qq��() 77 10:6 1:86� 0:32� 0:06 2.29 14.6

e
+
e
� ! qqqq() 473 81:2 8:35� 0:46� 0:23 7.17 45.6

Table 4: Number of selected data events, Ndata, number of expected non-W background events,

Nbg, and CC03 cross sections for the reactions e
+
e
� ! qqe�(), e+e� ! qq��(), e+e� !

qq��(), e+e� ! `�`�() and e+e� ! qqqq(). For the qqqq signal, the numbers Ndata and Nbg

correspond to a cut on the output of the neural network at 0.67, while the qqqq cross section is

obtained from a �t to the neural-network output distribution as described in Section 2.5. The

�rst error is statistical and the second systematic. Also shown are the CC03 cross sections,

�SM, and the CC03 ratios, rSM, as expected within the Standard Model.
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Parameter Lepton Lepton Standard

Non-Universality Universality Model

B(W! e�) [%] 10:5� 0:9� 0:2 |

B(W! ��) [%] 10:2� 0:9� 0:2 |

B(W! ��) [%] 9:0� 1:2� 0:3 |

B(W! `�) [%] | 10:0� 0:4� 0:1 10:8

B(W! qq) [%] 70:4� 1:3� 0:4 70:1� 1:3� 0:4 67:5

�WW [pb] 16:34� 0:67� 0:26 16:45� 0:67� 0:26 15.72

Table 5: W-decay branching fractions, B, and total W-pair cross section, �WW, derived with

and without the assumption of charged-current lepton universality. The correlations between

the leptonic branching fractions are �0:03, �0:27, �0:29 for (e�), (e�), (��), respectively. Also
shown are the W-decay branching fractions [3] and the total W-pair cross section as expected

in the Standard Model.
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Figure 1: Distributions of variables used for the selection of e
+
e
� ! `�`�() events, adding

the lepton-lepton (ll) and lepton-jet (lj) classes, comparing the signal and background Monte

Carlo to the data. The position of the selection cuts are indicated by vertical arrows, see text.

All selection cuts except in the variable plotted are applied. (a) The acoplanarity between the

two leptons or the lepton and the jet. (b) The energy of the identi�ed electron or muon with

highest energy, Elepton.
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Figure 2: Distributions of variables used for the selection of e
+
e
� ! qqe�() events with the

electron identi�ed in the BGO electromagnetic calorimeter. (a) The polar angle of the neutrino,

j cos �� j. (b) The invariant mass of the electron-neutrino system, Me� .
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Figure 3: Distributions of variables used for the selection of e
+
e
� ! qq��() events. (a) The

muon momentum, P�. (b) The quantity � sin �� de�ned in the text.
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Figure 4: Distributions of variables used for the selection of e
+
e
� ! qq��() events. (a) The

number of TEC tracks associated to the � jet, Ntracks. (b) The invariant mass of the jet-jet

system, Mqq.
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Figure 5: Distributions of variables used for the neural network in the analysis of e
+
e
� !

qqqq() events. All selection cuts are applied. (a) The maximal jet energy, Emax. (b) The

minimal jet-jet opening angle, �min. (c) The average mass of the two jets when the event is

reconstructed as a two-jet event, (MH1 + MH2)=2. (d) The di�erence of the two W masses,

M1 �M2, where the �rst W contains the jet with highest energy.
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Figure 6: Distribution of the output of the neural network used in the analysis of e
+
e
� !

qqqq() events.
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Figure 7: The cross section, �WW, of the process e
+
e
� ! WW ! ffff() as a function of

the centre-of-mass energy,

p
s. The published measurements of �WW at

p
s = 161 GeV and atp

s = 172 GeV, and the new measurement at

p
s = 183 GeV are shown as dots with error bars,

combining statistical and systematic errors in quadrature. The solid curve shows the Standard

Model expectation. The dashed curve shows the expectation if there is no ZWW coupling.

The dotted curve shows the expectation if only t-channel �e exchange in W-pair production is

considered.

24


