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ABSTRACT

.The elastic scattering of negative kaons on polarized protons has
been investigated in the range of kaon momenta: 1.4~2.4 GeV/c. Measure-
ments of intensity and polarization angular distributions are presented
for 19 incident momenta in this range. The results are parametrized in
Legendre expansion coefficients. The possibility of extracting resonance

parameters from the data is discussed,.

Geneva - 8 April 1968
(Submitted to Nuclear Physics)

*) Visitor from the Foundation for Fundamental Research of Matter
(FOM), the Netherlands.

**) Visitor from Institut Interuniversitaire des Sciences nucléaires,
Bruxelles.

*¥*) Visitor from the Institute for High~Energy Physics of the Austrian
Academy of Sciences, Vienna.




TN,

f"*\.




1.

2,

SIS/K 0564

INTRODUCTION

This paper gives an account of measurements of the angular distri-
butions of polarization and differential cross-section in the elastic
scattering of negative kaons on polarized protons at incident laboratory
momenta between 1.4 and 2.4 GeV/c. Available data on difierential cross-

1)

dominated by diffraction phenomena and hence that resonances such as have

)

as small perturbances on a large background,

sections in this range of momenta show that the elastic scattering is

been revealed by total cross-section data2 will only manifest themselves

The present experimeni explores the elastic channel in detail by
providing polarization and differential cross-section data at narrow

(50 MeV/c) incident momentum intervals and over a large interval in

).

Section 2 describes the experiment; Section 3 prescats the procedure

scattering angle (typically from +0.9 to -0.3 in cos B¢ .ma

followved in the reduction of the data. Section 4 presents the rcsults

and a discussion of the data,.

Preliminary results of this experiment have been reported

. 3
previously ),

DESCRIPTION OF THE EXPERIMENT

2.1 Features of the design

The experiment has becn performed by detecting elastically scattered
particles in counter hodoscopes placed around a target containing verti-
cally polarized protons in a separated kaon beam of the CERN Proton
Synchrotron. The events were identified by determining the polar and
azimuthal angles of the two charged secondaries in elements of counter
hodoscopes to the left and to the right of the beam axis, without furtiher
identifying the nature of the particle. This was realized in two stages:
first, by electronically requiring a coincidence between one and only
one particle in the left hodoscopes, and one and only one particle in
the right hodoscopes; second, by imposing on these events the condition
of coplanarity in off-line computer analysis. This arrangement enabled
us to use the non-coplanar events to determine the background among the

coplanar events.
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The fact that the nature of the cmerging particles is not identified
gives rise to the possibilily of confusion between elastic events and
"reverse-elastic" events, in which the kaon and the recoil proton are
interchanged. Section 3 describes to which extent this effect influences
the results.

2,2 Beam

The data have been taken in a secondary beam, the m4b beam‘), deri-
ved from internal target No. 1 of the CERN PS., The beam is 37 m long,
and contains an electrostatic separator of 9 m length with an electric
field of 45~50 kV/cm, to rejéct pions and antiprotons from the beam.

The rejection factor obtained at a given beam momentum depends on the
conditions of focusing and acceptance to which the beam is tuned; in
the conditions of the experiment, the separator reduced the #/K ratio
from 250 to 10 at 1.4 GeV/c; at 2.0 GeV/c the reduction was from 200

to 50; above 2 GeV/c the separation deteriorates rapidly.

The beam has been focused on the polarized target 2.5 m behind the
exit of the last magnet in the beam. At this point the measured angular
divergence was typically *1° in the horizontal plane and *0.3° in the
vertical plane, The dispersion of the heam and the multiple scattering
in the beam counters produced a beam spot of typically 7 mm vertical and
10 mm horizontal; between 55% and 75% of the incident particles were

actually focused on the target,

2.3 Polarized target

The polarized target was of the LMN type (La,Mgs(NOs),2* 24H,0).
It consisted of two crystals together forming a rectangular block of
12 x 12 x 45 mme Construction and performance of the target are described

5%
elsewhere ).

The experiment could be done in a fixed geometry, because the pola-
rization is reversed simply by shifting the microwave frequency dissipated
in the crystal, keeping the direction of the magnetic field constant.

The density of free polarizable protons in the LMN material is 0;067 g/cm3
to be compared to the total density of the material of 2.0 g/cmz. The
mean free paih for elastic scattering of kaons on free protons in this

target is 4400 cm, while for elastic scattering on bound protons it is
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820 cm., One thus expects about five times as many elastic scatters on
bound as on free protons. The totalvmomentum loss of the beam in the

45 mm long target was 34 MeV/c throughout the range of incident momenta
in this experiment., The target is placed in a vertical magnetic field

of 18.5 kG produced by a magnet with polefaces of 12 cm diameter and a
gap of 7 cme The magnet has an open structure allowing free access along

300° in the horizontal plane and *15° in azimuth.

A dummy target, of the same specific weight, average atomic weight
and charge as the polarized target, but without free protons, has been
used to check the background spectra. The target polarization was typi-
cally 0.65 during the measurements. The absolute error in the calibration

of the polarization is 0,03 (see Ref. 5).

244 Arrangement of counters

Figure 1 shows the assembly of counters, the target, the magnet, and
the cryostat. The incident beam has been defined by scintillators B, and
B>. The counters Cy and C, are two, ethylene~filled, threshold gas
éerenkov counters of 46 cm effective length and 11 cm diameter. They tag
unwanted particles which were not removed by the separator. Counter C,
was permanently installed and set at about 25 atm to count pions, muons,
and electrons. Counter Cy was rolled into the beam for the data taken
at 2,2 GeV/c and abovc, and was set at 42 atm; it then counted pions,
muons, electrons, and kaons, so that a C, Ez signal distinguished kaons
also against antiprotons which were poorly rejected by the separator at
these momenta, As multiple scattering in C, seriously affected the beam
spot, this counter was only rolled into the beam when the amount of anti-
protons in the beam was more than 1% of the number of incident kaons.

The rejection efficiencies of C, and C, were greater than 99.98%. In
this way both the pion and antiproton contamination in the accepted kaon

beam was kept below 1% at all incident momenta.

Counter By was a 15 mm diameter, 2 mm thick scintillator placed
close to the target, in order to count the focused kaon rate. It contain-
ed 0.02 g/cm® free protons, versus 0.3 g/cm? in the target. Hence this
counter had to be shielded from the hodoscopes by an anticounter (B,),

shaped as a shield with a hole in the centre. An anticounter Bs was
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positioned behind the target in the beam; it detected kaons that did not

interact in the target,

The scattered particles were detected by means of scintillator
counter hodoscopes placed on a circle with radius 56 cm around the target;
they recorded the poiar and azimuthal coordinates of the scattered kaon
and the recoil proton. Looking downstream, 24 polar counters are placed
to the left, 22 to the right of the beam. Most scintillators were 4 cm
wide, 5 mm thick, and 21 cm high. As shown in Fig. 1, a few counters in
the backward region were broader; however, they span nearly the same

interval in cos ﬁc m as the others.

® L

The azimuthal angle hodoscopes are shaped like "orange peels",
i.ee the vertical size at each laboratory angle 3 was proportional to
sin 9, with the result that the azimuthal angular acceptance was almost
independent of #. On each side there were five azimuthal counters,
135 cm long, 5 mm thick, maximum vertical size 4 cm, and shaped as indi-
cated in Fig., 1. In this way the five coplanar combinations of a left
and a right azimuthal counter corresponded each to a 4° rotation of the
scattering plane around the incident beam axis. The total azimuthal
acceptance angle of the counters was thus festricted to *10° around the
horizontal scattering plane. The correction to the polarization due to

the inclination of the scattering plane has been neglected.

The forward tips of these large azimuthal counters could not be
made 100% efficient due to the unfavourable light collection to the photo-
multipliers which are mounted at 90° to the scintillator planes. For this
reason the tips (out to 30° left, 20° right) of these counters were doubled

with small counters of identical shape.

Two counters (P1 and P,) were placed directly above an<d below the
target, approximately covering the pole faces; they were designed in
such a way as to fill up as much as possible the solid angle not seen by
the hodoscopes. In anticoincidence, they rejected events accompanied by
other particles (or gammas) that were detected in either of these two

counters.

Finally, three 2 x 2 x 2 mm scintillators, not shown in Fig. 1, have

been used to scan the size and the angular divergence of the beam and to
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check the deflection through the magnetic field of the target. They were

placed in front of C,. near B5, and 50 cm behind Bs.
2,5 Electronics

The description of the counter arrangement in Section 2.4 led to
the following conditions to be fulfilled by an event in order to be
accepted for further analysis;:

i) a beam telescope trigger (B, C, B, By B4 Bs) produced by a kaon
interacting in the target: for data above 2,2 GeV/c an additional

coincidence with Cy was required;

ii) a hodoscope trigger, which required that one and only one secondary
particle hits the polar as well as the azimuthal hodoscopes at

each side of the beam;

iii) an anticoincidence from the pole facc counters which guaranteed that
an apparently good event was not accompanied by a charged particle

outside the solid angle subtended by the hodescopes.

No conditions have been set on the nature or on the degree of coplana-
rity of the two secondary particles, Both conditions have been imposed

in the off-line computer analysis of the events (see Section 3).

If an event satisfied conditions (i), (ii) and (iii) above, a
transfer to magnetic tape was initiated., This consisted of rcading out
all nine "pattern units" containing the information from the hodoscopes,
the number of focused kaons and interacting kaons which had occurred
since the previous event was transferred, the target polarization which
was measured and entered into a binary scaler ohcc per PS burst, and
some identifying constants. During a transfer, which took about 20 msec
per event, the entire electronics was kept closed by a system of bistable
circuits, in order to avoid dead-time corrections caused by the tape
transfer. In addition, the signals from the polar counters were fed into
a 32 x 32 matrix and scope display unit. Pulse lengths were 20 nsec

throughout the fast logic system.

2,6 Data acquisition

In the data-taking phase, the total beam intensity (pions for more

than 95%) was at all momenta kept below 4 x 10° per (200 msec) burst.
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This implies that above 2 GeV/c the available rate had to be reduced by
adjusting the mass and momentum slits. This limitation in the speed of
data-taking was imposed by two factors. One was the dead-time losses in
the beam telescope that were about 10% at the above-mentioned counting
rate, while the second was the spurious setting of bits in the pattern
units. These pattern units were gated on for 30 nsec per event. During
part of this time, a spurious count in any of the hodoscope counters not
fired by the event could set the bit pattern corresponding to the counter
number and could thus turn the event into an inelastic event, since
seemingly more than one secondary went into one of the hodoscopes.

About 4% of the elastic events were spoiled by this effect in agreement
with the amount expected from the measured single rates in the hodoscope
counters at a beam rate of 4 x 10°, For the total rate limited to |
4 x 10° per burst, the focused kaon rates obtained at various momenta
were always between 3,000 and 10,000 per burst, resulting in an average
counting rate of 1 to 3 events per burst. At each momentum, about
50,000 events (as defined in Section 2.4) were collected in 50 hours at
a rate of 3,000~15,000 events per tape reel., After every 12,500 events

the target polarization was reversed.

Visual monitoring during the data-taking was provided by the matrix
and display unit, which showed left/right coincidences between polar
counters; the free hydrogen peak was clearly visible and some failures

in the electronics could easily be spotted this way.

The events were processed through a chain of programmes to be dis-
cussed in the next section. The first two of these programmes were run
every 12 hours during the data-taking phase of the experiment in order
to check the performance of the counters, the distribution of events
over the various coplanarity conditions, the fraction of inelastic or

spoiled events, etc. This feed-back between computer and apparatus was

indispensable for efficient running of the experiment.

DATA REDUCTION

3«1 The coplanarity conditions

Approximately 10° events as defined by the trigger conditions were

collected on a total of 150 magnetic tapes. In order to condense this
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informatio? into a form more convenient for further analysis, a first
programme*) decoded the events, eliminated spoiled clastic cvents which
the electronic vetos failed to reject as described in Section 2,5 and
kept a record of the performance of the counters. The information was

compressed onto 10 magnetic tapes for subsequent analysis.

The four coordinates recorded for each event (two azimuthal plus
two polar angles) determine in principle a 5 x 5 x 22 x 24 matrix with
13,200 channels. However, many channels are equivalent, since the
inclination of the scattering plane can be disregarded, and since only
differences between the azimuthal angles of the secondary particles need
to be distinguished. One is then left with a 5 x 22 x 24 matrix in which
the first axis now refers to the five differences in ézimuthal angle

which can be defined with the given set of counters.

The full lines in Fig. 2 show a cut at the left~hand polar counter
No. 4 through the matrix of events obtained at 1.63 GeV/c. A peak
appears, mainly amongst events with small or no difference in azimuthal
angle between the scattered kaon and the recoil proton. This peak is due
to recoil protons from scattering on free hydrogen in the target, in
coincidence with kaons scattered to the left into counter No. 4. The
apparent non-coplanarity for part of the hydrogen events is due to the
size of the target, and to a lesser extent to multiple scattering of the

secondaries in the target.

3.2 Background subtraction, normelization

The simplest way of determining the background is to collect data
with a dunmy target at each incident momentum. However, this would
double the beam time needed for the experiment, since ét least the same
statistics are required as for the polarized target runs. We have
therefore performed dummy target measurements at only two momenta,

1.63 GeV/c and 1.98 GeV/c, and we employed the non-coplanar events of the
polarized target runs to subtract the background, using the dummy target

data to check the procedure.

*) The various analysis programmes have been run on CDC 6600, (DC 6400,
CLC 3800 and IBM 1800 computers.
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Figures 2 and 3 give a comparison of the two different spectra
obtained at 1.63 GeV/c. In both drawings the solid lines refer to the
polarized target spectrum while the dots refer to the corresponding
results of the dummy target run. In Fig. 2 we see that beyond the
elastic peak the distribution of the events from the polarized target
and the dummy target is equal in the polar as well as in the azimuthal
angle direction. A slight enhancement occurs in the background under
the elastic peak. This is due to the contribution of elastic scattering
of kaons on bound protons. Figure 3 éhows the sum of the coplanar and
near coplanar events (first two graphs of Fig. 2) together with the
normalized sum of the lower three graphs of Fig. 2 for the polarized
target case (dotted line). The agreement between the two background
spectra obtained is very good. We made the same comparison at 1,98 GeV/c
and found that there is no energy dependence in the normalization factors

to be applied in the procedure.

As the background spectrum was seen to change very slowly with
energy, the background data at neighbouring energies could be combined,
so that the background statistics were generally better than the statis-
tics of the data. Even so, cross—sections of less than 100 ub are
poorly determined due to the very unfavourable ratio of elastic to
background events. As a final check we compared the shape of the angular

distributions obtained with available data from the literature (Ref. 1)

The normalizations neceséary for combining runs at various stages
_ of the data reduction were performed by scaling via the total number of
recorded events. This can result in a net asymmetry, arising from

the difference in angular acceptance for the two cases: kaon scattered
left, and kaon scattered right. Detailed checks have shown that the
resulting asymmetry is well below 1%.

3.3 Identification of the elastic peaks

The experiment was simulated by a Monte Carlo calculation to pre-
dict the position and the width of the correlation peaks (e.g. Fig. 3) )
and to determine the solid angle acceptance and the centre-of-mass
scattering angle ﬁc.m. of the counters. Specific parameters in this

calculation were the multiple scattering and energy loss in the target
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assembly, the distribution of interaction points through the target,
the spread in momentum and angle of the incident beam; the bending of

the particles in the field, and the decay of scattered kaons.

Figure 4 shows a comparison between the Monte Carlo events and the
background corrected experimental data for left polar counter No. 6 at
1.48 GeV/c. The agreement between the two spectra is equally good at
all other combinations. For most purposes, a simplified but faster
calculation gave adequate accuracy, although details about target and

beam were omitted.

Not all peaks are amenable to a unique transformation to the
centre-of-mass systeme Figure 5 shows a scattering diagram in which the
bands for elastic and reverse elastic scattering are indicated. The two
peaks merge completely in the region beyond counter No. 13, so that no single

c.m, angle can be allocated. In terms of cos ﬂc me? the peaks are

separated from +0.92 to -0,23 for the kaons going left, and from -0.96
to +0.32 for the kaon going right. The region between +0.32 and -0.23
is thus measured twice. The size of this region of overlap depends

slightly on the incident momentum.

RESULTS

4el1 Polarizations and differential cross-sections

The results on polarizations and differential cross-sections are
presented in Tables 1 to 10. Figures 6 to 11 show the differential
cross-sections and the corresponding polarizations at all momenta
(except 2.37 GeV/c). In the figures, the data points with spacing less

than 0,035 in cos 65 n have been replaced by their weighted averages.

The polarization P hasbeen calculated at each angie from the formula
PPy = (U-D)/(U+D~-B), where U(D) are the normalized number of counts
before background subtraction in the elastic peak with target spin up
(down); B is the normalized background, and PT is the taiﬁet polariza-
tion. In determining the sign of P, the Basel Convention ° has been

followed. The angular range covered by the polarization data is from

*) The polarization is positive if, for target spin up, the incident
particle is preferentially scattered to the left, looking along the
downstream direction of the incident beam,
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H,.92 to -0.85 in cos 60. e For the differential cross-section data,
the angular range is somewhat more restricted. This is because in
evaluating the rates in the most forward direction large corrections are
necessary as a consequence of the loss of slow, large-angle protons in
the target assembly. The steep variation of the cross-section with
angle in this region makes these corrections too strongly dependent on
details of beam and target assembly to be reliably represented by the
Monte Carlo calculations. We have therefore rejected the forward points
of the differential cross-sections and replaced them by suitably inter-
polated liquid-hydrogen bubble chamber data, taken from Ref. 1. The
polarization data are not affected by these corrections. In this way,
simultaneous fits to the differential cross-sections and polarizations
can be made also in the near forward direction, a point of importance
for further analysis of the data., 1In Tables | to 10 the column

"sigma 1" includes these substituted points; in column "sigma 2" the
corresponding polarized target points are indicated in brackets. An
error of 20% has been assigned to the substituted points to account for

systematic errors in the interpolation procedure.

The conversion of the angular distribution data to mb/sr has been
made via the optical theorem, the total cross-section data of Ref. 2,
and the assumption that the real part of the forward scattering amplitude
can be neglected. The point at 0° required for this conversion was
obtained from the Legendre expansion for the chosen order of fit (see
below). The scale error associated with the error in the zero degree
point derived from the fit is about *8%; this error is not included

in the tables and the figures.

The angular distributions show strong diffraction peaks of roughly
constant slope on a t scale (momentum transfer squared), followed by a
dip and é secondary maximum. Beyond the secondary maximum, the cross=-
sections vary in a way which shows no particular regularity with momentum.
In some cases there is a second dip (e.ge 148, 1.73 GeV/c); in others
the distributions remain more or less flat (e.g. 1.43, 1.63, 1.78 GeV/c)

or drop in the backward region (in particular at the highest momenta

2,33, 2437 GeV/c).
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The polarizations are all positive and large in the region of the
diffraction peaks; and go through zero at values of cos ﬂc.m. near those
corresponding to the first dip in the anguiar distributions. They reach
large negative values in the central part of the angular distribution,
and generally cross the zero line at least once again in the very poorly

determined backward region.

The value of t at the first dip is independent of momentum; its
average value over the 19 momenta is tprp = 0.77 * 0.03 (GeV/c)2. The
value of t at the first zero crossing of the polarization curves is also
independent of momentum, and averages to tp_o = 0.80 * 0.05 (Gev/c)?2.

Hence "dip" and "zero crossing" coincide within errorse

4.2 Expansion in Legendre polynomials

The data have been parametrized by means of the Legendre polynomial

expansion

do_ 52\ Ap (cos & ) ' (1)

dQ L2 CeMe

2
do _ a2\ 1
P 36 =0 A 2;1 Blpl (cos ﬁc.m.)' (2)
£

Here, Pz(cos g, o ) are Legendre polynomials, P}(cos S n ) first asso=-
ciated Legendre polynomials, A the c.m, wavelength divided by 2w,

>

cos 8, =k +Ko/lk;|* |ip] and n =%, x Ko/ [k x ko |5 Ky, Ky are the
initial, resp. final momenta of the kaon in the c.m. system. The order
of the fit is determined by the onset of stability in Az and Bz as a
function of the order of fit; this generally coincides with a sudden
decrease in ¥2. The order of fit for the B coefficients is lower than
the one for the A coefficients, reflecting the fact that the polarization
data have larger errors and are thus adequately described by less terms
in the Legendre expansion. Tables 11 to 48 show the A and B coefficients
as obtained from the normalized data as given in Tables 1 to 10 for four
orders of fit: the chosen one (underlined) plus three others nearby.
Figures 13 and 14 show the A and the B qoefficients obtained from the

present experiment,
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4¢3 Discussion of the results

The most striking feature of the A coefficients is a generally steep

increase with increasing energy, while Fig. 12 shows that Cop = 4mizA°

and O‘tot
covered by this experiment. This suggests a dominance of diffraction-like

4ﬂiz(ZAw) 2 decrease slowly through the range of momenta

'background waves over the possibly present resonance contributions. This
behaviour is in marked contrast to K-p -+ K°n dataa) in this range of
momenta, in which in particular the lower A coefficients are about con-
stant, or even drop with increasing momentum; apparently, the background
waves arc distributed about equally over both I=-spin channels, which

largely cancel in K-p -> Eon but not in K—p -> K—p.

Another feature of the A coefficients is the absence, in the
104204 GeV/c region, of any pronounced structure in the lower coefficients.
This is in contrast with the structure present around 1 GeV/b where the
highly elastic Y*(l765) and Y*(1820) are locateds It thus seems probable
that whatever resonances may be present in the 1.4-2.4 GeV/c region,

they have small elasticities.,

The coefficients As, A¢ (and perhaps A, also) show a bump superim-—
posed on the over-all rising trend in these coefficients between
~ 1.5 and ~ 1.8 GeV/c, where the Y*(2035) and Y¥(2100) occur. In A, the
strong increase in background waves only sets in at ~ 1,9 GeV/c, sugges—
ting that the bump in As below i.9 GeV/b is due to two interfering
?@ waves of opposite parity only., The pattern of Ag and Ag, which are
‘non-zero only above ~ 2 GeV/c, confirms that ¥, waves do not seem to be

important below this momentum.

The lower B coefficients, in particular B,, decrease with increasing
momentum towards a minimum around 1.7-1.8 GeV/c and then increase again;j
the higher B coefficients (Bg, Bs ) are less dependent on momentum
below 1.8 GeV/c, but from there on show roughly the same increase with
momentum as the lower coefficients. The contribution of the lower partial
waves, to which the tails of Y*(1765) and Y  (1800) contribute signifi-
cantly, is thus decreasing, while above ~ 1,9 GeV/c the partial waves
with higher angular momenta set in; hence a minimum in the lower B's

and an initially flat, then rising behaviour in the higher B's,

RN
e S
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Figure 15 shows the behaviour of the polarization at cos ﬁc.m.= 0 as
a function of incident momentum. Twe distinct bumps appear, which can be
easily identified with the recently discovered Yf(2030 }eV) and Yt(QIOO MeV)
resonances (Ref. 2). Possibly as a result of interference effects, the
two resonances appear here as separate bumps, while in the total cross-
section data they could only be disentangled by separating the two iso-
spin channels. Wohl et aloe) conclude from the charge exchange data that
the assignments 7§+ and 72- for the 2030 and the 2100 MeV resonancesare
most probable. As mentioned above, the behaviour of the A7 coefficient
in our data in the region of these two resonances also suggests an inter-

ference of two 7; waves in accordance with this assignmento

To arrive at quantitative conclusions concerning resonances, a
more detailed knowledge of the background waves is required than can be
obtained from an inspection of the trends in A and B coefficients alone.
This is particularly the case above ~ 2 GeV/c where resonance effects
only appear in interference with background waves, We defer a discussion

)

9 o
of background-resonance interference to a later paper °, where specific

diffraction models will be discussed.
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TABLE CAPTIONS

Tables 1 to 10:

K-p polarization and diiferential ecross-section data with errorse. The
column "sigma 1" contains the differential ecross-sections in mb/sr, while
the column "sigma 2" contains the original forward cross-section points
re jected because of efficiency uncertainties. The uncertainty of +87%
due to the conversion of the differential cross-sections to mb/sr is

not included in the errors.

Tables 11 to 29;

Coefficients A6 from the Legendre expansion of the differential eross-
section data (formula 1), The chosen order is underlined. Three orders
nearby are given for comparison. P(x®) is the probability of fit cal-

culated from 2 and the number of degrees of frcedom. and O, @re

o
tot 1
respectively the total eross-section and the total elastie cross—section

caleulated from the fit, As a result of the normalization procedure

applied to the data, the calculated from the fit for the chosen

o
tot -1
order coincides with the literature value., Units: sr .

Tables 30 to 48:

Coefficients BZ from the Legendrc expansion of P(do/dQ) according to
fornula 2 for four orders of fit. The chosen order is underlined. P(%?)
is the probability of fit calculated from x? and the number of degrces

of freedom, The unit is sr-1.




INCIDENT MOMENTUM

COS

0.898
0.855
0.765
0.659
0.541
0.417
0.385
0.290
0.262
0.162
0.129
0.039
-0.012
-0.080
-0.160
-0.191
-0.295
-0.310
-0.457
-0.596
-0.723
-0.830
-0.913

INCIDENT MOMENTUM

COoS

0.901
0.856
0.765
0.658
0.540
0.414
0.392
0.286
0.270
0.158
0.137
0.034
-0.00%
-0.086
-0.153
-0.197
-0.300
-0,303
~0.451
-0.592
-0.720
-0.828
-0.912

POL

0.25
0.27
0.32
0.63
0.37
0.80
0.56
0.26
0.39
-0.12
-0.02
-0.91
-1.12
-0.33
-0.47
-0.95
-0.22
-0.86
0.13
0.16
0.45
-0.16
-0.10

POL

-0.14
0.30
0.42
0.66
0.95
0.91
0.90
0.01
0.01

-0.19

-0.48

-0.34

-1.05

-1l.47

-0.95

-0.58

-0.39

-0.70

-0.11

-0.10
0.07
0.15

-0.53
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Table 1

=1383.,0 MEV/C
CENTER OF MASS MOMENTUM= 658.8 MEV/C

DPOL

0.54
0.08
0.07
0.08
0.12
0.16
0.21
0.23
0.22
0.34
0.21
0.354
0.33
0.23
0.19
0.22

0.27 .

0.20
0.22
0.17
0.18
0.49
0.54

SIGMA(1) DSIGMA(1) SIGMA(2)

4L.492
3.605
1,988
1.349
0.751
0.398
0.354
0.2u44
0.271
0.158
0.262
0.192
0.139
0.297
0.280
0.369
0.315
0.271
0.238
0.3u48
0.420
0.123
0.216

=1433,0 MEV/C
CENTER OF MASS MOMENTUM= 674.9 MEV/C

DPOL

0.37
0.07
0.08
0.10
0.15
0.18
0.26
0.21
0.21
0.43
0.28
0.38
0.31
.41
0.24
0.20
0.25
0.20
0.21
0.22
0.18
0.24
0.55

0.898
0.721
0.178
0.120
0.073
0.049
0.052
0.041
0.04L
0.040
0.041
0.0u45
0.031
0.051
0.040
0.059
0.06u4
0.040
0.040
0.047
0.057
0.045
0.085

( 5.937)
( 2.166)

SIGMA(1) DSIGMA(1) SIGMA(2)

3.630
2.759
1,549
0.797
O.ubL7
0.275
0.214
0.213
0.215
0.097
0.145
0.123
0.114
0.152
0.177
0.309
0.309
0.207
0.197
0.197
0.303
0.218
0.202

0.726
0.552
0.310
0.077
0.051
0.037
0.039
0.033
0.034
0.031
0.030
0.034
0.024
0.037
0.029
0.047
0.052
0.031
0.031
0.033
0.043
0.040
0.078

( 4.087)
( 1.866)
( 1.372)

DSIGMA(2)
(3.541)

(0.206)

DSIGMA(2)

(1.808)
(0.172)
(0.127)

(.
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Table 2
INCIDENT MOMENTUM =1483.0 MEV/C
CENTER OF MASS MOMENTUM= 690,8 MEV/C
€os POL DPOL SIGMA{1l) DS!GMA(1) SIGMA(2) DSIGMA(2)
0.903 -0.02 0.24 3.940 0.788 ( 5.729) (1.926)
0.859 0.20 0.07 3.055 .0.611 ( 2.062) (0.185)
0.765 0.40 0.07 1.578 0.137
0.657 0.73 0.10 0.732 0.073
0.537 1.00 0.16 0.263 0.0353
0.411 1.15 0.26 0.180 0.033
0.399 1.01 0.26 0,173 0.032
0.281 0.25 0.32 0.124 0.030
0.277 -0.26 0.31 0.110 0.025
0.153 -0.69 0.68 0.064 0.030
0.145 -0.22 0.24 0.144 ©0.026
0.028 -0.96 0,38 0.169 0.042
0.003 -1.03 0.30 0.143 0.029
-0.091 -0.96 0.32 0.177 0.038
-0.146 -1.19 0.22 0.210 0.031
-0.202 -0.86 0.28 0.226 0.044
-0.297 -0.53 0.17 0.215 0.029
~0.304 -0.78 0,24 0.311 0.052
-0.446 -0.22 0.23 0.150 0.026
-0.588 0.41 . 0.27 0.155 0.032
-0.707 0.59 0.22 0,247 0.041
-0.827 0.04 0.18 0.328 0.045
-0,.911 -0.06 0.76 0.128 0.073
INCIDENT MOMENTUM =1534,0 MEV/C
CENTER OF MASS MOMENTUM= 706.7 MEV/C
cos POL DPOL SIGMA(1) DSIGMA(1l) SIGMA(2) DSIGMA(2)
0.905 0.04 0.16 L.428 0.886 ( 6.531) (1.806)
0.858 0.18 0.06 3.100 0.620 ( 2.370) (0.201)
0.765 0.28 0.07 1.538 0.132
0.656 0.74 0.11 0.638 0.065
0.535 0.88 0.20 0.190 0.028
0.407 1.11 0.39 0.111 0.028
0.284 0.55 0.43 0.081 0.025
0.277 0.54 0.34 0.110 0.027
0.152 -0.35 0.36 0.083 0.022
0.148 ~-1.20 0.55 0.085 0.028
0.023 -0.73 0.32 0.151 0.034
0.010 -1.19 0.29 0.148 0.028
-0.097 -0.77 0.26 0.155 0,029
-0.138 -0.97 0.22 0.186 0.028
-0.208 -0.51 0.20 0.307 0.0u45
-0.290 -0.49 0.20 0.150 0.023
-0.310 -0.86 0.29 0.241 0.0L8
-0.440 -0.78 0.24 0.164 0.028
-0.583 0.32 0.28 0.139 0.029
-0.714 0.58 0.26 0.192 0,036
-0.829 0.17 0.23 0.224 0.038

-0.910 -0.66 0.57 0.149 0.059




INCIDENT MOMENTUM

cos

0.906
0.858
0.765
0.654
0.532
0.412
0.404
0.292
0.273
0.159
0.143
0.017
0.002
-0.102
-0.131
-0.214
-0.283
-0.316
-0.u434
-0.579
-0.710
-0.823
-0.910

INCIDENT MOMENTUM

coS

0.908
0.858
0.764
0.653
0.530
0.419
0.400
0.298
0.268
0.167
0.137
0.025
0.011
-0.108
-0.124
-0.219
-0.277
-0,321
-0.429
-0.574
-0.707
-0.821

POL

0.02
0.24
0.23
0.58
1,12
1,05
0.49
-0.43
-0.37
-0.79
-0.18
-1.22
-0.34
-0.82
-1.09
-0.46
-0.u4b
-1.19
-0.82
0.48
0.16
-0.12
-1.28

POL

0.27
0.14
0.19
0.52
1.42
0.98
0.86
0.08
0.58
-0.96
-1.14
-0.66
-0.93
-0.53
-1.03
-1.22
-0.78
-0.95
-1,36
-0.37
0.21
-0.21
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Table

=1584.0 MEV/C
CENTER OF MASS MOMENTUM= 722,0 MEV/C

DPOL

0.24
0.06
0.07
0.12
0.20
0.54
0.28
0.45
0.34
0.40
0.51
O.ub
0.29

0.49

0.25
0.27
0.22
0.33
0.253
0.35
0.24
0.25
1.25

SIGMA(1) DSIGMA(1) SIGMA(2)

4,530
3.056
1.416
0.520
0.175
0.081
0.111
0.074
0.108
0.083
0.074
0.117

(LSRN A

0,105
0.074
0.132
0.200
0.154
0.221
0.152
0.118
0.196
0.197
0.077

=1634.0 MEV/C
CENTER OF MASS MOMENTUM= 737,0 MEV/C

DPOL

0.15
0.06
0.08
0.15
0.41
0.39
0.u49

0.51

1.65

- 0.51

0.53
0.33
0.64
o.u4l
0.36
0.37
0.22
0.46
0.42
0.42
0.34
0.37

0.906
0.611
0.124
0.057
0.026
0.027
0.022
0.024
0.026
0.022
0.027
0.032
0.022
0.024
0.023
0.039
0.025
0,047
0.025
0.029
0.034
0.036
0.055

( 3.377)
( 2.320)

SIGMA(1) DSIGMA(1) SIGMA(2)

5.494
3.305
1.661
0.519
0.159
0.144
0.076
0.081
0.027
0.083
0.105
0.146
0.097
0.115
0.113
0.201
0,205
0.187
0.111
0.118
0.163
0.157

1.099
0.278
0.155
0.065
0.039
0.037
0.025
0.030
0.030
0.028
0.035
0.034
0.040
0.033
0.027
0.048
0.032
0.057
0.028
0.036
0.040
0.043

( 7.042)

DSIGMA(2)

(1.120)
(0.197)

DSIGMA(2)
(1.877)




INCIDENT MOMENTUM

COS

0.909
0.859
0.764
0.651
0.527
0.425
0.396
0.305
0.263
0.174
0.132
0.032
0.006
-0.114
-0.117
-0.225
-0.270
-0.327
-0.423
-0.570
-0.704
-0.819
-0.908

POL

0.33
0.26
0.36
0.46
-0.03
0.12
0.50
0.10
0.17
-0.33
-0.93
-1.17
-0.98
-1.66
-0.94
-0.68
-0.59
-0.63
-1,07
-0.04
0.00
-0.56
0.25

INCIDENT MOMENTUM
CENTER OF MASS MOMENTUM= 766.3 MEV/C

COsS

0.912
0.859
0.763
0.6489
0.524
0.431
0.392
0.312
0.258
0.181
0.127
0.040
0.000
-0.110
-0.120
-0,.231
=0.264
-0.417
-0.565
-0.701
-0.817
-0.907

POL

0.07

0.21

o.u8

0.32

0.48
-0.23
-0.73
-0.13
-0.87
-0.89
-0.91
-0.76
-1.06
-0.62
-1.32
-0.90
-0.78
-0.52
-0.67

0.96
-0.27
-0.72
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Table 4

=168L4,0 MEV/C
CENTER OF MASS MOMENTUM= 751.8 MEV/C

DPOL

0.20
0.06
0.07
0.1k
0.28
0.37
0.35
0.30
0.39
0.26
0.33
0.41
0.42
0.72
0.35
0.36
0.22
0.46
0.43
0.53
0.56
1.03
1.36

SIGMA(1) DSIGMA(1) SIGMA(2)

4L.869
3.146
1.538
0.495
0.164
0.117
0.124
0.147
0.105
0,156
0.155
- 0.094
0.130
0.100
0.119
0.147
0.171
0.154
0.088
0.061
0.083
0.046
0.052

=1734.0 MEV/C

DPOL

0.13
0.05
0.09
0.11
0.26
0.28
0.50
0.23
0.25
0.24
0.40
0.20
0.36
0.19
0.48
0.28
0.23
0.20
0.58
0.55
0.42
0.53

0.974
0.629
0.137
0.060
0.034
0.032
0.031
0,033
0.031
0.031
0.055
0.025
0.037
0.039
0.029
0.038
0.028
0.050
0.025
0,024
0.035
0.033
0,053

( 3.297)
( 2.697)

SIGMA(1) DSIGMA(1) SIGMA(2)

5.208
3.385
1.476
0.603
0.164
0.143
0.076
0.158
0.124
0.138
0.104
0.164
0.132
0.185
0.116
0.149
0.121
0.164
0.049
0.072
0.123
0.135

1.042
0.677
0.295
0.060
0.029
0.029
0.026
0.027
0.022
0.024
0.028
0.024
0.031
0.027
0.034
0.030
0.020
0.024
0.020
0.024
0.037
0.050

DS1GMA(2)

(0.973)
(0.232)

DSIGMA(2)

(1,206)
(0.254)
(0.099)




INCIDENT MOMENTUM

COS

0.914
0.859
0.762
0.647
0.521
0.437
0.387
0.319
0.253
0.188
0.121
0.0L46
-0.006
-0.103
-0.126
-0.237
-0.257
-0.338
-0.422
-0,.561
-0.697
-0.814
-0.905

INCIDENT MOMENTUM

CoS

0,916
0.859
0.760
0.643
0.514
0.379
0.332
0.243
0.202
0.110
0.061

-0.018

-0.089

-0.138

-0.245

- =0.249

-0.401

-0.552

-0.691

-0.811

POL

0.00

0.08

0.22

0.33

0.91
-0.86

0.53
-0.30
-0.85
-0.57
-0.93
-0.52
-0.64
-0.82
-1.28
-0.34
-0.80
-0.87
-0.89
-0.63
-0.15
-0.11
-0.98

POL

0.08
0.20
0.38
0.39
1.28
0.93
-0.47
-0.93
-0.38
-0.47
-0.37
-0.51
-0.85
-1,34
-0.39
-0.86
-0.87
-0.33
-0.73
0.84
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Table D

=1784.,0 MEV/C
CENTER OF MASS MOMENTUM= 780.6 MEV/C

DPOL

0.09
0.05
0.06
0.11
0.27
0.30
0.64
0.21
0.33
0,21
0.31
0.25
0.39
0.25
0.63
0.42
0.28
0.39
0.23
0.33
0.53
0.30
0.79

SIGMA(1) DSIGMA(1) SIGMA(2)

5.158
3.225
1.542
0.521
0.149
0,121
0.056
0.161
0.090
0.153
0.089
0.114
0.100
0.127
0.079
0,111
0.092
0.147
0.134
0,093
0.056
0.164
0.075

=1884.0 MEV/C
CENTER OF MASS MOMENTUM= 808.6 MEV/C

DPOL

0.10
0.05
0.07
0.12
0.43
0.76
0.40
0.40
0.26
6.31
0.22
0.32
0.46
0.74
0.31
0.51
0.29
0.34
0.39
0.63

1.031
0.646
0.127
0.053
0.027
0.025
0.024
0.025
0.020
0.023
0.018
0.021
0.027
0.022
0.029
0.033
0.018
0.038
0.022
0.021
0.021
0.035
0.037

( 5.063)
( 2.893)

SIGMA(1) DSIGMA(1) SIGMA(2)

6.055
3.512
1,498
0.507
0.109
0.058
0.097
0.117
0.140
0.109
0.185
0.150
- 0.068
0.085
0.109
0.122
0.127
0.094
0.088
0.092

1,211
0.272
0.133
0.055
0.028
0.028
0.027
0.030
0.026
0.024
0.030
0.033
0.020
0.035
0.024
0.040
0.024
0.023
0.023
0.037

( 4.920)

DSIGMA(2)

(1.230)
(0.221)

DSIGMA(2)
(1.220)

C




INCIDENT MOMENTUM

cos

0.917
0.859
0.759
0.641
0.511
0.375
0.237
0.104
-0.024
-0.144
-0.238
-0.255
-0.355
-0.395
-0.547
-0.687
-0.903

INCIDENT MOMENTUM