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ABSTRACT

A new experimental apparatus, designed principally for a high sensitivity search
for �� ! �� oscillation, has been successfully constructed and made operational by
the CHORUS Collaboration for the CERN-WA95 experiment. It consists of a large
emulsion target, a scintillating fiber tracker system with optoelectronics read-out, an
air-core magnet, a set of trigger hodoscopes, a calorimeter based on the lead/scintillating-
fiber technique, and a muon spectrometer. The design, construction and performance
of the entire apparatus and of the different detectors are described.
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1 Introduction

Neutrino masses and mixings, if they exist, will have profound implications
for particle physics, astrophysics and cosmology [1]. The investigation of these funda-
mental neutrino properties remains one of the great challenges in experimental particle
physics. Reports on the anomalies in measurements of solar, atmospheric and medium-
energy accelerator neutrinos, as well as on the observations inferring the existence of
cosmological Dark Matter in the Universe, can be explained by invoking massive neu-
trinos [2]. In this scenario, a high sensitivity search for�� ! �� oscillation has great
relevance [3].

The principal aim of the CERN-WA95/CHORUS (CERN Hybrid Oscillation
Research ApparatUS) experiment [4] is to search for neutrino oscillation in the�� !
�� appearance channel with the CERN SPS Wide-Band Neutrino Beam (WBB). The
experiment was approved in September 1991 and the construction of the detector was
completed by November 1993. Physics data taking started in May 1994 and will con-
tinue until the end of 1997.

The�m2
�� versussin22��� parameter space explored by CHORUS, together

with regions excluded by previous experiments, is shown in Figure 1. With four years
of data taking, the expected sensitivity issin22��� � 2� 10�4 at large�m2

�� . This
measurement would constitute an improvement of more than a factor of twenty over
existing limits [5]. The parameter space explored by CHORUS is relevant for the
hypothesis of�� as a Dark Matter candidate [6].

In addition, the experiment is sensitive to�e ! �� oscillation, to a level of
sin22�e� � 10�2 at large�m2

e� . It is also expected to contribute to the studies on
structure functions and charm physics, using the neutrino beam as a probe.

In this paper the experimental apparatus is described, with particular emphasis
given on the design, construction and performance of the different detector subsystems.

2 Conceptual design

In the CHORUS experiment, the signature for�� ! �� oscillation is the ex-
plicit detection of the vertex in the charged-current (CC) interaction��N ! ��X and
of the subsequent decay topologies of the short-lived�� to its daughters (“kink” for
one-prong decays, and “star” for three-prong decays), shown schematically in Figure
2. The principal decay channels of the�� which are studied include:

�� ! �� �����

�� ! (hadron�)(n�0)��

�� ! (�+����)(n�0)��
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with branching ratios of 17.8%, 50.4% and 13.8%, respectively. At the typical energies
of the CERN Neutrino Beam, the� leptons produced in the case of oscillation with
large�m2 have an average flight path of order 1 mm (the mean life of the� -lepton
being3� 10�13s).

CHORUS adopts the “hybrid” approach of combining the emulsion and the
electronic detection techniques. The schematic diagram of the CHORUS apparatus is
depicted in Figure 3. The experimental set-up is composed of an emulsion target, a
scintillating fiber tracker system, scintillator trigger hodoscopes, an air-core magnet, a
lead/scintillator calorimeter, and a muon spectrometer.

The target material consists of a total of 770 kg of nuclear emulsion, where
the neutrino interactions are recorded. Nuclear emulsion provides three-dimensional
spatial information with an excellent resolution of the order of 1�m, as well as a high
hit density of 300 hits/mm along tracks. They are therefore ideal for the unambiguous
detection of short-lived particles. This is crucial to attain the design sensitivity, where
the rejection of the events due to��N interactions has to be better than the10�6 level
[4]. Reconstruction and analysis of the neutrino events recorded in the emulsion target
is carried out by automatic scanning systems.

Downstream of the emulsion target are the electronic detectors. The fiber
tracker system provides accurate trajectory predictions back to the emulsion target.
The good two-track resolution is crucial for event reconstruction. Together with the
air-core magnet, the tracker also measures the charge and momentum of the travers-
ing particles. The calorimeter provides high-resolution measurements for the energies
and directions of the hadronic and electromagnetic showers, as well as tracking ca-
pabilities. The charge and the momentum of the muons are measured by the muon
spectrometer system.

The trajectories of charged particles reconstructed by the fiber tracker are traced
back into thin interface emulsion-plates. These are placed directly downstream of the
emulsion target, where scanning starts. Once track segments are found in these inter-
face plates one can in turn extrapolate with high accuracy into the emulsion target, to
locate the vertex positions. This procedure can be performed for a sample of the events.
Using the information given by the electronic detectors, events with kinematics close
to the�� charged-current interactions are pre-selected out of the overwhelming�� in-
teractions. Consequently, the required scanning time for the emulsions is reduced.
Once events with the typical decay topologies are located in the emulsion target, fur-
ther kinematical and particle identification considerations provide the constraints to
discriminate the�� signals from the background events with similar topologies, such
as those due to charm decays or to the elastic scattering of pions.

3 The neutrino beam
The West Area Neutrino Facility (WANF) of the CERN SPS provides a beam
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of �� with energies mostly above threshold for�� CC interactions. Protons are accel-
erated by the SPS to an energy of 450 GeV with a cycle of 14.4 s. They are extracted
in two 6 ms long spills separated in time by 2.7 s, onto a beryllium target, producing
mainly pions and kaons. Neutrinos originate from their decays in flight, mostly in a
289 m long vacuum tunnel. In this paper we will refer to the “interspill” defined as the
time interval between the first and the second spill (� 2.7 s), and to the “interburst” as
the interval between the second spill and the first one of the following SPS cycle (� 12
s). The time structure of the SPS cycle is shown in Figure 4.

A second experiment on�� ! �� oscillation, CERN-WA96/NOMAD [7] is
running in the same neutrino beam line downstream of the CHORUS experiment. A
description of the WANF in the wide band horn-focused configuration adopted for the
CHORUS and NOMAD experiments can be found in [8], and its layout is shown in
Figure 5.

A major reconstruction of the WANF took place in 1992 and 1993. The main
modifications are as follows. The electronics, data aquisition and control system of
the Neutrino Flux Monitoring system (NFM) were replaced with modern equipment.
The target and the focusing section of the beam line were completely dismantled and
cleared of radioactive waste. A new target station was installed with improved radia-
tion containment properties. The geometry of the beryllium target was left unchanged
with 11 rods of 10 cm length (separated by 9 cm gaps) and of 3 mm diameter, larger
than the full width of the proton beam. A new tapered small-angle collimator matches
the parent beam to the horn aperture.

A larger number of detected�� CC events can be obtained raising the average
neutrino energy: the cross-section increases rapidly with energy (above a threshold
of about 3.5 GeV) and so does the detection efficiency. A larger average neutrino
energy was achieved by increasing the distance from the target of both focusing lenses
by about 8 m. The first and the second lens (called the “horn” and the “reflector”,
respectively) are now 20 m and 90 m downstream of the target. Two successive helium-
filled tubes of 80 cm diameter and total length of about 100 m were inserted in the flight
path between the horn and the reflector and between the reflector and the decay tunnel.
This allows to reduce the absorption of parent mesons whose decays give rise to the
neutrinos.

Positive (negative) mesons are focused (defocused) by the horn and the reflec-
tor. A few percent contamination of muon antineutrinos is nevertheless present in the
beam owing to the decay of negative parent particles. In order to reduce this back-
ground source, a new large angle collimator was introduced in front of the reflector to
intercept defocused negative parents before their decay.

The neutrino beam has an upward slope of 42 mrad. The axis of the CHORUS
apparatus is correspondingly inclined with respect to the floor of the experimental hall
so to coincide with the neutrino beam axis. However, individual detector modules are
installed vertically.
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neutrino species relat. abundance < E > (GeV)

�� 100 % 26.9

��� 5.6 % 21.7

�e 0.7 % 47.9

��e 0.17 % 35.3

Table 1: The relative composition of the CERN Wide Band Neutrino Beam at the
CHORUS experiment.

The rebuilt neutrino facility has operated since the end of 1993. Its complete
re-alignment is described in [9]. The improved cooling system enables the beryllium
target to sustain high proton intensities (up to the record value of1:5 � 1013 for each
of the two spills).

Abundances and mean energies of all neutrino species were measured, together
with the absolute muon neutrino event rate, in the previous CHARM II experiment
[11]. The corresponding values at the CHORUS detector, which has smaller lateral di-
mension and is situated about 60 m upstream, can be estimated from this measurement,
with the help of a Monte Carlo simulation. The results are summarized in Table 1. The
estimated muon event rate in CHORUS is2:1 � 10�14 CC events per proton. The��
contamination of the beam, the irreducible background for the�� ! �� oscillation
search, is expected to be at the (negligible) level of��CC=��CC � 3� 4� 10�6 [10],
corresponding to� 0:1 background events for the total CHORUS data taking.

The modifications introduced to the neutrino beam line, however, affect the
values shown in Table 1. Figure 6 shows the energy spectra of the different compo-
nents of the neutrino beam intercepted by the CHORUS emulsions (1.4� 1.4 m2 area)
as predicted by a full Monte Carlo simulation of the modified beam line. They should
be taken only as a preliminary indication, in view of the uncertainties affecting the
neutrino beam simulation, mostly due to the limited knowledge of the yield of pions
and kaons from hadronic interactions in the target and in other materials. A measure-
ment at the CHORUS location in the modified beam line is necessary and is currently
in progress.
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4 The emulsion target and the interface sheets
The emulsion set-up consists of two components: (a) the emulsion target,

where neutrino interactions are recorded, and where the typical decay topologies are
searched for among the trajectories of the charged particles from the vertices; and (b)
the thin emulsion sheets, which are used as a high-accuracy interface between fiber
trackers and target. Depicted in Figure 7 is the principal arrangement of the target
region, showing the emulsion target and interface sheets (labelled “CS” and “SS”),
with the target tracker modules. The complete target region is made up of two such
arrangements, one behind the other.

The emulsion target has a total volume of 206 liters for a mass of 770 kg. As
the total thickness of the target amounts to almost 4 radiation lengths (X0 � 29 mm
in emulsion) and 0.32 interaction length (one interaction length corresponds to 35 cm
of emulsion), it is divided into four stacks each having a surface area of 1.42� 1.44
m2 and a thickness of 2.8 cm. Each stack is further subdivided into 8 sectors of 0.71
� 0.36 m2 area, each consisting of 36 emulsion sheets. In each plate, emulsion gel1

with a thickness of 350�m is poured onto both faces of a 90�m thick tri-acetate
cellulose foil. Each face is dried for 2 days at 20oC and a relative humidity of 80%.
The plates are subsequently piled-up in close contact within one sector and vacuum
packed within a thin shielding envelope made of aluminized paper, to preserve their
initial water content.

Downstream of each emulsion stack are three sets of interface emulsion sheets
with the same lateral dimensions, each consisting of an acrylic plate 0.8 mm thick
coated on both sides with a 100�m thick emulsion layer. They are placed between
the emulsion target and the next downstream fiber tracker module, as shown in Figure
7. The “special sheet” (SS) is packed at the downstream side of the target emulsion
stack, and is replaced by a new sheet after one year of exposure. The two “changeable
sheets” (CS1 and CS2) are mounted at the two faces of a 1 cm thick honeycomb panel,
positioned in front of the first fiber tracker module downstream of the emulsion target.
In the 1994-95 data taking, the changeable sheets were replaced every three to six
weeks during the running time of the experiment, to provide favourable background
conditions for the recognition of the predicted tracks in the emulsion. In the 1996-97
data taking only one change per year was found necessary, due to the reduction of the
background.

The relative alignment among the interface sheets (both CS2 to CS1 and CS1
to SS) is realized by means of sets of 15 X-ray “guns” per sector, that produce a pattern
of black dots (“fiducial marks”) of 1 mm diameter in each pair of sheets. The X-ray
guns (brass cylinders filled with55Fe sources) are placed in a honeycomb structure
that also keeps the desired distance between sheets. The relative alignment between
adjacent emulsion layers is realized by the tracks of passing-through muons.

1The emulsion gel used is the ET-7B produced by Fuji, Japan, and BR-2M produced by NII KHIM-
FOTO PROEKT PLC, Russia.
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The combination of fiber trackers and emulsion sheets provides the needed
time resolution in correlating tracks of particles from selected events, while keeping
the desired high spatial resolution. In order to handle high-multiplicity events, the first
planes of the fiber trackers are placed 50 mm downstream of the emulsion target. The
changeable sheet CS1 is at a distance of about 1 mm (15 mm for CS2) to the closest
fiber plane to reduce extrapolation errors.

The target emulsion stacks are positioned vertically inside a rigid frame with
the changeable sheets and the scintillating fiber trackers. Particles originating from
neutrino interactions are emitted at small angles with respect to the beam, so that tracks
are almost perpendicular to the emulsion plates. This allows fast semi-automatic [12]
and automatic scanning [13] to be performed.

Each set of target emulsion is used for two years of data taking in the neutrino
beam. The total exposure time in the beam is about 10 months. Special care is required
to keep under control the process of emulsion fading (the erasing of the latent image
due to diffusion, which is strongly dependent on the temperature) and the accumulation
of background tracks (which reduces the visibility in emulsion scanning). To reduce
fading, the emulsion stacks are kept at a temperature of (5.0� 0.5) oC in a cool box
containing the whole target area, the hexagonal magnet, the associated fiber trackers
and the trigger planes, as shown in Figure 3. As a result, the change in the lateral
dimensions of the emulsion due to thermal variations is also minimized. The relative
humidity of the cool box is stablized at 60%.

Possible background sources are systematically monitored and shielded. The
number of cosmic ray tracks, that sum up to 180 m�2s�1 on a horizontal surface,
is halved by always keeping the undeveloped emulsion plates vertical, since the flux
strongly peaks around the vertical axis. Although these tracks have completely dif-
ferent directions, and can hardly simulate those from a neutrino interaction, they can
pile-up to a dangerous level over long periods. Therefore, during the six months shut-
down between the exposures of two consecutive years, the emulsions are stored inside
a cooled iron shield 150 m underground (in the LEP-ALEPH pit), so that the cosmic-
ray flux is reduced to less than 0.1%. The ambient radioactivity at the CHORUS loca-
tion, mainly consisting of low-energy gamma rays originating from the concrete of the
floor and of the walls, and giving rise to short-range Compton or photo-electrons in
emulsion, is efficiently shielded by inserting 8 cm thick iron plates around the target.

There is also background, predominantly penetrating muons, arising from sec-
ondary SPS West Area beams. The major source is a test beam (“X7”) also used by
CHORUS for calibration purposes (see Section 12). Figure 8 shows the angular distri-
bution of emulsion tracks during a typical run: the dominance of the muons associated
with the X7 beam is conspicuous. The flux of these muons is reduced by imposing
constraints on the beam polarity, intensity and energy. As an example, the X7 beam,
tuned for 100 GeV/c negative particles, produces at the target position a flux of muons
about 10 times larger than other sources, and about 5 times larger than when it is set

9



at 30 GeV/c or for positive particles. Therefore, X7 is only allowed to run with posi-
tive polarity during the neutrino exposures, at a typical momentum of 25 GeV/c. The
muons originating from X7 are out-of-time with respect to the neutrino spill, and hence
do not contribute to any trigger. In the emulsion scanning an angular cut around the
direction of the X7 muons is applied to minimize contamination to the neutrino-event
related tracks. However, since the X7 muons are recorded in the emulsion, they are
used for the internal alignment of emulsion sheets and for distortion corrections.

5 The fiber tracker and optoelectronic read-out
system

5.1 Scintillating fiber tracker

Scintillating fibers are adopted to provide tracking downstream of the emulsion
target because of their good spatial and two-track resolution. The choice of optoelec-
tronic read-out allows a cost-effective system to be built. The CHORUS fiber tracker
system [14] is based on a total of more than one million plastic scintillating fibers2 of
500�m in diameter and 2.3 m in length (comprising 1.6 m of useful detector element
and 0.7 m of flexible light guide). Fiber ribbons with 7 layers in a “staggered” ge-
ometry were constructed using a specially designed fiber-winding machine [15]. Each
layer is painted with a TiO2-based white paint, which acts both as a glue and as an
extra-mural absorber (EMA) to prevent cross-talk. The far ends of the ribbons are pol-
ished and sputtered with aluminium. The reflectivity thus obtained is about 80%. The
tracker system consists of two components:

The target tracker (TT)
The target region consists of four target emulsion stacks and eight target tracker mod-
ules, half of which are shown schematically in Figure 7. Each tracker module consists
of four projection planes (Y, Z, and Y� Z� rotated by�8� relative to Y, Z). Each pro-
jection plane is constructed with 7-layer ribbons. There are 8 target tracker modules
altogether, interleaved between the 4 target emulsion stacks, as depicted in Figure 7.
By using the information from the four projections, three-dimensional trajectories of
traversing particles can be unambiguously reconstructed.

The major role of the target tracker is to locate the stack where the neutrino in-
teraction takes place, and to make accurate track predictions at the interface emulsion
sheets (shown as CS in Figure 7). Both informations are essential for track scanning
and following back into the emulsion target. The distance between the target emulsion
stacks and the closest downstream tracker module (40 mm) is defined by two conflict-
ing requirements: the two-track separation at the tracker and the accuracy of the track
prediction extrapolated back.

2SCSF-38, Kuraray, Japan.
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The “diamond-shaped” magnet tracker (DT)
As displayed in Figure 9, there are three magnet tracker modules, one upstream and
two downstream of the air-core toroidal magnet. Each tracker module has hexagonal
shape and consists of two planes. Three adjacent “paddles”, arranged as shown in Fig-
ure 10, constitute one plane, which allows to measure the three coordinates at 120�

from each other. The second plane is rotated by 60� with respect to the first, provid-
ing measurement of the complementary coordinates. Paddles are made up of 7-layer
ribbons. Both the magnet and the tracker have the same six-fold symmetry, such that
one of the two coordinates measured by each module is in the bending plane. The
magnet tracker measures the charge and momentum of the particles (in particular, of
the daughters from the decay of the� ) originating from a neutrino interaction at the
target.

5.2 Optoelectronic read-out system

The optoelectronic technology allows a cost-effective read-out system to be
built for the one million fibers. At the read-out ends, the fiber ribbons are bundled
together and coupled to a total of 58 optoelectronic read-out chains, each of them con-
sisting of four image intensifiers and a CCD camera3 [16], as depicted schematically
in Figure 11.

A medium-slow phosphor P11 with 50 (90) % of the light collected in 50 (500)
�s is adopted for the first image intensifier stage (an electrostatic demagnifier from 100
mm to 25 mm) so that only a negliglible amount of light is lost in the first 0.5�s due to
trigger delay. The phosphor chosen for all other stages is the fast P46. The photocath-
ode of each stage is optimized to match the spectral emission of the preceeding stage.
Background considerations restrict the integration time of the gateable Micro-Channel
Plate (MCP) to be 20�s or less, corresponding to the collection of about one third of
the light emitted by the first stage. The net gain of the entire assembly of the image
intensifiers ranges from104 to 105, and the net demagnification factor from the fiber
bundle input to the CCD surface is 0.11.

The CCD sensor contains an image zone and a memory zone, with an “an-
tiblooming” facility in the image zone to provide fast clear capabilities in 1�s. The an-
tiblooming consists of a special electrode-grid placed between pixel rows and columns.
It prevents charge to flow from one pixel to the neighbouring ones.

Each zone consists of 550� 288 pixels with 16� 23�m2 dimensions, corre-
sponding to 145� 209�m2 in the detector space. The transfer time from the image
to the memory zone is about 125�s, while the read-out of one image, done during

3(100/25) electrostatic image intensifier - Hamamatsu Photonics, Japan; (25/25) and (25/11) elec-
trostatic image intensifiers - Delft Electronische Produkten (DEP), The Netherlands; (25/25) MCP -
Proxitronic Funk, GmbH & Co., Germany; CCD sensor - Thomson TH7864, Thomson, France.
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the interspill or interburst intervals, takes 20 ms per event. Therefore, the system can
record two events in the neutrino spill which lasts for 6 ms.

The schematic diagram of the CCD read-out and data acquisition is shown in
Figure 12. The CCD camera design is based on a central generation of trigger and
synchronization signals that are further distributed to the individual CCD sensors. The
8-bit digitized data from each sensor are combined together with the video synchro-
nization signals by specially designed translator cards. The resulting data are subse-
quently transferred via a video interface bus to a VME image processor board4 [16].
A total of 29 processor modules are required to read-out the 58 image intensifier and
CCD chains. They perform on-line data processing and compression during interspill
time and typically require 1 s per event. The compressed data are then transferred to
the central CHORUS data acquisition system.

In order to measure the image distortion and to monitor the performance of the
optoelectronic read-out, a calibration system (shown schematically in Figure 13) was
constructed [16]. A set of 45 “fiducial” fibers, each with 127�m diameter, is coupled
to an optoelectronic chain with light input supplied by a computer-controlled LED
pulser. Based on measurements with the fiducial calibration system, the performance
of the optoelectronic read-out can be monitored independently of the fiber trackers.

5.3 Intrinsic hardware performance

The average quantum efficiency of the optoelectronic chains was determined to
be 18%, from measurements performed using a photomultiplier with known quantum
efficiency. By comparing the given positions of the fiducial fibers at the input window
with the measured ones on the CCD, a distortion correction can be evaluated. The
achieved accuracy corresponds to a resolution (at the fiber tracker level) of� �110�m,
transverse to the beam axis.

Two parameters characterize the spatial resolution of the read-out system. The
“spot size” (the width of the charge distribution induced on the CCD from a single
photoelectron in the first image intensifier) is due to the intrinsic resolution of the
optoelectronic read-out chain. The “spot displacement” (the deviation of the center of
gravity of a cluster from its mean position) is caused mainly by the focusing of the
first image intensifier. Based on measurements with the fiducial fibers, the standard
deviation for the spot size and displacement at the input window are 136�m and
89�m, respectively.

Muons associated with the neutrino beam provide minimum-ionizing particles
for the measurement of the intrinsic properties of scintillating fibers. The signals
recorded by the CCD when such muons traverse a fiber ribbon are shown in Figure
14. The ribbon hit density as a function of the distance from the read-out is shown

4VME SL30 processor - Eltec, Mainz, Germany.
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in Figure 15. The measured hit density is about 5 and 7 hits/ribbon at the far (220
cm) and near (70 cm) ends of the detector, respectively. The “bare fiber” light atten-
uation length is about 220 cm, while the “effective” attenuation length of the tracker
system (fibers with mirrored ends) is about 600 cm. No observable deterioration of
the attenuation length (fiber ageing effect) over the course of 30 months was detected.
The tracker detector inefficiency per ribbon (the probability for a minimum-ionizing
particle to pass without producing any signal recorded by the CCD) is evaluated using
beam muon data, and amounts to2� 10�3.

Muons associated with the neutrino beam, as well as cosmic ray muons, are
used to align the different planes of the fiber trackers with a resulting accuracy of
20 �m for each degree of freedom. After the alignment procedure is performed, the
measured track residual per fiber ribbon has a width� � 180 �m.

Based on measurements of several hundred of beam muons located at the in-
terface emulsion sheets, the prediction accuracy for isolated minimum-ionizing tracks
(deviation of the target tracker predictions on the emulsion sheets from the found
tracks) is� � 150 �m in position and� 2:5 mrad in angle. By unfolding the ex-
pected intrinsic resolution of 1.5 mrad for the emulsion sheets, the intrinsic angular
resolution of the fiber tracker alone is� � 2 mrad.

6 The hexagonal magnet

An air-core magnet of hexagonal shape is located between the target region and
the calorimeter for the measurement of the charge and momentum of particles before
they enter the calorimeter. The momentum measurement is also used to predict the
range of low energy (1-2 GeV/c) muons which do not reach the muon spectrometer.
The air-core magnet is installed as an integral part of the target region in the cool box,
which provides a constant ambient temperature of 5oC.

Severe constraints were imposed on the magnet design. A stray field would
prohibit the use of electrostatic image intensifiers for the fiber trackers, and complicate
the tracking unnecessarily. The magnet length is restricted in order not to reduce the
acceptance of the downstream calorimeter and spectrometer. The amount of material
traversed by particles needs to be minimized.

The toroidal air-core magnet was built to satisfy these constraints. It is made of
six equilateral triangles with 1.5 m sides, 0.75 m depth, and housed in a cylinder with
3.6 m diameter, as shown in Figure 16. Windings of thin aluminium sheets cover all
faces of the triangles, producing in each triangle section a homogeneous field parallel
to the outer side. The field strength has no radial dependence.

The material of the front and back faces corresponds each to less than 4% of
a radiation length. The six spokes of the magnet, formed by two sides of adjacent
triangles, represent a dead space for momentum reconstruction. Averaged over all
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charged tracks with momentum between 2.5 and 10 GeV/c the geometrical acceptance
of the magnet is85%. The magnet current is pulsed with a duty-factor of� 4�10�3, to
follow the time structure of the neutrino beam. A field of 0.12 Tesla is obtained with
a power dissipation of 15 kW. The stray field is� 1.5 Gauss at 1 cm distance from
the magnet surface. The dense packing of detectors in front and behind the magnet
requires this heat to be dissipated by blowing cold air along the conductors at the
inside of each magnet triangle. The warmed-up air is then collected and evacuated to
the outside of the cool box. More details on the magnet design and construction can
be found in [17].

The momentum resolution�p

p
of the magnet tracker results from the quadratic

combination of two terms: a constant term, evaluated at 22%, from the multiple
scattering in the traversed material (mainly the front and exit faces of the magnet)
and a term proportional to the momentum, which reflects the measurement accuracy.
The value expected for this term from the intrinsic tracker resolution is(�p

p
)expect =

2:5%� p GeV/c.

Beam muon data were recorded with the air-core magnet being pulsed. By
comparing to the momentum measured by the muon spectrometer system, the reso-
lution of the magnet trackers can be evaluated. Displayed in Figure 17 are the RMS
values of the relative difference between the measurements by the spectrometer and
by the magnet tracker as a function of the spectrometer momentum. This distribu-
tion is well reproduced by convoluting the known spectrometer resolution (�p

p
� 7%

below 6 GeV/c, where the range of the stopping muon is used, and� 16:5% above
6 GeV/c, where the curvature is measured) and a tracker resolution giving rise to a
(�p

p
)meas = 3:5% � p GeV/c, as indicated by the solid line in Figure 17. The sign of

the charge for particles with momentum of 5 GeV/c can then be determined with better
than the three standard deviation level. Residual alignment problems such as imper-
fect planarity and thermal effects caused by the magnet pulsing are currently being
investigated as possible sources of this discrepancy from the design resolution.

7 The calorimeter

The electronic detectors provide measurements of the kinematical variables
crucial for: a) the selection of events for emulsion scanning, and b) the suppression
of background events with the typical decay topologies. Both tasks require that the
hadron shower from the neutrino interaction is measured with good angular and energy
resolution by a calorimeter. In order to detect the muonic decay of the� , it is also
necessary to efficiently track throughgoing muons in the calorimeter and to match
their trajectories with those determined by the other detectors of the apparatus.

The CHORUS calorimeter was designed to fulfill these requirements. It is the
first large scale application of the calorimetric technique of embedding scintillating
fibers into a lead matrix [18] (the “spaghetti” technique). Scintillating fibers of 1 mm
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diameter and lead as passive material, with a lead to scintillator volume ratio of 4:1,
were chosen to assure both compensation and good sampling, and consequently good
hadronic energy resolution. The fibers are placed in a direction perpendicular to the
beam direction, to provide angular measurements of the showers as well as tracking of
muons. Such a transverse configuration allows for the insertion of streamer tube cham-
bers to provide tracking capabilities and it also reduces the effect of light attenuation.
The most downstream part of the calorimeter is a lead/scintillator-strip sandwich with
the same volume ratio of 4:1.

7.1 The calorimeter design

The calorimeter has a modular construction, in which the elements are arranged
to form planes perpendicular to the beam and alternating in the horizontal and verti-
cal direction. The width of the modules is chosen to be much smaller than the size
of the average hadron shower, in order to reconstruct the center of gravity of the en-
ergy deposited by the hadrons produced in the interactions with good accuracy. The
calorimeter consists of three sections with decreasing granularity, called EM, HAD1
and HAD2. The first section measures the electromagnetic component of the hadronic
shower in neutrino induced events, while the other two sections complete the measure-
ment of the hadronic component. The total depth corresponds to 144 radiation lengths
and 5.2 interaction lengths. Consequently, 99% of the showers produced by a 5 GeV/c
pion can be contained (about 90% of the hadrons produced in neutrino interactions
have momentum less than 5 GeV/c). EM and HAD1 are made of scintillating fibers
and lead, while HAD2 is made as a sandwich of lead and scintillating strips.

Between the horizontal and the vertical planes of calorimeter modules, 22
planes of streamer tube chambers are inserted to allow tracking of the penetrating
charged particles, with digital signals recorded from the wires. Details of the streamer
tube chambers, which are also used in the muon spectrometer, are described in Section
8.3.

The calorimeter is shown in Figure 18. A detailed description of the module
construction and test can be found elsewhere [19]. Only the main features are summa-
rized here.

Two horizontal and two vertical planes, each of 31 modules, make up the EM
section. Individual modules are built by piling-up extruded layers of grooved lead
and plastic scintillating fibers positioned in the grooves. The groove diameter is 1.1
mm and the layer thickness 1.9 mm; the material, the same as for the HAD1 and
HAD2 modules, is lead and 1% admixture of antimony, to improve the mechanical
properties. A module consists of a pile of 21 layers, 2620 mm long and 82.4 mm wide,
and 740 fibers of 3050 mm length. On either side of the module, fibers are assembled
in two hexagonal bundles, defining two different read-out cells with about 40�40 mm2

cross-section. Each of the fiber bundles is coupled to a 1” photomultiplier (PM) via a
plexiglas light guide.

15



The HAD1 section consists of 5 planes (three horizontal and two vertical). A
plane is formed by 40 modules, each made of 43 extruded layers of lead identical in
width and groove size to those used for the EM section, but with a length of 3350 mm.
The scintillating fibers have 3810 mm length, for a total of 1554 fibers per module.
Fibers are collected at both ends in a hexagonal bundle coupled via a light guide to a
2” PM.

The HAD2 section consists of 5 planes (three vertical and two horizontal) with
18 modules each, making a total of 90 modules. Each module is constructed by having
five alternate layers of lead bar (3690� 200 � 16 mm3) interleaved with two adjacent
scintillator strips (3714� 100 � 4 mm3 each). It is packed into a stainless steel box
open at both ends. Each of the two groups of five scintillators is coupled to 2” PMs
at both ends via plexiglas light guides; therefore, a single module is seen by a total of
four PM tubes, and contains two cells.

The analog signal of the 1256 photomultipliers of the calorimeter is digitized
by dual-range 8-bit ADCs. The nominal ratio of the conversion factors for the two
ADCs (high/low sensitivity) is set to 20 for all the channels: the actual value of this
ratio for each ADC is determined and monitored experimentally by means of cosmic
ray events. The ADC integration gate is 220 ns wide.

7.2 Test beam performance

The intrinsic performance of the calorimeter was determined in several mea-
surements with test beams of well-defined energy, performed on single modules and
on the completely assembled detector. In the latter case, the calorimeter, mounted on
rails, was shifted sideways with respect to its location in CHORUS to meet a SPS X7
test beam [20]. Another branch of this beam, the so called “direct beam”, is pointing
to the target region, nearly collinear to the neutrino beam (see Section 12).

The electron response was studied for different beam momenta in the range
from 2.5 to 10 GeV/c, relevant for the CHORUS experiment. For each momentum,
a Gaussian fit is performed to the distribution of the calorimeter signal, which is the
calibrated sum of the response of all modules, as obtained by computing the geometric
mean of the two photomultiplier signals of each module (see Section 12). The energy
resolution�(E)=E, is plotted in Figure 19 as a function of the electron energy. The
energy dependence is well fitted by the function:

�(E)

E
=

(13:8� 0:9)%
p
E(GeV )

+ (�0:2� 0:4)%

This result agrees with the Monte Carlo predictions. By studying electron showers
developing in different calorimeter zones, we estimated the nonuniformity in the elec-
tromagnetic response to be of the order of�5%.
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The response to pions was studied in the range from 3 to 20 GeV/c. The mea-
sured pion momentum dependence is found to be linear up to the highest energy within
less than 2%. From a Gaussian fit to the response distributions one determines the
energy resolution�(E)=E, which is plotted in Figure 20 as a function of the pion en-
ergy. The errors assigned to each point include a systematic uncertainty of about 2%,
evaluated by applying different event selection criteria to the data, and by studying
pions hitting different calorimeter positions. The above uncertainty is lower than in
the electron case (�5%). The main reason is the larger number of calorimeter mod-
ules involved in a hadron shower. The energy dependence of the hadronic resolution
is parametrized as:

�(E)

E
=

(32:3� 2:4)%
p
E(GeV )

+ (1:4� 0:7)%

The predictions of a Monte Carlo simulation, also shown in Figure 20, are consistent
with the data. Further results on the performance of the calorimeter may be found in
[21].

8 The muon spectrometer

The role of the CHORUS muon spectrometer5 is to identify muons and deter-
mine their trajectory, momentum and charge. The spectrometer is located behind the
calorimeter whose 5.2 hadronic interaction lengths filter nearly all the particles pro-
duced by neutrino interactions in the emulsion target except muons with momentum
higher than� 1.5 GeV/c. As displayed in Figure 21, the spectrometer is constructed
from six magnetized iron toroid modules and tracking detectors consisting of drift
chambers and limited streamer tubes. In addition, scintillator planes interleaved with
the magnet iron provide a measurement of the leakage of hadronic showers from the
back of the calorimeter. The fast signals from these scintillator planes are also used for
triggering.

The momentum resolution of the muon spectrometer is about 19% at 71 GeV/c,
as measured with test beam muons (Section 12.3). At lower momenta it is determined
with the help of a Monte Carlo simulation and the results are shown in Figure 22.

8.1 Magnets

The momentum of a muon is determined from the change of its trajectory in the
six toroidal magnets, originally used as calorimeter modules in the upgraded CDHS
detector [22] and later in the CHARM II end-system [23]. Each magnet is constructed
from twenty 2.5 cm thick iron disks with an outer diameter of 375 cm, interleaved

5The magnet modules and the drift chambers were kindly lent by the CERN CDHSW Collaboration.
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with 0.5 cm thick scintillator planes inserted into 0.6 cm gaps between the disks. Each
magnet weighs about 43 tons.

The iron is magnetized by four water-cooled copper coils passing through a
8.5 cm wide hole in the center of each magnet. The field in iron is nearly symmetric
in azimuthal angle and varies by 25% along the radius, providing a field integral of
approximately 0.85 Tesla�m per magnet [22]. To maximize the acceptance for��

decays, the polarity of the current of 700 A is set such that negatively charged muons
are focused, i.e. bent towards the center of the magnets. The magnets are separated
by 120.8 cm along the beam and placed vertically. The centers of the magnets are
positioned so they follow the 42 mrad slope of the beamline.

8.2 Drift chambers

The seven drift chambers [24] are part of the original detector used by the
CDHS experiment, and provide tracking in the muon spectrometer. They are mounted
vertically, one chamber in each of the seven tracking gaps in front of or behind the six
magnets, and placed so that their centers follow the slope of the neutrino beam. Each
chamber consists of three hexagonal drift planes oriented at 60� with respect to each
other, with the wires of the rear plane oriented horizontally. Each plane has 62 parallel
sense wires (40�m diameter, 375 cm long) separated by 6 cm and interleaved with
cathode wires.

The chambers are filled with 60% argon - 40% ethane mixture. The anode
sense wires and the cathode wires are held at a potential of 3700 V and -1000 V,
respectively. An approximately uniform electric field along the 3 cm drift path is
obtained by another row of field correction wires. The drift velocity is 5.3 cm/�s.
Signals are amplified by chamber-mounted preamplifiers and then read-out by TDCs
with 10 ns resolution, operating in “common-stop” mode. These TDCs can record up
to 4 hits per event, sufficient to handle neutrino data since typically only one track (the
muon) is recorded in the spectrometer. The signals are distributed in such a way that
any four consecutive wires are read-out by different TDC units.

The hit resolution of the drift chambers is about 1 mm and the efficiency per
plane better than 99%. With the chamber alone, right-left ambiguities can be resolved
for 83% of forward going tracks.

8.3 Streamer tube chambers

Each of the seven drift chambers is followed by a stack of eight limited streamer
tube planes of the former CHARM II calorimeter [23], slightly modified to reduce
wire cross-talk effects. They provide measurement of track segments in each gap and
eliminate unresolvable right-left ambiguities in the corresponding drift chamber.
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Each plane, covering an active area of 367� 367 cm2, consists of 352 square-
shaped limited streamer tubes with the inner area of9 � 9 mm2 and an average wire
spacing of 1.05 cm. The tubes are operated with a 27% argon - 73% isobutane mixture,
plus a 0.4% admixture of water vapour to prevent organic deposits on the wires. A
positive high voltage of 4300 V is applied to a conductive graphite coating of the inner
walls of the PVC tubes. The anode wires are held at ground potential and coupled
directly to the electronics.

External to the streamer tubes are 18 mm wide cathode pick-up strips with
21 mm spacing, orthogonal to the wire direction. They measure the track position
along the wire, identified by the center of gravity of the induced charge distribution.
Consecutive planes have alternating horizontal and vertical wire orientations, so that
each stack of streamer tubes in a tracking gap provides up to eight independent co-
ordinate measurements in each of the two views. On average, a forward going muon
produces 3.6 wire hits and 3.2 usable strip hits per view in a gap.

The original CHARM II electronics have been upgraded to supplement the dig-
ital tube read-out with drift-time measurement. The drift velocity saturates at 5�m/ns,
and a linear space-time relationship is assumed. The maximum drift-time is 90 ns for
normal incidence tracks.

The signals from each group of 8 consecutive wires are combined to form 44
drift-time read-out cells per plane. Since the occupancy of the muon spectrometer is
low, the digital hit pattern can be used to uniquely identify the wire in a cell. There are
fewer than 0.1% persistently inactive wire channels and the hit efficiency per plane for
beam muons is (90� 2)%, consistent with the geometrical acceptance.

Signals from four consecutive cells are multiplexed to a single input of a 10-ns
TDC of the same type as used for the drift chambers. The multiplexing is achieved
by delaying the four signals by about 300 ns with respect to each other, therefore
allowing the cell number to be unambiguously defined by the signal timing. The delays
are measured regularly during data taking and a hit resolution of about 800�m is
achieved. A logical OR of all wires in the plane is read-out by a 1-ns TDC. Such
a precise measurement is useful for cross-calibration of 10-ns TDCs, and supersedes
low-resolution measurements in the case of a single track.

All cathode strips have individual analog read-out channels, with the charge
digitized by dual-range flash ADCs. Clusters with two and more neighbouring strips
having signals above the threshold are used for subsequent analysis. The resulting
effective hit efficiency for the strip read-out is (80� 2)%. The induced charge distri-
bution is virtually independent of the cluster width, with 95% of the charge contained
in three central strips. Therefore, the cluster center-of-gravity is calculated using only
the maximum-charge strip and its two neighbouring strips. The relatively high noise
rate, due to the absence of front-end preamplifiers, limits the hit resolution to 2.4 mm
(rms) per plane for the streamer chambers strip read-out. However, this is sufficient
to provide a constraint for right-left ambiguity in the streamer tube drift-distance mea-
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surement, as well as a measurement in the case of wire read-out inefficiencies or fail-
ures.

Streamer chambers are also used in the other parts of the experiment for track-
ing purposes. There are 4 planes in front of the veto scintillators, 6 planes called the
“Tracker Streamer Tubes” (TST) (only 4 planes in the 1994 run), between the trigger
H-hodoscopes (see Section 9) and the calorimeter, and 22 planes interleaved between
the calorimeter planes. Originally, all these planes had only a digital read-out. In 1995
the TST planes were upgraded by adding a drift-time read-out with 1-ns TDCs. In
August 1996 the TST planes were replaced by the honeycomb trackers described in
Section 14.1.

The methods of track finding and track fitting for the muon spectrometer are
described in [25].

8.4 Scintillators

The scintillators embedded in the magnets are mainly used for triggering and
to detect possible energy leakage from the calorimeter, for special types of events.
In addition, a measurement of the momentum of muons which range out inside the
spectrometer (< 5 GeV/c at the entrance to the spectrometer) is performed using the
sampling of the iron by the scintillator planes.

Each scintillator layer in a magnet consists of 24 strips of 15 cm width, each
consisting of two independent halves separated by a mirror. Five consecutive layers
have the same (horizontal or vertical) strip orientation and form a read-out plane. Ev-
ery five consecutive half-strips in the beam direction form “half-counters” viewed by
a single PM [22]. Thus, each magnetic module has four read-out planes, two with
vertical and two with horizontal “counters”. The light attenuation in scintillators, aged
after 15 years since the magnets were built, is fairly strong (the yield varies by factor
� 5 over 180 cm long central half-counters).

After summing the signals from opposite half-counters, 90% of the sum signals
is fed into ADCs and 10% is used for triggering. The original CDHS trigger electronics
has been upgraded to provide a wider set of primary trigger signals, which are used
in the central trigger decision logic (Section 9) as well as in stand-alone subsystem
triggers. The efficiencies of the trigger signals are close to 100%.

The first two spectrometer modules serve as a hadronic shower tail catcher for
the calorimeter. For events having a longitudinal shower leakage, the total shower
energy is reconstructed by adding up the calorimeter and muon spectrometer measure-
ments, properly intercalibrated. The spectrometer energy resolution for shower tails
above 1 GeV is (110–150%)/

p
E(GeV ) (Section 12.3). Figure 23 illustrates the ef-

fect of the shower leakage correction for the case of a significant leakage, typical of
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“calorimeter” triggers (Section 9). For “main” neutrino triggers, with the leakage not
exceeding 2% of the shower energy, the correction is not applied.

9 The trigger system

The principal task of the trigger system is to select neutrino interactions in the
emulsion target region. The other important task is the sequencing of data taking with
the time structure of the neutrino beam. The main difficulties arise from the need to
form a “strobe” with no incoming charged particle and from the limit of 2 events per
neutrino spill imposed by the CCD optoelectronic read-out. The calorimeter and muon
spectrometer also act as a neutrino target in which more than one hundred events per
neutrino spill originate. Only about five of these are selected per spill.

The scintillator trigger-hodoscopes E, T, H, V and A, shown in Figure 24, are
used to select neutrino interactions in the target and to reject background from cosmic
rays, beam muons and neutrino interactions outside the target. A neutrino trigger in
the target region (the “main” trigger) is defined by a hit coincidence in E, T and H
consistent with a particle trajectory withtan � < 0:25 w.r.t. the neutrino beam axis.

A veto is formed by any combination of a counter hit in the veto hodoscopes
(V and A) and a hit in T, with precise timing to avoid vetoes due to backscattering,
as depicted in Figure 25. The T and V scintillator strips are coupled on both sides to
a photomultiplier. Photomultiplier signals are discriminated by a CAMAC constant
fraction discriminator with 200 ps “time walk”. A position independent signal is then
provided by a CAMAC mean timer, allowing a maximum relative delay between the
first and second discriminator pulse of 50 ns and a timing resolution of 200 ps. The
veto timing resolution thus achieved is 2 ns at FWHM.

The veto inefficiency at the level of10�3 is essential to reject beam-related
incoming muons. The muon flux incident on the detector during the neutrino beam
operation is measured to beN� � 18/m2 per1013 protons on target.

The measured rate of neutrino interactions is 0.5 events per1013 protons on
the SPS target corresponding to an effective neutrino target mass of 1600 kg. The
fraction of those events originating in the emulsion target is 50%. (In 1994, when
the E-hodoscope plane was not yet installed, the triggerable mass was 2000 kg, out
of which 40% of the interactions originated from the emulsion target.) The cosmic
background is very small, about oneT � H � �V coincidence per 100 ms. Owing
to the high redundancy of the trigger system and to the simplicity of requirements,
a trigger efficiency of 99% (> 90%) was measured for�� charged (neutral) current
events passing the off-line selection criteria.

Table 2 summarizes the trigger hodoscope characteristics. The E hodoscope
system is made of two staggered planes of seven 20 cm wide scintillators oriented
vertically. As shown in Figure 3, it is located 20 cm downstream of the emulsion
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target between target tracker modules 6 and 7. Being mounted as close as possible
to the exit of the emulsion target, it rejects neutrino interactions occurring in the iron
support structure of the target region and in the image intensifier chains used to read-
out the fiber trackers. The T system is made of two staggered planes of 15 scintillator
strips of 10 cm width and 160 cm length, oriented horizontally. It is located after the
last target tracker module. The thickness of the E and T hodoscope modules (1 cm)
minimizes the loss of tracking precision due to multiple scattering. The trigger plane
H, positioned in front of the calorimeter, consists of two staggered planes of 20 strips
of 10 cm width and 200 cm length, oriented horizontally.

The veto system V is installed 2 m upstream of the target region and consists of
two staggered planes of twenty 20 cm wide scintillators oriented vertically. It covers
an area of 3.2� 4 m2, large enough to screen beam related muons and to suppress
triggers produced by incoming muons. An additional anticounter A hodoscope made
of 2 planes of 16 scintillators 20 cm wide vetoes events due to interactions in the
concrete floor, reducing the total trigger rate by 13%. It is positioned below the V
plane and behind a 10 cm iron wall which absorbs soft backscattered particles from
the emulsion target.

E T H V A
# strips/plane 7 15 20 20 16

Strip width (cm) 20 10 10 20 20
Strip length (cm) 148 160 200 320 200

Area covered (cm2) 150�148 160�160 200�200 400�320 200�320

Table 2: Characteristics of trigger hodoscopes.

In addition to the main triggers, several other triggers were implemented, such
as an alignment trigger, a quasi-elastic neutrino event trigger in the calorimeter allow-
ing the measurement of the neutrino energy spectrum, and a dimuon trigger for charm
physics studies of events produced in the calorimeter or in the spectrometer. A total
of 16 different trigger types can be handled. Calorimeter and spectrometer triggers do
not require the read-out of the optoelectronics subsystem.

The trigger decision is made in four steps. The first one is provided by a so-
called strobe signal. In the case of a neutrino interaction in the emulsion target, the
main strobe is formed by a simple coincidence of T and H scintillator planes with
a rate of about 40 strobes per1013 protons on target. The strobe logic for the other
triggers is a simple coincidence from the calorimeter and the spectrometer, which is
mixed with the main strobe. Their rate is about 300 strobes per1013 protons on target.

The strobe signal provides the timing signal to start the pretrigger, which makes
a fast decision by checking a minimum set of conditions. For example, the main
physics trigger requires a coincidence of the strobe and neutrino physics gate and no
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activity in the veto planes.

In the next step the main trigger decision is initiated. A complex chain of VME-
Programmable Logic Units with high speed look-up memories (12 ns) processes the
decision input signals. The strobe latches the input data and generates the correspond-
ing output pattern within 20 ns. Low level patterns are determined based on detector
signals which allows counting number of planes, checking vetoes, applying fiducial
volumes. The trigger condition for the T and H scintillator planes is performed by
a custom designed dual width VME-Hodoscope Logic Unit. This unit accepts 30 T
inputs and 40 H inputs, applies a logic matrix operation on the input patterns and gen-
erates an output signal if the particle trajectory is consistent withtan � < 0:25 with
respect to the neutrino beam.

The final trigger pattern combinations are then calculated and sent to a VME-
Logic Matrix Unit. Coupled with the other pre-defined parameters like the scale-down
factors, this information is translated into a 16-bit trigger pattern. Each bit corresponds
to a different read-out pattern, allowing for a different set of subdetectors to be read
out for different triggers. The total decision time is about 100 ns.

Some triggers have to be validated by a specific enable signal to generate the
corresponding readout signal and thus can be downscaled. The frequency of the enable
signal defines the downscaling factor desired and the validation is made by the coinci-
dence of trigger bit and enable signal at the input of the Logic Matrix Unit (LMU).

In the 14.4 s cycle of the SPS accelerator there are two 6 ms neutrino spills,
separated by 2.7 s, as depicted in Figure 4. The data taking modes of the detector are
synchronized to the accelerator cycle with the help of a hardware interrupt handler and
timing signals from the accelerator. In the long interburst period, control is given to
the subdetectors which can take calibration events, each using a simple local trigger.
When a timing signal from the accelerator arrives, an interrupt is generated and control
is given to the trigger system. During the neutrino spill, the trigger processor detects
hardware triggers by polling the inputs of the interrupt handler. The essential trigger
conditions are read from the LMU and stored. If necessary, new trigger conditions can
be set in the LMU within 15�s. This allows to control the event limit of different
subdetectors in order to respect buffer sizes and to control the busy status of the CCDs.
The software can perform this task within the conversion time of the digitization and
therefore this operation does not contribute to the overall deadtime. At the end of the
spill, the steering software sends a list of event descriptors to the event builder, which
can then organize the read-out of all subdetectors.

The deadtime of the experiment is of about 10% in a typical neutrino spill of
6 ms width and1013 protons on target. The main sources are the CCD conversion and
read-out time (6%, of which 3% is due to the maximum limit of two events) and the
ADC/TDC conversion time of about 20�s for an average rate of 5 events/spill (3%).
The activity in the veto counters and the total strobe rate account for the remaining 1%.
The information used for the deadtime calculation, weighed with the neutrino spill
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structure, is stored in specially designed VME Buffered Scalers with 2 k event deep
memory. The beam muon rate as measured inside the shielding, which is proportional
to the neutrino flux, is counted in time slices of 100�s. It provides information on the
neutrino spill time structure and the time dependence of the deadtime. The individual
sources of deadtime per trigger are also measured with the help of a VME Buffered
Pattern Unit with 4 k event deep memory. The input pattern, containing signals relevant
for deadtime calculations, is latched by pulses generated by muons in the neutrino
beam.

During the 15�s gate time of the MCPs, a second neutrino interaction may
occur with a probability of the order of 10�3. This event is not triggered because the
previous one is still being processed, but it causes an overlay of pictures/tracks in the
CCD image active area. To account for these cases, the time of each hit in the trigger
scintillator counters is stored (for each event) in TDCs with multihit capabilities (16
hits/channel) and 64�s full dynamic range. In addition, the hit pattern in all the trigger
scintillator planes is recorded in VME Buffered Pattern Unit for every strobe, formed
by a simple coincidence of T and H scintillator planes. The correlation between the
time of each hit and the hit pattern in the trigger planes therefore helps in identifying
the occurrence of a double event and to flag particle trajectories.

10 Data acquisition and on-line facilities

The CHORUS data acquisition (DAQ) [26] is constructed as much as possible
on machines running a standard UNIX operating system. For the low-level “real-
time” parts, however, an operating system is needed that can guarantee sufficiently
short interrupt response times. At the time when the DAQ system was designed, the
OS-96 real-time kernel was the most viable system with that property, so this system
was chosen to read-out the CHORUS VME modules.

The essence of the DAQ hardware is formed by a tree of VME CPUs, inter-
connected via the VME Inter Crate (VIC) bus7, as well as the Ethernet, as shown
schematically in Figure 26. The branches of the tree are formed by the four detector
subsystems: optoelectronics (OPTO), trigger (TRIG), calorimeter (CALO), and spec-
trometer (SPEC). Data are collected at the root of the tree by the event builder (EVB).

Each subsystem runs a local DAQ on its main crate controller8. The local DAQ
is equipped with a local trigger system, such that the subsystem can be operated in
stand-alone mode. In that case its global VIC bus connection is switched off-line.
Besides VME, the local DAQ may use VSB and CAMAC systems. The OPTO sub-
system contains 29 SL30 image processors that read and compress the data from the

6OS-9 System, Microware Systems Corporation, USA
7VIC-8251, CES, Switzerland.
8FIC-8234, CES, Switzerland.
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CCD cameras and send the result to the OPTO main crate controller through a local
VIC bus. The compression factor achieved is about 100.

Each main crate controller runs the OS-9 real-time kernel, together with a set
of server processes for the communication over the VIC bus. These processes imple-
ment REMOS (REMote Operating System9), which manages remote shared memory.
Besides the global REMOS, the OPTO and SPEC subsystems each have a private in-
stance of REMOS, used by the various processors within the subsystem, as shown
in Figure 27. REMOS and the DAQ programs have essentially been implemented in
the object oriented C++ language. The DAQ programs are structured as Finite State
Machines, for which a general purpose language on top of C++ was designed and
implemented. The resulting software has proven to be versatile and scalable.

In global mode, the data from the subsystems are assembled into complete
global events on the EVB. In this case the TRIG subsystem has recorded event-by-
event which subsystems participated in the read-out, and only those subsystems are
contacted by the EVB to deliver their data. In stand-alone mode, each subsystem is
independent. In either case the full events are sent as messages via VSB or Ethernet to
a dispatcher process on a UNIX (AIX) machine, that makes the data available to client
programs, via shared memory or Ethernet.

The dispatcher10 is a general-purpose message-based data distribution pro-
gram. When a client opens a connection to a dispatcher, it subscribes itself to a list
of message tags. A tag indicates the type of the data contained in a particular mes-
sage. Whenever a message is sent to the dispatcher, a copy is made available to those
clients that are subscribed to the corresponding tag. Messages are also used to send
commands to DAQ programs. For example, status inquiry commands are used by a
supervisor program to monitor vital components of the DAQ system. The supervisor
has been implemented in the “expect”11 interpreter.

The experiment is controlled from five IBM RS-6000 PowerPC workstations
(see Figure 28), typically by means of a graphical panel. This panel has been im-
plemented in the Tcl/Tk12 interpreter. When a subsystem is being run in stand-alone
mode, it can be controlled by the very same panel software, now configured for the
stand-alone mode requested. In that case the remaining subsystems still can run a
global DAQ from the global panel, but without the subsystem in question.

Each workstation is equipped with two large graphical screens, displaying win-
dows containing histograms and other results from data monitoring programs. All
these programs are in general clients of a dispatcher. A “logger” displays the mes-
sages that are being sent by DAQ programs. Various automatic histograms continu-
ously show the activity in the subsystems during data taking. From these histograms

9REMOS - G. Carnevale et al., in “Procs. of CHEP’94 Conf.”, 311, San Francisco.
10Dispatcher - R. Gurin and A. Maslennikov, CHORUS Internal notes, 1995.
11Expect - “Exploring Expect”, D. Libes, O’Reilly & Associates, 1995.
12Tcl/Tk - “Tcl and the Tk Toolkit”, J.K. Ousterhout, Addison-Wesley, 1994.
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malfunctioning channels (inactive or noisy) can be identified. The complete history
of such histograms is accessible through the on-line monitoring archive. Another im-
portant client is the on-line display of reconstructed events. This program displays
hits and reconstructed tracks in a model picture of the CHORUS detector. There are
also windows which display the event rates for triggers of various types, the associated
deadtime percentages, as well as the structure and timing of each neutrino spill.

Closely related to the DAQ is the “slow control” system [27], which monitors
hardware parameters that may change during data taking. These parameters include
the low and high voltages of the detectors and their read-out hardware, temperatures,
gas flows etc. The OS-9 system is again used for the low-level DAQ. The main crate
controller is used to read-out VME-based monitoring modules, like CAENET13 high
voltage controllers. Furthermore there is an interface to a G-6414 crate housing a
CERN-built monitoring system used previously in the CHARM II experiment [23].
This system is based on voltage-to-frequency converters and pulse counters. In either
case the measured values are sent via the Ethernet to a dispatcher. A client program
written in Tcl/Tk then displays the status of all the 4589 monitored channels, and saves
their history on disk. Each channel is checked every 2 minutes. An alarm is generated
for any channel whose value lies outside its allowed range.

For precise monitoring of the neutrino beam, data are collected from detectors
operated by the SPS West Area Neutrino Facility group, who use a DAQ system con-
trolled by the commercial product FactoryLink [8]. A workstation running a graphical
interface to FactoryLink displays various histograms and profiles, providing monitor-
ing facilities for the neutrino beam performance. It also allows limited control of the
beam line, such as resetting a tripped magnet. The recorded beam data are made avail-
able via the Ethernet to the CHORUS beam histogram task.

In the 1994-1995 data taking, global events were written on 200 Mbyte IBM
3480 tapes, operated by a drive directly connected to the EVB. Stand-alone events
were written to a local Exabyte drive, or to an NFS-mounted disk. Starting from the
1996 data taking, the events are saved first on disk by one of the dispatcher clients. As
soon as a run has finished (typical duration 90 minutes), the resulting file is sent over
the network to the off-line computers. Also it is backed-up immediately on a local 10
Gbyte DLT drive.

During each of the two neutrino spills per SPS cycle, typically 5 global events
are recorded in 6 ms and have to be processed in about 1 s. The corresponding amount
of data is less than 250 kbytes on average, but it can be as large as 2 Mbytes when the
OPTO subsystem is involved. In the 12 s interburst period, each subsystem can take
local events. The combined local data rate is less than 50 kbytes/s on average.

13CAENET - CAEN, Italy.
14G-64 - PEP Modular Computers, Switzerland.
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11 Emulsion handling and scanning

Nuclear emulsion is a continuously sensitive medium, and therefore records all
charged particle tracks due to cosmic rays and ambient radioactivity that have crossed
the detector between pouring and processing. Background piles-up and makes the
scanning inefficient beyond a certain space track density. Therefore, pouring of gel
and processing of exposed emulsion takes place at CERN to minimize unnecessary
background accumulation. The total time interval the emulsions are active is about
1.5 years, during which there are two times six months of exposure in the neutrino
beam. Great care has been taken throughout the emulsion handling procedures to
minimize local stress in the emulsion plates, which may cause distortion undesirable
to the subsequent scanning analysis.

The pouring facility at CERN was built for the experiment WA75 [28] and
has been then upgraded for the exceptional requirements of the CHORUS experiment.
Under standard conditions, a pouring rate of 26 liters of emulsion per week has been
achieved. The production of the 770 kg (206 liters) of the emulsion target and of the
other associated interface emulsion sheets requires 3 tons of nuclear emulsion gel and
takes 3 months to complete.

After the exposure of the emulsion stacks in the neutrino beam, a precise map
of fiducial marks is printed on all the emulsion plates, to be used as an internal refer-
ence. The processing is done at CERN in the existing facility, upgraded for CHORUS
in order to handle large-size double-coated plates. A processing rate of 17 liters per
week is achieved, with a ”hot” (240C) wet stage and by using amidol as developer.
Four months are needed to treat all the emulsion.

Scanning of the emulsion plates is peformed by both “semi-automatic” and
“automatic” systems. The semi-automatic scanning procedure, employing the so called
“mini-plate” method, is a conventional technique already used in previous experiments
[12]. The automatic scanning system [13] is a new technology developed during the
course of the experiment. The schematic diagram of the first operational version is
depicted in Figure 29. The entire emulsion plate (36� 71 cm2 for the interface sheets,
and 36� 35.5 cm2 for the target sheets) is placed on the microscope stage and kept
flat by vacuum. Immersion oil is put on the surface of the emulsion plate to optimize
the light illumination of the microscope objective lenses. Intercalibration between the
microscope and the emulsion plate coordinates is achieved by means of fiducial marks.
The microscope image is read-out by a CCD camera.

The emulsion provides three-dimensional images of the trajectories with a
grain (“hit”) size of 1�m and an average density of 300-400 hits per millimeter for
minimum ionizing particles. A video image of a typical neutrino vertex is shown in
Figure 30. The dimension of the view is about 120�100�m2, while the focal depth
is only a few microns. The thick tracks correspond to large-angle low-energy hadrons
or nuclear fragments, emitted almost perpendicularly to the beam axis. High energy
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particles which traverse the plate in the forward direction are not clearly viewed in
one focal plane, and manifest themselves only as the shadowy tracks from the vertex.
The scanning system drives the microscope stage to the predicted position and detects
the surface of the emulsion plate automatically (autofocus). After this, the image data
taking with synchronized depth driving starts.

The basic idea of the automatic scanning system shown in Figure 30 is de-
scribed schematically in Figure 31. The three-dimensional information of the emulsion
is converted into many layers of a tomographical image by the synchronized interplay
between the microscope and the CCD camera. Each tomographical image is focused
on some depth and covers an area of 150� 120�m2. The “Track Selector” is a real-
time processor which digitizes the CCD video signals and sends the 512� 480 pixels
of data (each having 4 bits) into a dynamic frame memory. Sixteen layers of digitized
images are stored, and the predicted tracks are located by superimposing the data with
different shifts between layers. A track is identified by having an enhancement in the
superimposed signals when the shifts match the angle of the track. Found tracks are
then followed to the next emulsion plate, until the neutrino interaction vertices are
located.

Figure 32 displays the “plate-to-plate” following efficiency among the target
emulsion plates (350�m thick on both sides of a backing plate). The inefficiencies are
mainly due to the stains and fiducial marks on the surface of the sheets. The angular
resolution of the Track Selector depends on the thickness of the emulsion plates. In
particular, for a 100�m thick plate (CS or SS) the angular resolution is measured to
be about 4 mrad. By combining the track position in the front and back surfaces of
the backing plate, an angular resolution of 1 mrad can be achieved for the changeable
and special sheets, which have 800�m backing plates. The typical time required to
process one microscope view (corresponding to an area of 150� 120�m2) is about 4
seconds. This includes the digitization of each track, the movement of the stage and the
detection of the emulsion surface. R&D efforts are being pursued in the Collaboration
[29] and improvements in the scanning speed are expected for the near future.

12 Detector calibration procedure

Cosmic-ray events are taken, during the 12 s SPS-interburst interval, to cali-
brate different elements of the detectors and to monitor time variations of the response.
In addition, the calorimeter and the spectrometer need an “absolute” calibration in en-
ergy or momentum. Therefore, test beams of electrons, muons and pions have been
used to determine their absolute energy/momentum scale. Data from the penetrating
high-momentum muons associated with the neutrino beam are also taken without the
air-core magnet pulsing, typically once per month, to monitor the relative alignment
of the various detectors.
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12.1 Calibration of the fiber tracker system

The high-momentum muons associated with the neutrino beam are used for
monitoring the response of the fiber tracker system, namely the light yield, the atten-
uation length, the spatial resolution and ageing effects, as well as to perform precise
transverse alignment between the different tracker planes. Longitudinal alignment of
the tracker planes is based on cosmic-ray tracks taken during the interburst intervals.

The response of the optoelectronic read-out devices is monitored independently
of the scintillating fibers by the “fiducials” calibration system as described in Section
5.2. Data from LED flashes in the fiducial fibers are taken during the interburst inter-
vals, and are used to correct the image distortion as well as to monitor the efficiencies
and the spatial resolution of the read-out chains.

12.2 Calibration of the calorimeter

Three steps are needed for the determination of the calorimeter response:

� Equalization of the signals from each individual photomultiplier (PM) within
each sector (EM, HAD1 and HAD2), performed by measurements with pene-
trating cosmic rays. An equalization constant is computed for each PM by se-
lecting cosmic muons crossing the central region of the modules (� 10 cm), and
correcting for the effective track length. The statistical error for this procedure
is at a�5% level, while the systematic effects due to the time dependence of the
PM gain and to the position dependence of the energy response are less than 3%.
Cosmic-ray events are also used to create a data base of the malfunctioning PMs
(inactive or noisy) during the running periods, and for the on-line monitoring of
the calorimeter.

� Intercalibration among different sectors. To combine the signals of the three dif-
ferent sectors, two intercalibration constants are needed, namely those of HAD1
and HAD2 relative to EM. These constants are determined experimentally us-
ing pions of known momentum interacting at different calorimeter depths, and
studying the sharing of the shower energy between different sectors [21].

� Overall energy calibration. The calorimeter response to the incoming particles
is determined by adding-up the energy deposited in all the modules, once the
equalization and intercalibration procedures previously described have been per-
formed. Each module is equipped with PMs on either side. Therefore, there are
different possible definitions of the energy deposition, according to the ways the
two PM signals (L andR) are combined. The geometric meanSg =

p
SL � SR

is chosen since its response (hence the energy derived) is independent of the hit
position along the length of the module. For the channels which are noisy or in-
active during the data taking, the signal from the other PM on the same module
is used, after correcting for the light attenuation based on the hit position.
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The measured shape signal-distribution of the calorimeter as obtained with pions is
well fitted to a Gaussian. Therefore, the calibration and intercalibration procedure
do not introduce any appreciable bias in the determination of the overall calorimeter
response.

The results on the energy calibration of the calorimeter have already been pre-
sented in Section 7. In addition, a “direct” pion beam (X7) is also exploited for cali-
bration purposes. These pions, which are parallel to the neutrino beam axis and hit the
target region, can interact and start showering in the emulsion stacks or in the down-
stream calorimeter. From the study of those events sharing the shower energy between
the two detectors one can “cross-calibrate” the lead calorimeter and the target region.
Using the energy depositions sampled by the fiber tracker modules, it is then possible
to partially recover the energy loss upstream of the lead calorimeter [30].

12.3 Calibration of the spectrometer

Negative muons of 75 GeV/c momentum from the SPS West Area are used to
calibrate the momentum measurement of the muon spectrometer. Due to ionization
losses in the upstream detectors and beam elements, the beam momentum is about
71 GeV/c at the entrance of the spectrometer. Monte-Carlo simulated muons are used
at other momenta to obtain the momentum dependence of the muon momentum res-
olution (Figure 22). The latter is determined by a Gaussian fit to a reconstructed
(1=p)-distribution for a given incoming muon momentum. The measured resolution
at 71 GeV/c is by 2% worse than the one predicted by the Monte-Carlo simulation,
which can be attributed to a small residual drift chamber misalignment. At very low
momenta (1–5 GeV/c) the momentum scale is confirmed using the range of stopping
muons. The resolution for stopping muons (6% on average) was estimated by com-
paring the nominal momentum of simulated muons with the value determined by their
range.

Cosmic muons recorded in the interburst are used for the scintillation counter
equalization and for the determination of the light attenuation curves. The correction
for the light attenuation is needed because, unlike in the calorimeter, the counters are
equipped with a PM on one end only, and with a mirror installed on the other end.
Cosmic rays are also used for the on-line monitoring of the efficiencies of all the spec-
trometer elements.

To measure the shower energy leaking from the calorimeter, the first two spec-
trometer modules are calibrated relative to the calorimeter. The method is similar to
the intercalibration of different calorimeter sectors. It is based on studying the sharing
of the deposited shower energy between the entire calorimeter and the spectrometer,
for test beam pions of known energies interacting at different calorimeter depths. The
resulting energy calibration of the spectrometer response, obtained with 7–28 GeV test
beam pions, is shown in Figure 33a. The spectrometer energy resolution for hadronic
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shower tails is estimated by a deconvolution of the combined energy resolution, using
the known hadronic energy resolution of the calorimeter (Section 7.2). To obtain the
energy dependence of the resolution, this analysis is done for narrow intervals inEs,
the energy measured in the spectrometer. The result is presented in Figure 33b, where
each dot corresponds to the average resolution obtained for shower tails from 15, 20
and 28 GeV test beam pions.

The mutual alignment of the spectrometer components (drift chamber planes,
streamer tubes, cathode strips and the scintillators) is done with 100 GeV/c test beam
muons recorded with the magnetic field turned off. The global alignment relative to
the rest of the CHORUS detector is done by reconstructing high-momentum neutrino
beam-related muons traversing the entire detector. These “alignment” events are also
used for precise “time-zero” calibrations needed for drift-time measurements.

13 Data handling and analysis

The raw data of a typical running year amount to about 400 Gbytes, including
both physics triggers (with or without signals from the scintillating fiber trackers), and
local calibration events. The latter are split-off and written to separate data streams on
high-capacity tapes (IBM 3590), where they are made available for calibration of the
different detectors.

An analysis program package called CHORAL has been developed for the
event reconstruction from the the raw data. Event visualization is performed by an
interactive version of this program, providing facilities for the step-by-step processing
of each event.

The pattern recognition of the event topology starts independently in the fiber
tracker area and in the region of the muon spectrometer. An unbiased search of three-
dimensional straight tracks is made in the target trackers in the gaps between emulsion
stacks 2 and 3 and downstream of stack 4, where 12 fiber planes are located in each
case. These track segments are extrapolated to the vertex in the upstream direction, and
into the region around the hexagonal magnet in the downstream direction. The vertex
is defined by a three-dimensional matching condition for the tracks. A momentum fit
is performed for tracks from the vertex which can be followed to the magnet tracker
modules downstream of the air-core magnet.

In the muon spectrometer, the tracking and the measurements of the momentum
and charge of the muon candidate is performed by combining track segments in the
different tracking gaps. The tracks are followed upstream through the calorimeter.
At the entrance face of the calorimeter, both track types are compared and matched.
This allows for an efficient flagging of muons at the vertex. Calorimetric information
is supplied by measuring the total shower energy and direction in the calorimeter. A
correction can be applied for the energy lost in the emulsion region, and for the (minor)
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shower leakage into the muon spectrometer. For isolated tracks, the energy profile in
the calorimeter is deduced independently, allowing for particle identification.

Entry points and directions at the interface emulsion sheets for all reconstructed
tracks associated to the vertex are calculated. Emulsion scanning is performed based
on these predictions. The found tracks are then extrapolated and searched for in the
special sheets. The track is followed into the target emulsion until the plate where the
interaction vertex takes place. All tracks emerging from the vertex are then measured,
and the possible decay topologies (kinks and stars) are subsequently identified.

The results of the topological event reconstruction are stored on high-capacity
tapes in a compact Data Summary Tape (DST) format which allows for systematic
inclusion of the scanning results at a later point in time, and for a limited number of
reconstruction algorithms to be re-applied, if necessary. Track predictions for emulsion
scanning are written to a far smaller data set, which can be transferred over wide area
networks between CERN and the scanning laboratories of the Collaboration.

Event reconstruction is performed on UNIX machines in the CERN computer
center, running the IBM AIX operating system. For event simulation, Unix machines
both at CERN and in other collaborating institutes are exploited, running IBM AIX,
HP-UX and Digital Unix. All programs have been made to work under Digital’s VMS
and IBM’s VM-CMS operating systems as well. The vast majority of the programs is
written in Fortran77, making use of standard facilities of the CERN program library.

14 Detector upgrade for the 1996-1997 run

14.1 The honeycomb tracker

Three “honeycomb” [31] tracker chambers have been built and installed in the
CHORUS apparatus for the 1996-1997 data taking. Their main task is to complement
the existing magnet trackers by providing a module with independent tracking capabil-
ities at a similar spatial resolution. The streamer-tube trackers (TST) located between
the trigger H-hodoscope planes and the calorimeter have been replaced by the new
honeycomb trackers in August 1996. The honeycomb chambers consist of hexagonal
cells, each cell acting as a single-wire drift chamber with a measured relation between
space and drift time.

The chambers are mounted at 60o , 0o and 120o, respectively. Each chamber
consists of six planes, and each plane contains three identical 1 m wide modules with
the drift cells coupled longitudinally, so forming 216 drift cells with a wire spacing of
11 mm. The total area is 3� 2.75 m2, matching the aperture of the hexagonal mag-
net. The planes are staggered such that the inefficiency due to the dead area between
chamber cells is minimized. The gas is a 1:1 mixture of Ar and CO2. Relative align-
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ment between the honeycomb tracker and the magnet tracker is achieved by a RASNIK
device [32].

On each chamber, the analog signals are amplified and digitized by a time-over-
threshold discriminator in 18 front-end electronic cards every 5 ns, and the output is
stored in a single page of a memory. A central trigger increments the page counter
of the memory. At the same time, the last memory address is stored in a FIFO. After
each neutrino spill, each occupied memory page is read-out circularly starting after the
location pointed to by the corresponding data in the FIFO. An event with tracks in one
of the honeycomb detector planes is shown in Figure 34.

14.2 The emulsion trackers

In addition to the magnet trackers, the air-core hexagonal magnet region has
been equiped with emulsion trackers for the 1996 and 1997 runs. The aim is to improve
the momentum accuracy and to extend the range of measurement from 10 to 30 GeV/c,
a kinematical domain which includes an additional 26% of the�� ! h�X events.

Three such trackers, labelled ET0, ET1 and ET2 in Figure 9, have been in-
stalled. The first is placed immediately downstream of the target tracking region, while
the others are in the space between the magnet and the neighbouring magnet trackers.

ET0 is composed of 8 juxtaposed emulsion sheets, while both ET1 and ET2
have 18 sheets. Each sheet has an emulsion layer of 70�m on both sides of a 800
�m thick 74� 37 cm2 Lucite support. Sheets are attached by vacuum to a 20 mm
thick honeycomb panel. The position of each sheet relative to the honeycomb board
is known with an accuracy of 30�m by using 1855Fe X-ray guns embedded in the
honeycomb board. The sheets are replaced twice a year to limit the background due to
passing through tracks.

Only secondary tracks from�� decay candidate events are searched for in the
emulsion sheets, in a scanning area of 2� 2 mm2 around the position predicted by
the scintillating fiber trackers. This area is inferred from a test run performed in 1994,
from which a track localization efficiency higher than 50% and a contamination of 2%
from wrong associations are expected. These expectations are based on the require-
ment that only one candidate track is found in the scanning area of all three emulsion
trackers. Scanning and measurement in the emulsion sheets is performed by an auto-
matic microscope.

The relative distance between tracks of candidate events and reference tracks is
measured with an accuracy of� 5 �m in each of the three emulsion sheets traversed.
The reference tracks are those of beam-associated muons, for which the momenta are
measured by the muon spectrometer to be higher than 30 GeV/c. Alignment muon
tracks, recorded outside the normal neutrino data taking periods with the air-core mag-
net off, are well suited as reference tracks. By combining the information in the three
emulsion trackers, the momentum of candidate hadrons can be precisely measured.
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Depending on the quality of the reference track, the momentum resolution�p=p ranges
from 22% at 10 GeV/c to between 26% and 37% at 30 GeV/c.

15 Status of the experiment

The CHORUS experiment was approved in September 1991 by the CERN SP-
SLC Committee. The construction of the detector was completed by November 1993
when a technical run with a passive dummy target was conducted. Physics data taking
with the complete emulsion target started in May 1994. After the 1994 run, one of the
four emulsion stacks (200 kg in mass) was processed to allow the first physics analysis
to start. The remaining three stacks were stored underground during the long annual
shutdown.

Data taking resumed in April 1995 with the three old stacks together with one
new stack. All four stacks were processed after the completion of the run in October
1995. The experiment was then approved to continue data taking in 1996-97, using
new emulsion stacks. At the completion of the 1996 run, all four emulsion stacks were
stored underground and will be used again in the 1997 run.

A summary for the CHORUS 1994-96 runs is given in Table 3, showing the
number of 450 GeV protons delivered to the beryllium target to produce the neutrino
beam, the CHORUS detector efficiency (duty cycle), the number of main-trigger events
recorded, and the expected number of�� charged-current events in the emulsion target.

1994 1995 1996

SPS Proton on Target (/1019) 0.81 1.20 1.38

Detector efficiency 77% 88% 94%

“Main” triggers recorded 422k 547k 620k

Expected��CC events in emulsion 120k 200k 230k

Table 3: Summary of the CHORUS runs in 1994-96.

The CHORUS apparatus has been fully operational with excellent performance
since the beginning of data taking. A typical�� charged-current event recorded by the
detector is depicted in Figure 35, showing the muon final-state and the associated

34



hadronic shower. First physics results have been reported [33], demonstrating that the
experiment as a whole works according to expectation, and the sensitivity aimed at can
be achieved.

16 Conclusions

The aim of the CHORUS experiment at CERN is a high sensitivity search for
�� ! �� oscillation in the SPS Wide Band Neutrino Beam. The CHORUS apparatus
has been successfully constructed and commissioned on schedule, and excellent oper-
ational conditions have been obtained. The experiment design includes several novel
and challenging features: the largest emulsion system exposed for the longest duration,
the largest scintillating fiber tracker and the first large scale “spaghetti” calorimeter, as
well as new development in the technique of emulsion scanning by means of automatic
microscopes.

The expected hardware performance of the different detectors have been achieved,
and the first physics results indicated that the designed sensitivity is within reach. The
performance of the apparatus with the neutrino beam will be the subject of a forthcom-
ing publication.
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Figure 1: The(sin22��� ;�m2
�� ) parameter space explored by the CHORUS experi-

ment, together with the regions excluded by previous experiments.
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Figure 2: Schematics of the�� charged-current interaction in the emulsion target, fol-
lowed by the subsequent decay of the�� . The interface emulsion sheets are labelled
CS and SS.
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Figure 3: Schematic diagram (side view) of the CHORUS apparatus. The trigger and
veto hodoscopes are denoted by V,A,T,E,H, while ST, TM and DC are the streamer
tubes, iron toroidal magnets and the drift chambers, respectively, of the muon spec-
trometer system. The detector upgrades in 1996 on the emulsion trackers and honey-
comb chambers are denoted by ET and HC, respectively. In the actual set-up, indi-
vidual modules are mounted vertically while the axis of the apparatus is inclined at
42 mrad to match the neutrino beam axis.
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Figure 4: The timing structure of the CERN SPS cycle and the Wide-Band Neutrino
Beam.
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Figure 5: The layout of the CERN Wide Band Neutrino Beam.
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Figure 6: Energy spectra of the different neutrino components in the WBB at the
location of the CHORUS emulsion target (transverse dimensions1:44� 1:44 m2), as
derived from the neutrino beam simulations.
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Figure 7: The geometry of the target region, showing the target emulsion target
stacks and the interface sheets (CS and SS), with the target trackers. The labels
Y; Z; Y�; Z� denote the different orientations of the target tracker planes. The com-
plete target region consists of two such arrangements. Further details on the geometry
of the interface sheets and the emulsion target are shown in Figure 2.
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Figure 8: Angular distribution of muons in the emulsions. The peak corresponds to
the “X7” test beam direction, and�y and�z denote angles relative to the horizontal
and vertical axes of the CHORUS detector planes, repectively.
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Figure 9: Geometry of the magnet trackers (DT) and the emulsion trackers (ET) around
the air-core magnet.
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Figure 10: Schematic layout of one module of the magnet (“diamond”) tracker, show-
ing the orientations of the six paddles.
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Figure 11: The optoelectronic read-out chain.
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Figure 12: The CCD read-out and the data acquisition system.
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Figure 14: Typical signatures of a muon traversing a fiber ribbon, as recorded by the
CCD. The units are in CCD pixel, translating to X=145�m and Y=209�m per unit in
detector space. The shading of the pixels (gray and black) denotes their pulse height.
Superimposed as crosses are identified “hits”. Small black dots denote the ribbon
boundary as parametrized from contact print pictures.
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Figure 15: Measured hit density per fiber plane as a function of the distance from the
read-out end. The light yield of 5-7 hits per plane over the active surface ensures high
detection efficiency.

54



1500 mm 750 mm

Figure 16: Drawing of the hexagonal magnet.
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Figure 17: Momentum resolution for particles traversing the hexagonal magnet, as
measured by the magnet trackers (preliminary).
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Figure 18: Schematic view of the calorimeter.
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Figure 19: The electromagnetic energy resolution of the calorimeter.
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Figure 20: The hadronic energy resolution of the calorimeter.
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Figure 21: Muon spectrometer with details of the tracking and of the scintillator ho-
doscope.
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Figure 22: The muon spectrometer momentum resolution as function of incident mo-
mentum. Full dots: Monte-Carlo events, the open dot at 71 GeV/c: test beam muons.
The shaded band corresponds to muons stopping in the spectrometer, with their mo-
mentum determined by range.
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28 GeV28 GeV
π+−

Figure 23: Reconstructed energy distributions for 28 GeV test beam pions. Shaded his-
togram: the calorimeter measurement alone (25.5 GeV (mean)� 5.3 GeV (rms)), solid
line: the sum of the calorimeter and the muon spectrometer measurements (27.9 GeV
(mean) � 3.2 GeV (rms)).
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Figure 24: Schematic layout of the trigger hodoscopes.
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Figure 25: The measured time correlation between hits in the trigger plane T and in the
veto plane V. The shaded peak is due to tracks in the beam direction, while the other
events are from back-scattered tracks which can be separated.

64



EVB

TRIG

OPTO1

OPTO2

OPTO3

CALO

SPEC

TUBE

F
I
C

V
I
C

F
I
C

F
I
C

F
I
C

F
I
C

F
I
C

V
I
C

V
I
C

V
I
C

V
I
C

V
I
C

V
I
C

V
I
C

V
I
C

V
I
C

V
I
C

V
I
C

SL30s

SL30s

SL30s

Figure 26: The schematics of the VME hardware tree of the CHORUS data acquisition
system.
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Figure 27: The connection between global and local remote operating systems in the
CHORUS data acquisition system.
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Figure 28: Overview of the UNIX workstations in the CHORUS data acquisition sys-
tem.
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Figure 29: Schematics of an automatic emulsion scanning system.
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Figure 30: The video image of a typical neutrino vertex. The dimension of the view is
120� 100�m2, while the focal depth is a few micron.
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Figure 31: Schematic description of the track reconstruction procedure in the auto-
matic scanning system of Figure 29.
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Figure 32: The measured “plate-to-plate” following efficiency among the target emul-
sion plates.
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Figure 33: (a) Spectrometer scintillator calibration.E(leak), the difference between
the nominal beam energy and the energy measured in the calorimeter, as function of the
measured spectrometer response (in equivalent particles). (b) Spectrometer scintillator
energy resolution for hadronic shower tails, expressed as(�s=Es)

p
Es, against the

energy measured in the spectrometer,Es.
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Figure 34: Display of the hit pattern of tracks in one honeycomb chamber. The x(y)-
axis corresponds to the beam (vertical) direction; the units are in cm. The hits are
represented as circles around the central wire position.
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Figure 35: A typical charged-current neutrino-induced event recorded in the CHORUS
detector.
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