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Abstract

This letter describes a measurement of one of the anomalous triple gauge boson couplings
using the �rst data recorded by the OPAL detector at LEP2. A total of 28 W-pair candidates
have been selected for an integrated luminosity of 9.89�0.06 pb�1 recorded at a centre-of-mass
energy of 161 GeV. We use these data to place constraints upon the coupling parameter �W�.
We analyse the predicted variation of the total cross-section for all observed channels and the
distribution of kinematic variables in the semileptonic decay channels. We measure �W� to be
�0:61+0:73

�0:61 � 0:35, which is consistent with the Standard Model expectation of zero.
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1 Introduction

In the initial phase of operation of LEP2, centre-of-mass energies of
p
s = 161 GeV have been

attained, allowing the production of W+W� boson pairs for the �rst time in e+e� collisions.
The W+W� production process involves the triple gauge boson vertices between the W+W�

and the Z0 or photon. The measurement of these triple gauge boson couplings (TGCs) and
the search for possible anomalous values is one of the principal physics goals at LEP2. The
observable e�ects of such deviations have been studied extensively [1]. Anomalous TGCs can
a�ect both the total production cross-section and the shape of the di�erential cross-section as
a function of the W� production angle. The relative contributions of each helicity state of the
W bosons are also changed, which in turn a�ects the distributions of their decay products.

Anomalous TGCs are associated with contributions to W+W� production that rise with
p
s

and which would lead to violation of unitarity. Measurements at
p
s = 161 GeV are therefore

somewhat less sensitive to TGCs than the measurements which will be possible at higher ener-
gies. A further e�ect at the W+W� threshold is that the s-channel triple gauge boson diagrams
are suppressed at tree level relative to the dominant t-channel neutrino exchange diagram by
a factor of �2 = 1 � 4MW

2=s. However due to the width of the W the sensitivity at threshold
is enhanced relative to this simple expectation. The �rst reason for this is that the W bosons
can be o�-shell and their average � is increased. This alone leads to a signi�cant enhancement
of the s-channel diagrams. Secondly the increase in � results in an increase in the average W
momentum and the measurement of this quantity is sensitive to anomalous TGCs.

In this letter we use the �rst sample of e+e�!W+W� pair threshold production data accu-
mulated by the OPAL detector. We use these data to place constraints upon one of the models
adopted during the LEP2 workshop [1], the so called W� model. We present an analysis of
the total production cross-section measured using all observed events and of the W momentum
spectrum and angular distributions measured using the semileptonic decay channels.

The W� model

The most general Lorentz invariant Lagrangian [1] which describes the triple gauge boson
interaction has up to fourteen independent terms, seven describing the WW vertex and seven
describing the WWZ vertex. This parameter space is very large, and it is not currently possible
to measure all parameters independently. Assuming electromagnetic gauge invariance and C
and P conservation this parameter set reduces to �ve, which we can write as gz1; �z; �; �z
and � following the notation used in [1, 2]. In the Standard Model gz1 = �z = � = 1
and �z = � = 0. Triple gauge boson couplings contribute through virtual corrections to
many observables measured at lower energies and the precise measurements at LEP1 allow
constraints to be placed upon the parameter space of these �ve quantities [3]. As a result three
speci�c linear combinations of these couplings have been proposed [1, 2, 4] which are not tightly
constrained by LEP1 data. These are:

�B� � �� ��gz1cos
2 �w

�W� � �gz1cos
2 �w
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�W � �

with the constraints that ��z = ���tan2 �w + �gz1 and �z = � . The � indicates the
deviation of the respective quantity from unity and �w is the weak mixing angle. In this
analysis we measure the �W� coupling assuming �B� and �W to be zero. This means that we
allow only ��;��z and �gz1 to vary from zero under the constraints that �gz1cos

2 �w = ��
and that ��z is as given above.

2 Data selection and simulated event samples

The data were recorded during 1996 at
p
s = 161:3 � 0:2 GeV [5] using the OPAL detector,

which is fully described elsewhere [6, 7]. A total integrated luminosity of 9.89 pb�1 was recorded
at this energy. The selection and reconstruction of W+W� events produced by the reaction
e+e� !W+W� has been described in [8], which includes a description of lepton identi�cation
and jet �nding. Events are selected based upon �ve di�erent W pair decay combinations. These
are: qqqq events where both W bosons decay to a two-jet �nal state, semileptonic qq`�` events
where one W decays to a two-jet �nal state, and the other W decays to an electron, muon
or tau, plus a neutrino and `��``

0+�`0 events where both W bosons decay to a lepton plus a
neutrino. A total of 28 events were selected with an expected background of 5:0� 0:6 events.

For the analysis of the kinematic distributions in the qq`�` channels we have augmented the
selections of [8] in order to reduce further the contamination from single Z0 ! qq or  ! qq
events. In the selection of [8] a single high momentum lepton and exactly two hadronic jets are
required. The jets are formed from the tracks and calorimeter clusters of the hadronic system
using the k

?
(\Durham") [9] algorithm, and the total energy and momentum of each of the

jets are corrected for double counting of energy [10]. The missing energy and momentum of the
event are assigned to the neutrino. In this analysis we add the following requirements. In the
qqe�e and qq��� channels we apply a two dimensional cut in the plane of the invariant masses
of the qq and `�` systems, Ml� and Mq�q. The selection requires that Mq�q < 30 GeV+1:65 Ml�

and Mq�q > 135 GeV � Ml� . In the qq��� channel the cut on the cosine of the angle between
the missing momentum vector and the beam direction is tightened to j cos �missj < 0:8 and two
further cuts are applied. The invariant mass of the hadronic system, Mq�q is required to satisfy
40 GeV < Mq�q < 90 GeV and the cosine of the angle between the � jet direction and the
missing momentum vector is required to be less than zero.

Details of the resulting signal, e�ciencies, and background1 contaminations are shown in tables
1 and 2. These are obtained using the same procedures as detailed in [8]. In comparison to
the selections of [8] the Z0= ! qq background is reduced from 5.7% to 1.0% and 1.8% to 0.8%
in the e and � channels, respectively. The number of events selected from the data does not
change. In the qq��� channel the background contamination from Z0= ! qq events is reduced
from 22% to 10% and the number of events selected is reduced from seven to six.

1In table 2 the cross contamination between qq`�` channels is shown. In particular there is a 16% contamina-
tion from qqe�e and qq��� events to the qq��� channel. However it should be noted that no attempt has been
made to try to reject these in the selection procedure. This is because due to our method of � reconstruction
the e and � contamination to � 's is e�ectively considered as signal.
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We use Monte Carlo samples to provide predictions of quantities as a function of �W�. The
principal Standard Model sample is obtained using PYTHIA [11] and is generated using the
current world average W boson mass ofMW = 80:33�0:15 GeV [12]. The W+W� cross-section
for this sample is within 2% of that predicted by the GENTLE program [13]. To obtain samples
corresponding to di�erent anomalous values of �W� we use EXCALIBUR [14] generating W
pair diagrams only. Estimates of the di�erent background processes are based primarily on the
PYTHIA, EXCALIBUR and grc4f [15] generators. KORALW [16] is used in the estimation of
systematic uncertainties. All events are passed through the full OPAL simulation program [17]
and then subjected to the same reconstruction procedures as applied to the data.

3 Kinematic variables for the qq`�` event sample

The qq`�` events are the most straightforward to reconstruct since there is no ambiguity in
assigning decay fermion pairs to each W nor in determining the charges of each W. In contrast
the qqqq channel has both of these problems and a higher background, leading to a much
reduced sensitivity to TGCs. Therefore in this analysis we analyse the kinematic distributions
only in the qq`�` channels.

For each qq`�` event we measure four variables:

1) cos �W , the production angle of the W� with respect to the e� beam direction,

2) pW, the momentum of the hadronically decaying W,

3) cos ��` , the polar decay angle of the charged lepton with respect to the W ight direction
measured in the W rest frame and

4) ��` , the azimuthal decay angle of the charged lepton with respect to a plane de�ned by
the W and the beam axis.

The exact de�nition of the decay angles is described in [1, 2, 18]. We do not distinguish the
charges of the quarks from the hadronically decaying W. As a result the decay angles of the
quarks can only be determined with a two fold ambiguity which substantially reduces their
sensitivity to TGCs. We therefore do not use these angles in this analysis.

qqe�e and qq��� events

In the case of qqe�e and qq��� events we use variables resulting from a kinematic �t. This �t
demands energy and momentum conservation and a zero mass for the missing neutrino, resulting
in one constraint. As input to the �t we use the electron momentum constructed from the
direction measured by the tracking detectors and the energy measured in the electromagnetic
calorimeters (except for an overlap region between the barrel and endcap in which case the
measured track momentum is used instead). In the case of muons we use the momentum
measured using the tracking detectors. We neglect initial state radiation when applying energy
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and momentum conservation in the reconstruction. However in the analysis we compare the
data with Monte Carlo distributions which are subject to exactly the same reconstruction
procedure and which include ISR in the simulation. Therefore the method compares like with
like and should introduce no bias. This has been explicitly checked and at the present level of
statistical accuracy any residual bias has been found to be negligible.

We obtain cos �W and pW by adding together the �tted four-momenta of the two jets. The
charges of the W bosons are determined by the sign of the charged lepton. The lepton decay
angles are obtained by boosting the �tted lepton four-vectors to the parent W rest frame, and
using the de�nitions given in the references above. The predicted resolution of each of these
quantities obtained from Monte Carlo events is shown in �gure 1.

qq��� events

The qq��� selection procedure results in three jet events, where one jet has been identi�ed as
a tau jet containing one or three tracks. From Monte Carlo studies this is found to make the
correct selection of the tau in more than 97% of cases.

We obtain cos �W and pW by adding together the measured four-momenta of the two jets.
The charges of the W bosons are determined by the sign of the sum of the charges of the tracks
in the � jet. This yields the correct charge in 98% of the events where the � has been correctly
identi�ed.

In order to reconstruct the decay angles, the ight direction of the � is approximated by the
direction of its jet. The four unknown quantities can then be calculated using energy and
momentum conservation. These are the energy of the � and the three-momentum of the �

neutrino originating directly from the W decay. The decay angles are then obtained as for the
other qq`�` events. The predicted resolutions for these quantities do not di�er signi�cantly
from the resolutions obtained in the other qq`�` channels and are shown in �g 1. The reason
for this is that reconstruction of all variables depends mainly upon the hadronic system.

In �gure 2 we show the distributions of all quantities obtained from the 11 qqe�e, qq���
and qq��� events added together. They are compared with the distributions expected in the
Standard Model using fully simulated Monte Carlo events.

4 �W� analysis

In this section we analyse the W+W� event sample in order to place limits upon �W�. We do
this in two parts. In the �rst part we calculate the log likelihood (logL) for observing the 28
events in our data sample as a function of �W�. In the second part we calculate the logL for
the 11 qq`�` events to have their measured distribution of kinematic variables, as a function of
�W�. These likelihoods are independent and we add them to give the overall logL distribution
from which we derive the results.
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4.1 Analysis of the total number of observed events

In this part of the analysis all channels are combined. The W+W� production cross-section
varies with �W�, having a minimum near the Standard Model value of zero and increasing
parabolically for �W� 6= 0. For each assumed value of �W� we calculate the likelihood for the
expected mean number of events to have resulted in our observed number of 28 events.

The expected mean number of signal events as a function of �W� is obtained by multiplying the
expected cross-section by the recorded integrated luminosity value of 9.89�0.06 pb�1. To calcu-
late the expected cross-section we take advantage of the fact that this is a quadratic function of
any TGC parameter. Five EXCALIBUR Monte Carlo samples with �W� = �2;�1; 0; 1; 2 were
passed through the same selection requirements as the real data and the accepted cross-section
found for all channels combined. All �ve points were found to lie on a parabola and this was
parameterised and used to predict the cross-section for all other values of �W�. We use the
W mass value of 80.33�0.15 GeV [12] which excludes the recent LEP results. The LEP beam
energy is taken to be 80.65�0.10 GeV [5]. The EXCALIBUR cross-sections are multiplied
by a factor of 1.026�0.026 to account for the slight di�erence [8] between EXCALIBUR and
GENTLE, as the latter is more complete [19].

The probability of �nding the observed number of events was calculated assuming a Poisson
distribution for the signal and background. The negative logL distribution obtained from this
procedure is shown in �gure 3.

4.2 Analysis of the di�erential distributions

In the second part of this analysis a binned likelihood method is used to analyse the cos �W ,
pW, cos ��` and �

�

` distributions. As discussed in the introduction each of these variables depends
upon �W�. This is illustrated in �gure 2, which shows the distributions of each, integrated over
the other three variables, for our data sample and three Monte Carlo samples with �W� =
�2; 0; 2.

In this analysis pW is divided into three bins in the range [0,45] GeV, cos �W and cos ��` are
divided into �ve bins in the range [�1,1] and ��` is divided into �ve bins in the range [��; �],
giving a total of 375 bins which we label i. The logL distribution is obtained in several steps.

In the �rst step we parameterise in each bin the expected cross-section, before detector and
acceptance e�ects, as a function of �W�. We denote this as �geni (�W�). It is obtained using
large samples of Monte Carlo events without detector simulation. In each bin �

gen
i (�W�) is

parameterised using the quadratic dependence upon �W�.

In the second step we calculate correction factors to include the e�ects of acceptance, resolution
and the contribution of other W+W� decay channels to the sample. We use fully simulated
Monte Carlo events generated with �W� = 0 to obtain the factors, cki, which allow for events
generated in true bin i being reconstructed in bin k. All W+W� decays are included in
the sample and all events which are reconstructed as qq`�` events in bin k are counted in
the correction factors cki. For a given bin, corresponding to a limited phase space region,
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these e�ects do not depend strongly on �W�. The cki factors are therefore assumed to be
independent of �W�. It has been explicitly checked that no signi�cant bias is introduced by
this approximation.

Combining these terms results in the expected observed cross-section for each bin k, due to all
W+W� channels:

�WW
k (�W�) =

X

i

cki�
gen
i (�W�)

In the next step the cross-section for non-W+W� background sources, �bkgk , is estimated from
the corresponding Monte Carlo samples. The variation with �W� of the contribution to �

bkg

k

from We� events is considered in the systematic checks. The background cross section is added
to give �allk (�W�):

�allk (�W�) = �WW
k (�W�) + �

bkg
k

This expression now contains all of the information on the shape of the expected distribution
in the four-dimensional space, as a function of �W�. We multiply this by a scale factor to give
the prediction for the number of events in each bin, nk, where the scale factor is chosen such
that the predicted total number of events is equal to the actual number of events observed in
the data. This is to ensure that we do not incorporate any overall cross-section information in
this part of the analysis.

Finally the probability for observing the number of events seen in each bin for an expectation
of nk is calculated using Poisson statistics. The statistical uctuations in cki and �bkgk are taken
into account using the method of reference [20]. The negative log L distribution for the data
set is shown in �gure 3.

In order to check the possible bias in the method, it was tested using di�erent samples of Monte
Carlo events taken as data events. These samples with values of �W� ranging between �2 and
2 were passed through the full detector simulation. Each sample had 1500 events after selection
cuts. The resulting �tted values for �W� were always consistent with the input values.

We have also checked these results using two independent analyses. In the �rst method an
unbinned likelihood analysis was developed to analyse only d�=d cos �W . In the second method
the entire analysis was formulated using optimal observables [1, 21]. The measured optimal
observable corresponding to �W� was compared with the predicted value as a function of �W�

and the likelihood calculated. In all cases the logL distributions were found to be consistent
with the binned method applied to the corresponding observables.

4.3 Combined analysis

The individual logL distributions shown in �gure 3 are compatible with the same minimum
point. These are independent measurements and therefore have been added together to give
the overall logL distribution shown as the solid line in the �gure.

We can express this as a measurement with the one standard deviation limits given by the
values of �W� where � logL = 0:5. This yields the result �W� = �0:61+0:73

�0:61, where only
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the statistical error is included. The expected error for a sample of this size was evaluated
by repeating the analysis using Monte Carlo events divided into sub-samples equivalent to the
actual data sample. We �nd an expected statistical error of �0:68.

To express this as a 95% con�dence level (C.L.) limit we take the points of intersection of the
curve with the � log L = 1:92 line. This yields the result: �1:74 < �W� < 0:94 at 95% C.L.,
where again only the statistical error is included in this range. It should be noted that the log L
distribution is not parabolic and therefore di�erent C.L. ranges cannot be obtained simply from
the one standard deviation values, but have to be determined directly from the distribution.

5 Systematic studies

The Monte Carlo simulation of the measured quantities depends mainly upon the simulation of
the jets from the W hadronic decay. Jet reconstruction has been studied and tuned extensively
at LEP1, showing good agreement between distributions measured from data and Monte Carlo
samples. We therefore expect this to be adequate for the small number of events in this sample.

As a direct test of cos �W reconstruction we have used radiative Z events taken from thep
s = 91 GeV data. By selecting events containing observed radiated photons with energies up

to 20 GeV we obtain a sample of jet pairs exhibiting a similar acollinearity distribution to W
decays. Assuming that no other photons have been radiated in the event the true direction of
the Z0 ! qq system is opposite to that of the photon. The di�erence between the value of cos �
measured from the photon and that measured from the hadronic system is therefore strongly
related to the true resolution of cos �W . The results obtained from both data and Monte Carlo
events agree well showing no signi�cant di�erences in shape or width of the distributions.

In order to quantify reasonable variations of jet reconstruction parameters we have used a
sample of radiative Z/ events selected from the

p
s = 161 GeV data by requiring acollinear

two jet events. The invariant mass distribution of the two jets is compared between data and
Monte Carlo and a �2 is formed for the match. The jet energy scale and resolution for the Monte
Carlo events are then arti�cially varied in order to minimise the �2. The best �t variations
were then used to vary the Monte Carlo jet reconstruction in the �W� analysis and the resulting
changes caused to �W� were added in quadrature and taken as a systematic error (0.16).

We have evaluated the systematic errors due to Monte Carlo statistics (0.04), the uncertainty
in the measured W mass and the LEP beam energy (0.24) and the uncertainties of the overall
selection e�ciency, background and luminosity measurements (0.06). We have varied the Monte
Carlo generator to use both EXCALIBUR and KORALW to generate the Standard Model
sample, resulting in a change of 0.10 to �W�. Since the shape of the distributions is important,
regions where the e�ciency changes rapidly were excluded and the analysis repeated. This
procedure removed at most two events and caused a change of 0.15 to �W�. We have studied
the e�ect of both doubling the background and setting it to zero (0.02). We have also considered
the variation with �W� of the background due to We� events. The accepted cross-section for
this process increases by a factor of approximately six for j�W�j � 2. Allowing for this in the
analysis caused a negligible change to �W�. The error due to all sources is listed in table 3.
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To obtain the �nal 95% C.L. limits we have performed a similar procedure. The shift in the
95% upper and lower limits were obtained for each of the variations described above. These
shifts were added in quadrature to obtain overall errors for both limits. The upper limit error
was added linearly and the lower limit error was subtracted linearly to obtain the �nal limits.

6 Result and conclusion

Adding the total systematic errors in quadrature we obtain the result

�W� = �0:61+0:73�0:61 � 0:35

and the corresponding 95% C.L. is

�2:1 < �W� < 1:6

Other experiments at the Tevatron, CDF [22] and D0 [23], have previously reported limits
on anomalous TGCs involving the WWZ coupling. However the constraints used in those
publications are di�erent to those of this analysis and the results are therefore not directly
comparable. To allow an approximate comparison we have repeated our analysis using their
sets of constraints but without detector simulation. We �nd statistical errors from this analysis
which are approximately a factor of two greater than the CDF and D0 results.

To give an indication for the implication of this limit we use the unitarity relationship given
in [1] j�W�j � 15:5(MW=�U )2 where �U is the scale at which unitarity would be violated.
Assuming this approximate relation our 95% C.L. upper limit corresponds to �U

>
�
220 GeV

from this measurement alone.
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Channel E�ciency Selected Predicted
(%) events signal background

qqe�e 70 � 3 3 3:8� 0:4 0:2� 0:3
qq��� 73 � 3 2 4:0� 0:5 0:3� 0:2
qq��� 29 � 3 6 1:6� 0:2 0:5� 0:2

Table 1: The selected number of events in the lepton channels after the additional cuts described
in the text. The Standard Model expectation for the numbers of signal and background events
are also shown.

Background contamination %
Z W+W� ! qq`�` Other W+W� ZZ We� Zee Total

qqe�e 1.0 3.1 0.1 0.4 0.3 0.4 5.3
qq��� 0.8 4.5 0.1 1.0 0.0 0.0 6.4
qq��� 10.0 16(a) 0.4 0.9 1.5 3.5 32

Table 2: Details of the background contaminations in the qqe�e, qq��� and qq��� samples.
Note(a): the cross contamination from other qq`�` decays to the qq��� channel is shown for informa-

tion, but as explained in the text this is not considered as background.

Source Error

Jet reconstruction 0.16
MC statistics 0.04

W mass and LEP beam energy 0.24
Overall normalisation 0.06

MC generator 0.10
Acceptance variation 0.15

Background 0.02
Total systematics 0.35
Data statistics +0:73

�0:61

Table 3: Contributions to the error on �W�
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Figure 1: The resolution of the kinematic variables from the qq`�` events. All distributions
show the di�erence between reconstructed and generated quantities. The solid line is for qqe�e
and qq��� events and the dashed line is for qq��� events.
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Figure 2: The distributions of cos �W , pW, cos ��` and ��` obtained from the eleven qq`�` events
selected from the data. The hatched histogram shows the non qq`�` background. These are
compared with the distribution expected in the Standard Model using fully simulated Monte
Carlo events. The predicted distributions for �W� = +2(�2) are also shown as dotted (dashed)
lines. Note: in the case of W+

!
�l� events the value of �� is shifted by � in order to overlay

distributions in the same plot.
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