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Abstract

Using data collected from 1992 to 1995 with the ALEPH detector at LEP, a measurement

of the colour factor ratios CA=CF and TF =CF and the strong coupling constant �s =

CF�s(MZ)=(2�) has been performed by �tting theoretical predictions simultaneously to the

measured di�erential two-jet rate and angular distributions in four-jet events. The result is

found to be in excellent agreement with QCD,

CA

CF

= 2:20 � 0:09 (stat) � 0:13 (syst) ;
TF

CF

= 0:29 � 0:05 (stat) � 0:06 (syst) :

Fixing CA=CF and TF =CF to the QCD values permits a determination of �s(MZ) and nf ,

the number of active avours. With this measurement the existence of a gluino with mass

below 6:3GeV=c2 is excluded at 95% con�dence level.
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1 Introduction

Quantum Chromodynamics (QCD), the theory of strong interactions, has been found to describe

successfully many aspects of the dynamics of quarks and gluons, despite the lack of knowledge

about the non-perturbative phase in which quarks and gluons form colour neutral hadrons. The

success is based on the fact that the e�ective running coupling of QCD decreases with increasing

energy, a property which improves the reliability of perturbative calculations, and that the impact

of non-perturbative e�ects becomes less important at the same time, especially when looking at

appropriately de�ned quantities such as jets. For this purpose LEP I is a beautiful laboratory,

having delivered to ALEPH about 5 million e+e� annihilations into hadronic �nal states. The

purely leptonic initial state facilitates the theoretical calculations, and the high energy (s = M2
Z
)

brings the directions and energies of hadronic jets into close correspondence with those of the

underlying partons.

A very stringent test of QCD would be a simultaneous measurement of the strong coupling

constant �s and the colour factors, as the former is the only free parameter of the theory, and

the latter show whether the dynamics is indeed described by an unbroken SU(3) symmetry. To

achieve this, cross sections have to be measured for which perturbative predictions exist at least

up to O(�s2), since only starting with this order does a functional dependence on the colour
factors appear. In this analysis two types of variables have been measured. For the �rst type

the predictions start at O(�s), giving information on �s(MZ) and on the colour factors via the
running of �s. For the second type the predictions start only at O(�s2), but additional sensitivity
to the colour factors is obtained. Under the assumption that SU(3) is the underlying gauge group,

a measurement of the colour factors can be converted into a measurement of the number of active
avours. This number could be altered from its expectation of �ve by new physics, such as the
existence of a very light gluino.

The paper is organized as follows : In the next section the theoretical framework is described
in detail, then the strategy of the analysis is explained. In Section 4 the data analysis, correction
and �t procedure are summarized and the �t results are presented. Section 5 contains a detailed

breakdown of the systematic checks which have been performed, followed by a discussion of the
results. The conclusions are given in Section 6.

2 Theoretical Framework

QCD is a gauge theory with SU(3) as underlying gauge group. For a general gauge theory with a

simple Lie group of dimension NC , the couplings of the fermion �elds to the gauge �elds and the

self-interactions in the non-abelian case are determined by the coupling constant and the Casimir

operators of the gauge group. Measuring the eigenvalues of these operators, called colour factors,

probes the underlying structure of the theory in a gauge invariant way. Considering the case where

NF and NA are the dimensions of the fundamental and adjoint representations of the gauge group

with structure constants fabc and generators T a
ij, the following relations hold :

NAX
a=1

�
T aT ya

�
ij
= �ijCF ;

NAX
a;b=1

fabcf �abd= �cdCA ;

NFX
i;j=1

T a
ijT

yb
ji = �abTF ; (1)
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where a; b; : : : (i; j; : : :) represent gauge (fermion) �eld indices and CF , CA and TF are the colour

factors. For SU(NC) it is found

CA = NC ; CF =
N2
C � 1

2NC

; TF = 1=2 : (2)

For QCD NC = 3, hence CA = 3 and CF = 4=3. The �rst two expressions in Eq. (1) de�ne the

colour factors CF and CA, which appear when calculating matrix elements related to the emission

of a gauge boson by a fermion and the splitting of one gauge boson into two gauge bosons,

respectively. The last expression in Eq. (1) represents a normalization of the generators and

governs the rate of gauge boson splitting into fermions. These relations are illustrated in Fig. 1.

Summing over all indices in the de�ning equations for CF and TF , a connection is found between

the dimensionality of the fundamental and adjoint representations, namely NFCF = NATF .

In this paper two types of variables have been considered, which will be called �rst order and

second order variables. First order variables are quantities for which the perturbative prediction

starts at O(�s). Examples are event-shape distributions such as thrust, jet masses, jet broadenings
or the di�erential two-jet rate. For a general event-shape distribution y, which vanishes in the

limit of perfect two-jet topologies, the di�erential cross section can be written as (the symbols
being de�ned in the following) :

1

�tot

d�

dy
= �s(�

2)A(y) + �s
2(�2)

�
B(y) + b0A(y) ln

�2

s

�
+ O(�s3) : (3)

Here �tot is the total hadronic cross section, and the following rede�nition of the running coupling
constant has been adopted :

CF�s(�
2)

2�
= �s(�

2)=
�s(s)

w

�
1� b1

b0

�s(s)

w
lnw

�
; w = 1 + b0�s(s) ln

�2

s
: (4)

De�ning

fA = CA

CF
; fT = nf

TF
CF

; (5)

with nf being the number of active avours, the two coe�cients b0 and b1 are

b0 =
11

6
fA �

2

3
fT and b1 =

17

6
fA

2 �
�
5

3
fA + 1

�
fT : (6)

When talking about colour factors in the following, actually the colour factor ratios CA=CF and
TF=CF are meant.

The coe�cient functions A(y) and B(y) are obtained by integrating the fully di�erential Ellis-

Ross-Terrano (ERT) matrix elements [1]. Whereas A(y), which results from the integration over

the matrix elements for single gluon bremsstrahlung o� quarks, is colour factor independent, B(y)
can be decomposed into

B(y) = BF (y) + fABA(y) + fTBT (y) : (7)

The function BF (y) gets contributions from double gluon bremsstrahlung, which occurs at a
rate proportional to C2

F , the function BA(y) accounts mainly for processes with the triple gluon

2



coupling and BT (y) for processes with gluon splitting into quark pairs. From this it becomes clear

that information on colour factors enters only in next-to-leading order via the coe�cient function

B(y). However, additional dependence at O(�s3) and higher orders enters through the running

coupling, mainly via b0, if the renormalization scale �2 is chosen to be di�erent from the hard

scale s. For event-shape variables it has been found [2, 3] that a rather small scale �2 � s has

to be used in order to achieve a good description of the data. In this case missing higher orders,

which appear to be important, are mimicked by terms generated by the expansion of the running

coupling.

For several event-shape variables it is possible to resum the leading and next-to-leading

logarithms ln y in all orders of �s ([4] and references therein), restoring the hard scale for �2

as the natural one. In those cases a function R(x) is added to the expression in Eq. (3), where

x = b0 �s(�
2) ln y, thus again b0 enters in connection with the leading terms, which introduces a

high correlation between the estimates of fA and fT . Summarizing it can be stated that �rst order

variables are suited for measuring �s(MZ) and a function of fA and fT , namely b0.

It is worth noting that information on nf enters via fT . This is the number of fermions which

give contributions to loop corrections and to gluon splitting processes. At LEP nf = 5 is expected,

but if additional fermionic degrees of freedom with colour charge exist, then a sizeable e�ect on
b0 should be observed. A possible candidate for such additional fermions would be a very light
gluino in the mass range m~g . 1:5GeV=c2, which is predicted by particular SUSY models and

not yet excluded unambiguously by experiment [5].

Uncorrelated information on fA and fT can be obtained from second order variables, for which
the perturbative expansion starts only at O(�s2), like thrust-minor, light jet mass or angular
variables in four-jet events. Here the cross section is given by

1

�tot

d�

dy
= N [DF (y) + fADA(y) + fTDT (y)] ; (8)

with coe�cient functions D�(y) (� = F;A; T ) again found by integration of the ERT matrix

elements for processes which have been described in the case of the functions B�(y). Such variables
have the advantage that colour factor information already enters in leading order, but normally

they are not used to measure �s, as only Born level calculations are available. This fact is expressed

in Eq. (8) by the replacement of the strong coupling by an e�ective coupling or normalization
constant N , which typically is �tted together with fA and fT . Also in this case a light gluino

would alter the cross section.

The idea of the measurement described in this paper is to combine the information on �s(MZ),
fA and fT obtained from �rst and second order variables, leading to precise determinations of all

three variables. Assuming QCD and �tting only �s(MZ) and fT , it is possible to extract knowledge

on nf . Thus the measurement represents an indirect search for a very light gluino, which is rather
independent of the decay properties of such an object, as the main sensitivity stems from loop

e�ects. Finally �xing nf and using only a �rst order variable for the �t gives a determination of

�s(MZ). This serves as a valuable cross check of the results obtained in the more general analysis.
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3 Analysis Strategy

The distributions used in this analysis are the di�erential two-jet rate as �rst order variable and the

following four-jet angular distributions [6] as second order variables. The numbering i = 1 : : : 4 of

the jet momenta pi corresponds to energy-ordered four-jet con�gurations (E1 > E2 > E3 > E4) :

� the Bengtsson-Zerwas angle : �BZ = ][(p1 � p2); (p3 � p4)]

� the K�orner-Schierholz-Willrodt angle :

�KSW = 1=2 f][(p1 � p4); (p2 � p3)] + ][(p1 � p3); (p2 � p4)]g

� the (modi�ed) Nachtmann-Reiter angle : ��NR = ][(p1 � p2); (p3 � p4)]

� the angle between the two lowest energetic jets : �34 = ][p3;p4]

Jets are found by applying the Durham cluster algorithm [7, 8, 9], with the metric

yij =
2 min(E2

i ; E
2
j )

E2
vis

(1� cos�ij) (9)

for particles i; j, and the E0 recombination scheme, i.e., those particles with the smallest yij are
clustered together to form a new pseudo-particle with four-momentum

Enew = Ei + Ej ; pnew =
Ei + Ej

jpi + pjj
(pi + pj) ; (10)

hence massless jets are formed. The clustering procedure is repeated until four jets are left, then the

event is used for the analysis of the angles de�ned above if mini;j=1;4 yij > ycut ; with ycut = 0:008 :
This cut value represents a compromise between high statistics and good separation of the four
jets. The clustering is continued to end up with three jets, independently if the ycut criterion for

four-jets is ful�lled or not. Then y3 = mini;j=1;3 yij is calculated, which gives the distribution
in � ln y3, called di�erential two-jet rate, i.e., y3 is the resolution parameter where the event

undergoes the transition from a three-jet to a two-jet event.

The choice of these variables is motivated by the following considerations : The theoretical
prediction for � ln y3 is known up to O(�s2). In addition both leading and next-to-leading
logarithms have been resummed in all orders of �s [8, 10]. This variable is further known to su�er

less from systematic uncertainties due to hadronization than other event-shape distributions [11].

The four-jet angular distributions have already been used in previous measurements and proven

to be sensitive to the colour factors [12, 13, 14].

The measured distributions of the variables are binned into 20 bins each and put together to
form a vector D,

D1:::100 = (V1:::20;W1:::20; X1:::20; Y1:::20; Z1:::20) ; (11)

where V;W;X; Y stand for the four angular variables and Z for the di�erential two-jet rate. A

covariance matrix �Dij is calculated to take into account the statistical error, correlations between

bins of a single distribution, and correlations between bins of di�erent distributions.
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The predictions at parton level, P, which are functions of �s; fA and fT , are corrected to give

predictions T at detector level according to

T =MD �R �MH �P ; (12)

T being a vector of the same dimension as D. The matrices MH
ij (M

D
ij ) are the transition

probabilities that an event with an entry in bin j at parton (hadron) level gives an entry in

bin i at hadron (detector) level. The ratio Ri = (ISR + FSR)i=(no ISR; noFSR)i corrects for

e�ects of initial and �nal state radiation (ISR,FSR), which are not included in the perturbative

calculations. To account for �nite Monte Carlo statistics, statistical errors are propagated into a

�nal covariance matrix �Tij.

Having prepared all the necessary input, the following function is computed and minimized

with respect to �s, fA and fT :

�2 =
X

i;j2�t range

�i �
�1
ij �j ; �i = Di � Ti ; �ij = �Dij + �Tij : (13)

This method of least squares was preferred over the method of maximum likelihood adopted in a

previous measurement by ALEPH [15], as it is more convenient in the case of very high statistics.

4 Analysis Procedure and Results

4.1 The ALEPH Detector

A detailed description of the ALEPH detector can be found in Ref. [16] and of its performance
in Ref. [17]. Charged particles are detected in the central part of the detector consisting of a

vertex detector, a cylindrical drift chamber and a large time projection chamber, which together
measure up to 31 coordinates along the charged particle trajectories. A 1.5 T axial magnetic
�eld is provided by a superconducting solenoidal coil. A 1=p? resolution of 6� 10�4(GeV=c)�1 is

achieved for tracks with a polar angle of j cos �j < 0:8.

Electrons and photons are identi�ed in the electromagnetic calorimeter by their characteristic

longitudinal and transverse shower developments. The calorimeter, a lead/wire-plane sampling

device with �ne read-out segmentation and total thickness of 22 radiation lengths at normal

incidence, provides a relative energy resolution of 0:18=
p
E (E in GeV).

Muons are identi�ed by the hadron calorimeter, a 1.2 m thick yoke instrumented with 23 layers

of streamer tubes, together with two surrounding layers of muon chambers. In association with the

electromagnetic calorimeter, the hadron calorimeter also provides a measurement of the energy of
charged and neutral hadrons with a relative resolution of 0:80=

p
E (E in GeV).

Combining the information of all subdetectors, an energy-ow algorithm [17] provides a

measurement of the total energy and a list of charged and neutral reconstructed objects, called

energy-ow objects, with measured momentum vectors and information on particle type.
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4.2 Data Analysis

In this analysis data taken at the Z peak from 1992 to 1995 are used. First a hadronic event

selection is applied. Charged particle tracks are selected that have at least four measured space

coordinates from the time projection chamber, a polar angle in the range 20� < � < 160�, and

a transverse momentum with respect to the beam direction of p? > 0:2GeV=c. In addition, the

closest radial distance of approach of the extrapolated track to the beam axis, d0, is required to

be less than 2 cm, and the z-coordinate of the point of closest radial approach, z0, is required

to be less than 5 cm. Using these selected charged particle tracks, the sphericity axis and the

total charged energy Ech =
P

i

p
p2i +m2

� are computed. Neutral energy-ow objects are kept if

their energy exceeds 0:8GeV and if their polar angle with respect to the beam axis is in the range

11:5� < �neu < 168:5�.

Events are selected that have at least �ve charged particle tracks, Ech > 15GeV, the polar

angle of the sphericity axis in the range 35� < �sph < 145�, and Ntot � 15, where Ntot is the

sum of selected charged and neutral objects. The cut on the sphericity axis ensures that the

event is well contained within the detector, and the �nal cut on the total multiplicity reduces

remaining backgrounds from  and �+�� events to a negligible level. With a selection e�ciency

of approximately 78%, a sample of 2:7 million hadronic events remains, which are further analysed.

Objects are clustered according to the algorithm described in the previous section until four jets
are left. The energies of these jets are subsequently rescaled by imposing total energy-momentum
conservation with the assumption that the four jet directions are perfectly measured. The Durham

metric yij is then recalculated and the event is taken as a four-jet event if ymin > 0:008. This results
in a total number of 0:17 million events for which the angular variables are computed. Rescaling

of jet energies is applied to improve the resolution. It also reduces considerably systematic
uncertainties when repeating the analysis with di�erent selection criteria, e.g., using charged
particle tracks only.

The di�erential two-jet rate and the covariance matrix are �nally determined. Correlations
between bins of di�erent distributions are found to be small, typically below 10%. Only near the

phase space limits can larger values be observed. These regions, however, are excluded in the later
�t.

4.3 Theoretical Predictions

The Monte Carlo program EVENT [18] has been used to integrate the second order QCD ERT

matrix elements [1] in order to calculate the coe�cient functions A(y); B�(y); D�(y) de�ned in

Section 2. The program has been modi�ed to allow the coe�cients of each colour factor to be
obtained separately. In total 4:3� 108 events were generated.

For the di�erential two-jet rate, a resummation of leading and next-to-leading logarithms
has been performed [8, 10]. However, the combination of the �xed order calculation with the

resummation part is ambiguous, and two schemes have been proposed [11], the so-called R

matching and logR matching schemes. As long as no full third order calculation is available,

there are no �rm theoretical grounds to prefer one over the other, and thus �ts and systematic

studies have been performed considering both of them. An additional theoretical ambiguity enters
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via the choice of the renormalization scale �2. It has been decided to perform the nominal analysis

at a scale which minimizes the overall �2 of the �t, which is not necessarily the same for the two

matching schemes.

4.3.1 Correction for Hadronization E�ects

To correct the purely partonic cross sections for e�ects of hadronization, the transition probabilities

MH
ij have been estimated using two di�erent Monte Carlo models. In the case of the di�erential

two-jet rate JETSET 7.405 [19] has been employed, which is based on the parton shower

approach plus subsequent string fragmentation. The model parameters are taken from Ref. [20],

with the exception that �nal state radiation is not included in the simulation. Four million events

have been generated and analysed.

For the four-jet angular variables a di�erent model has been adopted. Here the corrections

are computed using HERWIG 5.9a, which is an extension of HERWIG 5.9 [21]. The process

e+e� ! 4 partons has been added, where the partonic con�gurations are generated according to

the ERT matrix elements. Afterwards a parton shower is started from each of the four partons

with subsequent cluster fragmentation. This model has the advantage that it generates more �nal

states with four well separated jets than the simple parton shower as implemented in JETSET or
HERWIG, thus covering more e�ciently the full four-parton phase space. In addition, since higher
order e�ects are simulated by the parton shower which follows the hard process generation, the

hadronization corrections are expected to be less model dependent. Whereas in the matrix element
option in JETSET the hadronization step in the simulation has to recover missing higher orders,

since a maximum of four partons are generated, the hadronization step in HERWIG 5.9a should
simulate purely hadronization e�ects. Indeed one �nds a drastic increase in �t quality (overall
�2 and good description of the data by the �t outside the �t range) when using HERWIG 5.9a

compared to the matrix element option in JETSET 7.405. A further shortcoming of the latter
model is the minimal intrinsic ycut (Jade type) of 0:01, which is rather close to the cut value of the
analysis, whereas in HERWIG 5.9a this value can be chosen well below 0:008, which corresponds

to a relative transverse momentum of approximately 8:1GeV=c.

Three million events were generated using HERWIG 5.9a with parameters for the cluster

fragmentation taken from Ref. [20], which are tuned parameters for HERWIG 5.8. Despite
di�erences between the two versions of the program, no model �t was needed for HERWIG 5.9a,
since a good �t quality was already obtained with the tuned parameters for HERWIG 5.8. This

obvious insensitivity to the details of the hadronization process is a further argument in favour of
HERWIG 5.9a. The matrices thus found show entries well concentrated along the diagonal.

4.3.2 Corrections for Initial and Final State Radiation

Initial state radiation (ISR) is known to have only a small e�ect on event shapes at the Z peak.

Also corrections to the distributions considered here caused by photon radiation from quarks

(FSR) are expected to be negligible. Nevertheless they have been estimated by generating �ve

million events with and without ISR and FSR, taking an event generator based on DYMU [22]
and JETSET with signi�cantly extended decay properties of heavy avours. Then bin-by-bin
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correction factors were calculated. As anticipated, these factors are found to be close to unity

over almost all the phase space.

4.3.3 Corrections for Detector E�ects

The �nal step in the folding procedure consists in correcting the theoretical distributions found

at hadron level for e�ects of detector acceptance and resolution. For this purpose again events

have been generated with the generator based on DYMU and JETSET and subsequently passed

through the full ALEPH detector simulation. A total of 4 million generated and 3 million

accepted events, giving 0:2 million four-jet events at the detector level, have been analysed at

detector and hadron level in order to �nd the transition matrices MD
ij . The fully simulated events

at the detector level were analysed in exactly the same manner as the data, and again rather

diagonal matrices with reasonably small smearing are found. The full detector simulation allows

only limited Monte Carlo statistics, which has to be included in the evaluation of the �nal error,

as described in Section 3.

Figure 2 gives a comparison of the full simulation with the data for the �ve distributions of

interest. For all cases clear discrepancies can be observed, which may possibly originate from

the parton level simulation (JETSET parton shower), which might not be appropriate for the
description of hard three-jet (low � ln y3 region) and four-jet con�gurations. However, these
discrepancies are not of direct consequence for the analysis, since only the transition from hadron

to detector level, i.e., pure detector e�ects, are of interest, and the folding procedure is arranged to
have as little model dependence as possible. The good �t quality (see following sections) indicates
that this has been achieved.

4.4 Fit Procedure

Three types of �2 �ts were performed with MINUIT [23] :

� Fit A :
Using all �ve distributions, the variables �s(MZ), fA and fT are determined by �tting

Eqs. (3) (plus resummation of large logarithms) and (8) to the � ln y3 and angular variables,
respectively, over the �t ranges 0:1 � j cos�j � 0:9 for � = �BZ and� = ��NR , �0:8 �
cos� � 0:8 for � = �KSW and� = �34 , and 1:4 � � ln y3 � 4:4. The ranges were chosen so

that the corrections were well behaved.

� Fit B :
Taking the same distributions and �t ranges as above, �s(MZ) and fT are determined, from

which nf is extracted subsequently by assuming QCD, i.e., CA=CF = 2:25; TF=CF = 0:375.

� Fit C :

Fitting only the di�erential two-jet rate over the range 1:4 � � ln y3 � 3:2 and assuming
QCD for the colour factors and nf = 5, �s(MZ) is extracted.

In the case of four-jet variables entering the �t, the four-jet rates contributing to the �t range are

also �tted, as the numbers of four-jet events in these ranges are not necessarily the same. This

increases the numerical complexity, but is of no physics relevance.
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4.5 Fit Results

The results for Fit A, Fit B and Fit C for both matching schemes are listed in Table 1. The errors

and correlations �� are statistical only. A �2 per degree of freedom close to unity is found in all

cases. For Fit A a high statistical correlation between fA and fT is observed, which can be traced

back to the functional dependence via b0, as explained in Section 2. The obvious discrepancies

between the two matching schemes are taken into account in the �nal systematic error. A graphical

representation of the �t results is shown in Fig. 3.

Fit A logR, ln f = �1:10 R, ln f = 0:00

�s(MZ) 0.0244 � 0.0003 0.0249 � 0.0003

fA 2.31 � 0.09 2.23 � 0.09
fT 1.48 � 0.28 1.78 � 0.29

��s;fA 0.48 0.41

��s;fT 0.75 0.72
�fA;fT 0.94 0.93

�2=Ndof 78.14/72 81.60/72

Fit B logR, ln f = �1:30 R, ln f = 0:00

�s(MZ) 0.1154 � 0.0011 0.1175 � 0.0012

nf 3.68 � 0.24 4.88 � 0.29
��s;nf 0.99 0.99

�2=Ndof 78.48/73 81.63/73

Fit C logR, ln f = �1:76 R, ln f = �0:25
�s(MZ) 0.1220 � 0.0002 0.1176 � 0.0002

�2=Ndof 6.86/8 5.41/8

Table 1: Results of Fit A, Fit B and Fit C (ln f = ln�2=s) .

5 Study of Systematic Uncertainties

The special choice of an analysis procedure, such as event and particle selection criteria or usage
of a certain Monte Carlo (MC) model for hadronization corrections, could introduce biases into
the results. These biases typically are estimated by varying cuts and MC models. However, the

number and range of such variations, together with the subsequent de�nition of a systematic
error when changes of �t results appear, are rather arbitrary and di�er between analyses and

experiments. Here a scheme is presented which tries to reduce somewhat this arbitrariness, and
which in principle is applicable to a wide range of analyses and to measurements of any number

of observables.

5.1 De�nition of the Scheme

The scheme exploits Bayesian points of view in order to assess systematic uncertainties. The main

decision criterion is the quality of the �t when using a particular analysis chain, in our case the
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overall �2. The Bayesian idea is that a priori all models can be considered equally well suited for

usage in the analysis, but from a bad �2 it is deduced that the a posteriori probability of such

a model is low, and therefore this model should get a small weight when estimating the actual

systematic error. In accordance to the determination of the statistical error, the systematic error

corresponds to the increase in �2 by one.

For example, a measurement of two quantities (x; y) results in a set of numbers

(x0; y0; �
2
0); (x1; y1; �

2
1); : : : ; (xn; yn; �

2
n) after (n + 1) variations of the analysis procedure, with

�20 = mini=0;n �
2
i . First a systematic correlation coe�cient is calculated according to

�systx;y =

nX
i=1

(x0 � xi)(y0 � yi)vuut nX
i=1

(x0 � xi)2

! 
nX
i=1

(y0 � yi)2

! : (14)

Then the elements of the systematic covariance matrix are de�ned as

q
�
syst
x;x = C max

i=1;n

 
�xip
��2i

!
; �systx;y = �systx;y

q
�
syst
x;x

q
�
syst
y;y ; (15)

with

�xi = jx0 � xij ; ��2i = max(1; j�20 � �2i j) ; C = max

�
1;
q
�20=Ndof

�
; (16)

and �systy;y de�ned in analogy to �systx;x . The factor C takes into account cases where the best �t gives

a bad �2, which does not happen in this analysis. This scheme is generalizable to any number of
�t variables, and it is ensured that models giving a bad �t are properly deweighted. Of course
still some unavoidable arbitrariness remains in the choice and number of variations.

5.2 Theoretical Predictions

As already mentioned in Section 4.3, systematic uncertainties are caused by ambiguities in
the choice of matching scheme and renormalization scale for the perturbative prediction of the

di�erential two-jet rate. In order to estimate these errors, the renormalization scale for each

matching scheme was varied around the value giving the minimum �2 until an increase of one unit

was found. Hence there are six variations which are used in the scheme described above.

Tables 2, 3 and 4 in the Appendix contain all of the �t results under those variations.

Furthermore Fig. 4 illustrates the dependence of the �2 and the �t values on the renormalization

scale, for both matching schemes. There is a clear preference for lower scales by the logR compared
to the R matching scheme. This could mainly arise from the fact that in the logR scheme the

lowest order coe�cients A(y); B(y) are exponentiated, giving subleading contributions in third
and higher orders. These are not present in the case of the R scheme.

The following systematic uncertainties are found :
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Fit A : �th�s(MZ) = 0.0006 , �thfA = 0.07 , �thfT = 0.23 ,

�th�s;fA = {0.99, �th�s;fT = 0.90 , �thfA;fT = {0.94 .

Fit B : �th�s(MZ) = 0.0026 , �thnf = 1.01 , �th�s;nf = 0.94 .

Fit C : �th�s(MZ) = 0.0037 .

5.3 Hadronization Corrections

A large set of di�erent models have been analysed in order to estimate the contribution to the

systematics induced by a special choice of the hadronization correction. As two di�erent MC

models are used to calculate the correction (cf. Section 4.3.1), variations of both models have been

considered separately.

Variations of the corrections for the di�erential two-jet rate are (PS=Parton Shower,

ME=Matrix Element option, SF=String Fragmentation, CF=Cluster Fragmentation) :

� JETSET 7.405 PS+SF, Bose-Einstein correlations included but no retuning of the model
parameters,

� HERWIG 5.8 PS+CF, tuned parameters,

� ARIADNE 4.05 PS+SF, tuned parameters.

Variations of the corrections for the four-jet angular variables, not used in Fit C, are :

� JETSET 7.405 ME+SF, tuned parameters,

� JETSET 7.405 ME+SF, only variables such as pout? and tails of event-shape distributions

used for parameter tuning,

� HERWIG 5.9a ME+CF, hadronization parameters changed (e�ective gluon mass set to
0.750 GeV instead of 0.668 GeV; maximum cluster mass set to 3.40 GeV instead of 3.65
GeV)

The results are :

Fit A : �ha�s(MZ) = 0.0005 , �hafA = 0.03 , �hafT = 0.11 ,

�ha�s;fA = 0.15 , �ha�s;fT = 0.69 , �hafA;fT = 0.82 .

Fit B : �ha�s(MZ) = 0.0025 , �hanf = 0.45 , �ha�s;nf = 0.99 .

Fit C : �ha�s(MZ) = 0.0008 .

As can be observed from Tables 2, 3 and 4, the variations concerning the two-jet rate have small

impact, whereas the main di�erences arise from the use of the matrix element option in JETSET.

It has been found that an increase in the intrinsic ycut is accompanied by an increase in the �tted
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values of fA and fT , which could explain the high values found for this model, where the intrinsic

ycut is rather high as mentioned in Section 4.3.1. However, using this model results in a very bad

�2, which suppresses its contribution to the �nal error. It is remarkable that the drastic change

in fragmentation parameters in HERWIG 5.9a causes only a small change in the �t values.

Although this variation gives the smallest �2, it is not used for the nominal �t, the main reason

being that it is based on smaller statistics.

In agreement with previous studies [11], the hadronization error for the case of the Fit C

analysis is small. This seems to be in agreement with results of recent theoretical developments

on power law corrections to event shapes, which indicate that the di�erential two-jet rate shows

a stronger suppression of non-perturbative contributions than other variables [24].

5.4 Detector Simulation

A further source of systematic uncertainties are imperfections of the detector simulation which is

used to estimate the e�ects of �nite detector resolution and acceptance. The standard method

is to vary the selection cuts (described in Section 4.2), especially on quantities which are known
to show defects in the simulation, such as the low energy tails of neutral particles. The list of

variations studied is :

� analysis with charged particle tracks only (without the cut on the total multiplicity),

� removal of the cut on the neutral energy,

� removal of the cut on the total multiplicity,

� removal of the cut on the polar angle of the sphericity axis.

A breakdown of the �t results under these variations can be found in Tables 2, 3 and 4. The

resulting systematic errors are :

Fit A : �de�s(MZ) = 0.0003 , �defA = 0.07 , �defT = 0.10 ,

�de�s;fA = {0.31 , �de�s;fT = 0.20 , �defA;fT = 0.86 .

Fit B : �de�s(MZ) = 0.0016 , �denf = 0.27 , �de�s;nf = 0.72 .

Fit C : �de�s(MZ) = 0.0006 .

The analysis based on charged particle tracks alone shows di�erences in the �nal �t results. In

the case of the Fit C analysis a detailed study indicates that the poor description of the charged
inclusive momentum distribution out of the event plane pout? by the standard MC models [20]

might be at the origin of those deviations. Removing tracks from the high tail of this distribution

(pout? > 1GeV=c) brings the �t results again in agreement with the nominal analysis.
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5.5 Mass E�ects

The mass of the b quark is expected to inuence the cross sections, because of dynamical and

mainly phase space e�ects, since the ycut value applied is not large enough to ensure that all

hard four-jet events with b quarks in the �nal state are resolved. Unfortunately, in contrast to

Born level calculations at �rst and second order [25], a full second order calculation (with loop

corrections) for massive quarks is not available. This would be necessary to estimate consistently

mass e�ects in this analysis. However, in a previous analysis [26] it has been found that mass

e�ects have negligible impact on the shape of the � ln y3 distribution, at least over the �t range

used in this analysis.

Because of this observation, in Fit A the study of mass e�ects can be restricted to the four

angular variables. Those were calculated with and without quark masses (muds = 0GeV=c2; mc =

1:5GeV=c2; mb = 5GeV=c2) using the matrix elements from Ref. [25], and subsequently �tted

using the massless ERT formula (8). The � ln y3 distribution essentially �xes b0. While considering

only the angular variables, this can be taken into account by �tting only for fT and calculating

fA from b0 according to fA = 6=11(b0 + 2=3fT ). Here b0 is �xed to 2.90 as found in the nominal

analysis with the R matching scheme. When �tting the massive matrix elements, an upwards

shift in fT of 0:25 is observed with respect to the massless case. This arises from the fact that
the change of the cross sections due to phase-space reduction is not uniform over the range of the

angular distributions, and is di�erent for qqgg �nal states compared to four-quark �nal states. A
similar result was obtained in an analysis by OPAL [14]. From this it is concluded that mass
e�ects can be taken account of by the replacement nefff = nf+0:67 in the four-jet matrix elements.

From the statistical errors and correlations it follows that the change in fT under inclusion of mass
e�ects implies a change in fA by �0:07 and in �s by �0:0002. The di�erence of the results with
and without mass e�ects was added quadratically to the systematic error.

In Fit B the main sensitivity comes from the � ln y3 distribution, and the angular variables
only help to restrict the systematic uncertainties. Nevertheless, in order to take into account mass

e�ects in this case, the �t was repeated by replacing nf in Eq. (8) with n
eff

f = nf + 0:67, as
suggested by the �ndings for mass e�ects on Fit A, and leaving the formula for the di�erential

two-jet rate and the running of �s unchanged. Only small shifts of �0:03 for nf and �0:0002 for
�s(MZ) are found. Again the di�erence of the results when including mass e�ects was taken as an
additional error contribution, which however has negligible impact on the �nal error.

5.6 Further Systematic Checks

A stringent test of the inuence of hadronization has been performed by repeating the �t without
hadronization corrections. The deviations for �s and fA are very small and covered by the

systematic error, and the deviations for fT are not larger than 40% with respect to the nominal

values, which is reassuring. As the hadronization models do not include contributions from gluinos,
a rough simulation of the e�ects of a possible R0 hadron (a gluon-gluino bound state) [5] has been

attempted using the JETSET string model. The production of strange quarks and di-quarks

and the width of the transverse momentum distribution of particles generated from the string

has been increased, and the hadronization corrections were recomputed for the di�erential two-jet
rate, which gives the main sensitivity for Fit B. Negligible e�ects on the �nal results are found. In
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addition, one can expect that hadronization models, which could bring the data into agreement

with the light gluino hypothesis, would drastically worsen the overall description of the properties

of hadronic Z decays.

Further it has been checked that the �t is not strongly biased towards the QCD colour factors

used in the MC simulations by changing the colour factors in the models to values far from QCD

and recalculating all corrections. These checks gave satisfactory results, in the sense that the

observed changes are covered by the systematic errors.

Variations of the �t ranges by � one bin in all distributions were found to have only a small

impact on the �t results, which at most changed by half the statistical error.

Finally it is worth noting that �rst results of a calculation of the next-to-leading order

corrections (neglecting terms of O(1=N2
C)) to the angular variables [27] indicate that these

corrections have a large impact on the four-jet rate, but very small inuence on the shape of

the angular distributions. Since this analysis is only sensitive to the shape, the inclusion of higher

order corrections would therefore lead to minor changes in the �nal results.

The �nal systematic errors and correlations are obtained by summing the covariance matrices

of the individual contributions to the systematics. They are given below. The much smaller
correlation between fA and fT compared to the purely statistical one stems from the anti-

correlation induced by the theoretical uncertainties.

Fit A : �sy�s(MZ) = 0.0009 , �syfA = 0.13 , �syfT = 0.35 ,

�
sy

�s;fA
= {0.30 , �

sy

�s;fT
= 0.69 , �

sy

fA;fT
= 0.21 .

Fit B : �sy�s(MZ) = 0.0040 , �synf = 1.15 , �sy�s;nf = 0.87 .

Fit C : �sy�s(MZ) = 0.0038 .

6 Results and Discussion

As �nal results the weighted means (using (�2=Ndof)
�1 as weights) of the �t values obtained in

the nominal analysis with the two matching schemes, together with the sum of statistical and
systematic covariance matrices, are (under inclusion of mass e�ects) :

Fit A : �s(MZ) = 0:0244� 0:0003 (stat)� 0:0009 (syst)

fA = 2:20� 0:09 (stat)� 0:13 (syst)

fT = 1:63� 0:29 (stat)� 0:35 (syst)

n
eff

f = 5:67 ! TF
CF

= 0:29� 0:05 (stat)� 0:06 (syst)

��s;fA = �0:15 ; ��s;fT = 0:65 ; �fA;fT = 0:47
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Fit B : �s(MZ) = 0:1162� 0:0012 (stat)� 0:0040 (syst)

nf = 4:24� 0:29 (stat)� 1:15 (syst)

��s;nf = 0:88

Fit C : �s(MZ) = 0:1195� 0:0002 (stat)� 0:0038 (syst)

The summation of the systematic covariance matrices with the purely statistical one leads to a

reduction of the correlations, at the price of larger uncertainties. In Fig. 5 it can be observed

that the measurement of the colour factors is in agreement with the expectations from QCD

(CA=CF = 2:25; TF=CF = 0:375). Furthermore it is in agreement with previous measurements

by ALEPH [20] and by other collaborations [12, 14]. Here a more general approach is adopted,

as the coupling constant is �tted as well. Figures 6 and 7 show that the measured coupling

constant, although determined model independently, is consistent with the world average value of

�s(MZ) = 0:118� 0:003 [28].

The measurement of �s(MZ) (QCD, nf=5) represents a very accurate determination of the

strong coupling constant via event shapes in e+e� annihilation and agrees with the world average

value. However, this measurement is mainly intended to serve as a cross check for the more
general analysis, and indeed perfect consistency is found. An ALEPH measurement of �s(MZ),

including new data at higher centre-of-mass energies and new theoretical input regarding power-
law corrections to event shapes, is under way.

6.1 A Limit on the Light Gluino

Supersymmetric models predict the existence of a fermionic partner of the gluon, called gluino.

Being a Majorana fermion and transforming under the adjoint representation of SU(3), at leading
order the e�ects of a light gluino are taken account of by simply adding three fermionic degrees
of freedom. Such a gluino would give loop corrections to the gluon propagator, thus changing the

running of �s, and it would lead to additional four-parton �nal states via gluon splitting into a
pair of gluinos. These gluinos would then be con�ned into neutral R0 hadrons [5]. Because of the
rescaling of jet energies, this analysis is not sensitive to the details of gluino hadronization and

possible decays.

The lowest mass scale entering into the prediction for the di�erential two-jet rate is the upper
limit of the �t range in Fit B, namely k? � 10GeV. Thus the replacement nf = 5 ! nf = 8

in the expression for the running of �s would be valid for gluino masses up to 10GeV=c2, which

is not compatible with the data. A more conservative limit on the gluino mass is found by

estimating the e�ect on the angular variables. Again employing the matrix elements for qqq0q0

with inclusion of quark masses [25], it has been found that the e�ect of a �nite quark mass on the

cross section of the gluon splitting process can be described by the simple phase space reduction

factor
q
1� 4m2

q=(sy
J
cut) : As the invariant mass of the decaying system is of relevance, the

Jade de�nition of the cut-o� value has to be taken here instead of the Durham de�nition used

throughout the analysis. This corresponds to a substitution of ycut = 0:008 with yJcut = 0:032. For

example, it has been checked that this formula reproduces correctly an overall reduction of the

cross section of 20% found with the massive matrix elements for a quark mass of 5GeV=c2.
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From Figs. 5 and 7 it is clear that even the model independent analysis (Fit A) excludes the

existence of a light gluino at very high con�dence level (CL). From the results of Fit B (Fig. 8)

an upper limit on the excess in nf above its expectation of �ve of �nf < 1:9 at 95% CL is found.

From this a lower limit on the gluino mass is obtained according to

�nf = 3

s
1�

4m2
~g

syJcut
< 1:9 ; (17)

which translates into m~g > 6:3GeV=c2 at 95% CL.

These results are in agreement with the analysis of the running of �s in Ref. [29], which excludes

the gluino for masses below 3:8GeV=c2 at 90% CL. Recently a study of the running of �s has

been suggested in Ref. [30], leading to similar conclusions. In Ref. [31] a reanalysis of published

colour factor measurements has been proposed in order to set a limit on the gluino mass.

7 Conclusions

A precise test of perturbative QCD has been performed by comparing theoretical predictions of
four-jet angular variables and the di�erential two-jet rate to ALEPH data taken from 1992 to
1995. Colour factors in agreement with QCD have been measured,

CA

CF

= 2:20� 0:09 (stat)� 0:13 (syst) ;

TF

CF

= 0:29� 0:05 (stat)� 0:06 (syst) ;

together with a precise determination of �s(MZ). The existence of a gluino in the mass range
below 6:3GeV=c2 is excluded at 95% con�dence level.
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A Appendix

In the following listings of �t results under all variations of the analysis are given. If not indicated

otherwise, the R matching scheme is used at the renormalization scale with minimal �2, together

with the data selection and hadronization corrections as described in sections 4.2 and 4.3.1. As

hardly any variations of the statistical correlations could be observed, they are not given here.

The abbreviations are : JS = JETSET 7.405, HW58 = HERWIG 5.8, HW59 =

HERWIG 5.9a, AR =ARIADNE 4.05, PS = Parton Shower, ME =Matrix Element option, SF

= String Fragmentation, CF = Cluster Fragmentation, BE = Bose-Einstein correlations, OUT =

Out quantities used for model tuning (cf. section 5.3), HPC = hadronization parameters changed,

ln f = ln�2=s, CHG = charged tracks, NEU = neutral tracks, Eneu = neutral energy, Ntot =

total multiplicity, nominal = nominal analysis (cf. section 5.1).

Variations �s(MZ) fA fT �2

Theoretical Prediction

nominal : logR, ln f = �1:1 0.0244 2.31 1.48 78.1

logR, ln f = �1:7 0.0250 2.25 1.51 79.3

logR, ln f = �0:3 0.0240 2.36 1.39 79.1

R, ln f = �0:55 0.0256 2.16 1.95 82.6

R, ln f = 0:0 0.0249 2.23 1.78 81.6

R, ln f = 0:85 0.0242 2.34 1.49 82.6

Hadronization Corrections

nominal : HW59 ME+CF, JS PS+SF 0.0249 2.23 1.78 81.6

HW59 ME+CF, JS PS+SF, BE 0.0251 2.23 1.83 83.2

HW59 ME+CF, HW58 PS+CF 0.0264 2.17 2.10 90.8

HW59 ME+CF, AR PS+SF 0.0252 2.23 1.85 83.2

JS ME+SF, JS PS+SF 0.0254 2.41 2.40 124.5

JS ME+SF OUT, JS PS+SF 0.0253 2.40 2.36 115.2

HW59 ME+CF HPC, JS PS+SF 0.0250 2.27 1.90 74.8

Detector Corrections

nominal : CHG+NEU 0.0249 2.23 1.78 81.6

CHG only 0.0248 2.14 1.39 116.5

no cut on Eneu 0.0247 2.25 1.68 95.6

no cut on Ntot 0.0249 2.24 1.81 81.9

no cut on �sph 0.0246 2.30 1.88 82.6

Table 2: Variations of the Fit A analysis, Ndof = 72 .
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Variations �s(MZ) nf �2

Theoretical Prediction

nominal : logR, ln f = �1:3 0.1154 3.68 78.5

logR, ln f = �1:8 0.1182 4.08 79.8

logR, ln f = �0:6 0.1130 3.09 79.6

R, ln f = �0:5 0.1210 5.81 83.3

R, ln f = 0:0 0.1175 4.88 81.6

R, ln f = 0:7 0.1141 3.57 83.0

Hadronization Corrections

nominal : HW59 ME+CF, JS PS+SF 0.1175 4.88 81.6

HW59 ME+CF, JS PS+SF, BE 0.1184 5.04 83.3

HW59 ME+CF, HW58 PS+CF 0.1250 6.21 91.6

HW59 ME+CF, AR PS+SF 0.1191 5.12 83.3

JS ME+SF, JS PS+SF 0.1186 5.15 128.2

JS ME+SF OUT, JS PS+SF 0.1184 5.12 118.8

HW59 ME+CF HPC, JS PS+SF 0.1175 4.91 74.9

Detector Corrections

nominal : CHG+NEU 0.1175 4.88 81.6

CHG only 0.1178 4.59 117.4

no cut on Eneu 0.1162 4.51 96.0

no cut on Ntot 0.1173 4.91 81.9

no cut on �sph 0.1158 4.61 82.9

Table 3: Variations of the Fit B analysis, Ndof = 73 .

Variations �s(MZ) �2

Theoretical Prediction

nominal : R, ln f = �0:25 0.1176 5.4

R, ln f = �0:55 0.1174 6.6

R, ln f = 0:1 0.1180 6.7

logR, ln f = �2:1 0.1236 8.1

logR, ln f = �1:76 0.1220 6.9

logR, ln f = �1:35 0.1209 8.0

Hadronization Corrections

nominal : AR PS+SF 0.1183 5.1

JS PS+SF 0.1176 5.4

JS PS+SF, BE 0.1179 5.7

HW PS+CF 0.1194 7.2

Detector Corrections

nominal : CHG+NEU 0.1176 5.41

CHG only 0.1193 33.76

no cut on Eneu 0.1179 5.87

no cut on Ntot 0.1174 5.59

no cut on �sph 0.1170 5.42

Table 4: Variations of the Fit C analysis, Ndof = 8 .
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Figure 1: Relations between Casimir operators and vertices in QCD .
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Figure 2: Comparison of ALEPH data with the full simulation (DYMU + JETSET + ALEPH

detector simulation). The variables are computed at detector level .
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Figure 3: Fit results (�t of �s,
CA

CF
and nf

TF
CF

, R matching scheme) for all �ve variables. The

statistical error of the data is smaller than the symbol size .
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Figure 4: Dependence of the �t results on the renormalization scale ln f = ln(�2=s), for all three

types of �ts and both matching schemes. Fit A : Fit of �s,
CA

CF
and nf

TF
CF

. Fit B : Fit of �s and

nf . Fit C : Fit of �s.
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Figure 5: 68% (shaded region) and 95% (full line) con�dence level contours in the (CA

CF
,TF
CF

) plane

(Fit A), calculated from statistical plus systematic error and assuming nefff = 5:67. For comparison

also the results of other measurements are given (68% CL contours), as well as predictions for

simple Lie groups .
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Figure 6: 68% (shaded region) and 95% (full line) con�dence level contours in the (CA

CF
,�s) plane

(Fit A), calculated from statistical plus systematic error .
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Figure 7: 68% (shaded region) and 95% (full line) con�dence level contours in the (TF
CF

,�s) plane

(Fit A), calculated from statistical plus systematic error and assuming nefff = 5:67. The predicted

values for a massless gluino are indicated by the vertical dotted line .
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Figure 8: 68% (shaded region) and 95% (full line) con�dence level contours in the (nf ,�s) plane,

calculated from statistical plus systematic error as found in Fit B (determination of �s and nf ).
The predicted values for a massless gluino are indicated by the vertical dotted line .
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