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Abstract

We present a study of the structure of hadronic events recorded by the L3 detec-
tor at center-of-mass energies of 130 and 136 GeV. The data sample corresponds to
an integrated luminosity of 5 pb�1 collected during the high energy run of 1995. The

shapes of the event shape distributions and the energy dependence of their mean
values are well reproduced by QCD models. From a comparison of the data with
resummed O(�2

s
) QCD calculations, we determine the strong coupling constant to

be �s(133 GeV) = 0.107 � 0.005 (exp) � 0.006 (theor).
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Introduction

The theory of the strong interaction (QCD) [1] has been quite successful in describing many as-

pects of jet structure found in hadronic �nal states produced in e+e� annihilation, especially in

hadronic Z decays [2]. Due to its nonabelian nature QCD predicts the strong coupling constant

�s to decrease with increasing energy. This characteristic is re
ected in the energy dependence

of the global structure of hadronic events. The 130-136 GeV e+e� annihilations produced at

LEP at the end of 1995 have given a data set which is ideal to test QCD evolution predic-

tions. We report on the studies of several event shape variables for these high energy hadronic

�nal states. After corrections for detector e�ects and photon radiation the distributions are

compared with QCD models which have been used extensively at
p
s = 91 GeV and for which

the parameters have been tuned using hadronic Z decays. The energy dependence of the mean

value of thrust and charge multiplicity measured at di�erent center-of-mass energies ranging

from 10 to 136 GeV is compared with QCD models.

The measured distributions of event shape variables at the two high center-of-mass energies

have been combined and compared to the predictions of a second order QCD calculation with

resummed leading and next-to-leading terms. This provides a determination of the strong

coupling constant �s at
p
s = 133 GeV. We use our previous �s measurement at

p
s = 91 GeV

[3,4] from a similar analysis to compare the relative change with the QCD expectation.

The L3 Detector

The L3 detector consists of a silicon microvertex detector, a central tracking chamber, a high
resolution electromagnetic calorimeter composed of BGO crystals, a barrel of scintillation coun-

ters, a uranium hadron calorimeter with proportional wire chamber readout, and an accurate
muon chamber system. These detectors are installed in a 12 m diameter magnet which pro-
vides a solenoidal �eld of 0.5 T and a toroidal �eld of 1.2 T. Luminosity is measured with a
forward-backward BGO calorimeter on each side of the detector. A detailed description of each
detector subsystem and its performance is given in [3,5].

The response of the L3 detector is modelled with the GEANT 3.15 [6] detector simulation
program which includes the e�ects of energy loss, multiple scattering and showering in the
detector materials and in the beam pipe.

Selection of Hadronic Events

For this analysis, we use events collected by the L3 detector at center-of-mass energies ofp
s = 130:3 and 136:3 GeV from the 1995 LEP high energy run, corresponding to a total

integrated luminosity of 5 pb�1.

The selection of e+e� ! hadrons events is based on the energy measured in the electromag-

netic and hadronic calorimeters.

We use energy clusters in the calorimeters with a minimum energy of 100MeV. We measure
the total visible energy (Evis) and the energy imbalances parallel (Ek) and perpendicular (E?)

to the beam direction. We select an event to be hadronic if the event satis�es the following
cuts:

� Ncluster > 13 for j cos �thrust j< 0:7

� Ncluster > 17 for j cos �thrust j> 0:7
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� Evis=
p
s > 0:5

� E?=Evis < 0:5.

We select 953 and 675 hadronic events for
p
s = 130 and 136 GeV respectively.

Applying these cuts to fully simulated events we �nd that 96% of the hadronic events

are accepted. Monte Carlo hadronic events were generated by the parton shower program

PYTHIA5.7 [7] and passed through the L3 detector simulation. The main source of back-

ground is due to two-photon collisions (e+e� ! e+e�+ hadrons). Applying the same cuts to

background Monte Carlo events produced by the PYTHIA generator [9] , the contamination in

the selected hadron sample is estimated to be less than 4%.

The visible energy normalised to the center-of-mass energy of the selected events at 130 GeV

is shown in �gure 1. Taking into account experimental resolution e�ects, the visible energy

distribution is consistent with a double peak structure. The two peaks correspond to perfectly

balanced events at Evis=
p
s = 1 and to hadronic Z decays with hard photons from initial state

radiation escaping into the beam pipe (Evis=
p
s � 0:7).

The fraction of events with hard initial state radiation (ISR) in our sample is about 75%.

To reduce this contamination, the two following cuts have been applied:

� (Evis=
p
s) > 2:5(j Ek j =Evis) + 0:5

� energy of the most energetic 
 < 15 GeV.

The �rst cut uses the correlation between Evis=
p
s and j Ek j =Evis, which is shown in

�gure 2a. It discriminates well balanced events from unbalanced events arising from an ISR
photon lost in the beam pipe. The well balanced events could contain initial state radiation
where the photon is seen in the detector. These are removed by the second cut when a cluster

compatible with a high energy photon of more than 15 GeV is found in the BGO calorimeter.
Figure 2b shows the energy distribution of the most energetic photon in the BGO, where we
observe a peak near 32 GeV corresponding to the ISR photon for the 130 GeV events.

The �nal sample used for this analysis contains 241 and 161 hadronic events for the 130 and
136 GeV samples respectively. After all the cuts the contamination from hard ISR (
 energy

greater than 15 GeV) amounts to about 20% of the sample. This contamination a�ects the mean
e�ective center-of-mass energy of the hadronic system which is lowered to about 125 GeV. The
e�ect of ISR is accounted for using the PYTHIA Monte Carlo event generator. The remaining
background due to e+e� ! e+e�+ hadrons is estimated to be less than 2%.

De�nition and Measurement of the Observables

The jet structure of hadronic events can be analysed using global event shape variables. In this

paper we limit our study to four variables for which improved QCD calculations are available

[10{12]. We have previously measured these variables at
p
s = 91 GeV [3,13].

Thrust: The global event shape variable thrust, T , [14] is de�ned as:

T = max

P j~pi � ~nT jP j~pij
;

where ~pi is the momentum vector of the particle i. The thrust axis ~nT is the unit vector

which maximizes the above expression. The value of the thrust can vary between 0.5 and 1.
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Scaled heavy jet mass: The heavy jet mass MH is de�ned as: [15]

MH = max[M+(~nT );M�(~nT )] ;

where M� are the invariant masses in the two hemispheres, S�, de�ned by the plane

normal to the thrust axis:

M2

� =

0
@X
i2S�

pi

1
A

2

where pi is the four momentum of particle i. The scaled heavy jet mass � is de�ned as:

� = M2

H=s :

Jet broadening variables: These variables are de�ned [12] by computing in each hemisphere

the quantity:

B� =

P
i2S� j~pi � ~nT j
2
P

i j~pij
:

The observables used to study �s are

BT = B+ +B� and BW = max(B+; B�)

referred to as `total jet broadening' and `wide jet broadening', respectively.

Jet multiplicity: Jets are reconstructed using the JADE algorithm [16]. For each pair of
particles i and j the expression:

yij =
2EiEj

s
� (1 � cos �ij)

is evaluated. Ei and Ej are their energies and �ij is the angle between them. The pair
for which yij is smallest is replaced by a pseudoparticle l with four-momentum

pl = pi + pj :

This procedure is repeated until all yij exceed the jet resolution parameter ycut. The
remaining pseudoparticles are called jets. The jet fraction fi is the fraction of all hadronic
events containing i-jets

fi =
�i�jets

�tot
:

fi is a function of the jet resolution parameter ycut.

Charge multiplicity: We de�ne charge multiplicity, nch, as the number of charged particles

per event.

The charge multiplicity distribution is obtained from reconstructed tracks while the other
event shape distributions are obtained from reconstructed calorimetric clusters which are con-
sidered as massless particles. In the above de�nitions we replace the center-of-mass energy

p
s

by the measured energy sum of all clusters. For Monte Carlo events, the global event shape

variables are calculated before (particle level) and after (detector level) detector simulation.
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The calculation before the detector simulation takes into account all stable charged and neu-

tral particles. The measured distributions at detector level di�er from the ones at particle level

because of detector e�ects, limited acceptance and �nite resolution.

In Figure 3, the measured distributions for thrust and the jet fraction at
p
s = 130 GeV

are compared with the PYTHIA predictions at detector level. Data and Monte Carlo are in

agreement.

After subtracting the background events the distributions are corrected for detector e�ects,

acceptance and resolution bin by bin comparing the detector level result with the particle level

result for the same event sample. These correction factors are around 1 and have a maximum

spread of 20%. We correct for initial and �nal state photon radiation bin by bin using Monte

Carlo distributions at particle level with and without radiation. These correction factors are

large and can vary even by a factor of 3 to 4 over the entire range. This unfolding procedure

is su�ciently accurate considering the limited statistics of the data sample. We correct the

charge multiplicity distribution assuming all weakly decaying light particles (K0

s , �, etc. with

mean lifetime larger than 3:3� 10�10 s) to be stable.

Figure 4 shows the corrected thrust and scaled heavy jet mass distributions. The data

are compared with PYTHIA 5.7 [7], HERWIG 5.6 [17] and ARIADNE 4.06 [18] QCD models

at particle level without ISR . The three models agree with the measurements for the four
observables T , �, BT and BW .

The largest systematic error comes from correction due to initial state radiation. In order to

estimate its magnitude the ISR content in the event sample has been varied. The uncertainty
corresponds to the di�erence between the result obtained with all the cuts with the result
obtained after removing the cut on the visible photon in the detector. In this case the ISR
contamination is increased from 20% to 40%. The systematic error estimated in this way is
two to three times smaller than the statistical error.

Energy Dependences of the Mean Values

An important test of the QCD models is to check the predicted energy evolution of the shape
distributions using the same Monte Carlo parameter values. The mean values of thrust and

charged multiplicity are shown in �gure 5, together with measurements at the Z resonance
[13,19] as well as those at low energy e+e� machines [20]. Also shown are the energy dependences
of these quantities as predicted by JETSET 7.4 PS [8], HERWIG 5.6, ARIADNE 4.06, COJETS

6.23 [21] and JETSET 7.4 ME Monte Carlo models with constant parameter values over the full
energy range [13]. These models use di�erent approaches to describe the perturbative and non

perturbative phase of QCD evolution. For the thrust distribution all the models agree above
90 GeV. They are also in good agreement with the present measurement at 130 and 136 GeV.

For the charge multiplicity the situation is di�erent. ARIADNE does not reproduce the data
but follows the evolution correctly. It should be noticed that ARIADNE as well as the other

models has been tuned from global event shape distributions at 91 GeV [13] without the use

of particle multiplicity distributions. The JETSET 7.4 ME model fails to describe the energy

dependence of < nch > over a wide energy range. This is understood as a consequence of a low

parton multiplicity before fragmentation compared to the other models.
Since the present analysis is simpler than our previous one [13], the analysis has been

repeated with a sample of data taken at
p
s = 91 GeV and the results are compared. The

di�erence between these two analyses is used to estimate the systematic error on the mean

values.
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The measured mean values of thrust, scaled heavy jet mass, total jet broadening, wide jet

broadening and charge multiplicity at 130 and 136 GeV are summarised in table 1.

QCD Predictions

QCD predictions in �xed second order perturbation theory cannot take into account the e�ect

of multiple gluon emission. For variables like thrust, heavy jet mass, etc. this leads to a sin-

gular behavior of the distributions in kinematic regions where multi-gluon emission becomes

dominant. This is a direct consequence of the collinear and infrared divergence of the gluon

emission cross section. It is possible to isolate the singular terms in every order of the pertur-

bation series and to sum them up in the form of an exponential. These calculations have been

carried out for the variables 1�T , �, BT , BW (denoted generically by y) to next-to-leading log

terms [10{12]. On the other hand, in the �xed order calculations [22,23], all the contributions

(including the subleading terms) are summed to second order. In order to describe the data

over a wide kinematic range, it is desirable to combine the two sets of calculations taking care

of the common parts.

This leads to a number of matching schemes. A prefered approach to combine the two
calculations is to take the log of the �xed order calculations, to expand it as a power series
and to subtract out the leading and next-to-leading terms from the second order calculation.
In addition, one needs to satisfy the kinematic constraints, namely the cross sections vanish

beyond the kinematic limits. This can be achieved by replacing the variable y in the resummed
terms by (y�1 � y�1

max
+ 1)�1 [24].

An important improvement of the new QCD calculations with respect to the second order
formulae is their ability to describe also the low y region. These calculations are given in the
form of analytical functions for massless partons: fpert(y; s; �s(�); �).

To compare the analytical calculations with the experimental distributions, one has to in-

clude the e�ect of hadronization and decays using Monte Carlo programs. We have used the
parton shower programs JETSET 7.4 PS, ARIADNE 4.06, HERWIG 5.6 and NLLJET 2.0 [25]
with string or cluster fragmentation. The fragmentation parameters are determined from a
comparison of predicted and measured distributions for several event shape variables [13, 26].
All these generators describe our experimental measurements well. We fold the perturbative

calculations for a variable y with the probability pnon�pert (y0,y) to �nd a value y after fragmen-
tation and decays for a parton level value y0:

f(y) =
Z
fpert(y0) � pnon�pert(y0; y) dy0 :

We compare the resulting di�erential cross section f(y) to our measurements. The correction
for hadronization and decays changes the perturbative prediction by less than 5% for the event

shape variables over a large kinematic range. The corrections increase in the extreme two jet

region.
We estimate the uncertainties in the probabilities pnon�pert(y0; y) and the corresponding error

in �s by:
� changing the fragmentation parameters in the JETSET model,

� comparing the predictions of the di�erent hadronization models.

Since the variables used are a�ected di�erently by higher order e�ects and hadronization

corrections, a comparison of the corresponding �s values allows an estimate of the size of
theoretical uncertainties.
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Results

In order to derive �s, we �t the theoretical distribution f(y) to the measured event shape

distributions for a �xed scale � =
p
s. The experimental distributions are the weighted average

of the distributions obtained at the two center-of-mass energies because the two energies are

close enough.

For the �t we use the ranges as given in table 2. The choice of these ranges account for the

following factors:

� reliability of the resummation calculation,

� smallness and uniformity of detector and hadronization corrections,

� su�cient statistics.
Figures 6(a-d) show the experimental data together with the QCD �ts for the four variables

thrust, scaled heavy jet mass, total and wide jet broadening. The results in table 3 are the

�s values as obtained from the �ts to O(�2

s
) + resummed calculations using hadronization

corrections from JETSET with standard L3 parameters [13] together with the �2 values.

The errors also shown in table 3 are divided into three main parts. The �rst part corresponds
to the statistical errors together with the experimental systematic uncertainties estimated by

changing the ISR contamination before corrections.
The second part shows the variation in the �tted value of �s with respect to JETSET due to

the use of di�erent hadronization models and the overall variation due to the parameter changes
in JETSET, the dominant contribution being the Bose-Einstein e�ect. For all variables, except
the scaled heavy jet mass, the most important variation comes from the di�erent fragmentation

models. We use this as an estimate of the overall hadronization uncertainty.
The third part summarizes the errors coming from uncalculated higher orders in the QCD

predictions. The scale error is obtained by repeating the �s �t for di�erent values of the
renormalization scale in the interval 0:5

p
s � � � 2

p
s. For all these scales a good �t is

obtained. The matching scheme uncertainty is obtained from half of the maximum spread

due to the variation of the matching algorithm. The systematic errors due to uncalculated
higher order terms have been estimated independently from the scale uncertainty and the
matching scheme uncertainty. The largest of these is taken as the theoretical uncertainty due
to uncalculated higher orders. The overall theoretical error is obtained by adding to this in
quadrature the hadronization uncertainty.

The �s values from the four distributions are a�ected di�erently by higher order corrections

and hadronization e�ects. To obtain a combined value for the strong coupling constant we take
the unweighted average of the four �s values of table 3 and obtain �s = 0:107�0:005 (exp). We

conservatively assign the overall theoretical uncertainty as the average of the four theoretical

errors. The combined result is

�s(133 GeV) = 0.107 � 0.005 � 0.006

where the �rst error is experimental and the second error is theoretical. Extrapolating the �s

value from �=133 GeV to MZ assuming the energy dependence as predicted by QCD with �ve

quark 
avours [27] gives:

�s(MZ) = 0.113 � 0.006 � 0.007

This may be compared with our earlier measurement [4] of �s(MZ) = 0.125 � 0.003 �
0.008 from a study of event shape variables in hadronic Z decays at

p
s = MZ . These two

measurements are consistent with the energy evolution predicted by QCD within 1.5 �.
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Conclusions

We have studied a number of event shape variables from the sample of hadronic events produced

in e+e� annihilation at
p
s = 130 GeV and 136 GeV. The global structure of these events is well

reproduced by several Monte Carlo models, based on parton shower evolution, together with

string or cluster fragmentation and with parameters adjusted from hadronic Z decays at
p
s =

91 GeV. We have also studied the energy evolution of the mean values of thrust and charge

multiplicity which show the predicted QCD evolution. From a �t of the second order QCD

calculation with resummed leading and next-to-leading terms to the thrust, scaled heavy jet

mass, total jet broadening and wide jet broadening distributions, obtained from the complete

sample of 130 to 136 GeV events, we determine the strong coupling constant:

�s(133 GeV) = 0.107 � 0.005 (exp) � 0.006 (theor)

The �rst error is the experimental uncertainty which is dominated by statistics. The second

error is due to hadronization uncertainties and approximations in the calculation of the higher

order corrections.
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p
s = 130 GeV

p
s = 136 GeV

< T > 0.948 � 0.004 � 0.007 0.943 � 0.005 � 0.008

< � > 0.045 � 0.003 � 0.001 0.046 � 0.004 � 0.001

< BT > 0.095 � 0.004 � 0.001 0.094 � 0.005 � 0.001

< BW > 0.067 � 0.003 � 0.001 0.066 � 0.004 � 0.001

< nch > 24.9 � 0.5 � 0.8 24.2 � 0.7 � 0.8

Table 1: Mean values of thrust, T , scaled heavy jet mass, �, total jet broadening, BT , wide jet

broadening, BW , and charge multiplicity, nch, measured at
p
s = 130 and 136 GeV. The �rst

error is statistical and the second is systematic.

Variable Fit range

(1� T ) 0.00 � 0.400

� 0.00 � 0.300
BT 0.00 � 0.400
BW 0.05 � 0.175

Table 2: Ranges used for QCD �ts to the data
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(1 � T ) � BT BW

�s(133 GeV) 0.1094 0.1078 0.1071 0.1031

�2/d.o.f. 1.04 0.74 2.12 0.54

Statistical error �0:0047 �0:0047 �0:0036 �0:0037
Systematic error �0:0019 �0:0015 �0:0010 �0:0014
Overall experimental error �0:0051 �0:0050 �0:0037 �0:0040
Fragmentation Model � 0.0069 � 0.0025 � 0.0059 � 0.0038
Model parameters �0:0037 �0:0032 �0:0026 �0:0016
Hadronization uncertainty �0:0069 �0:0025 �0:0059 �0:0038
QCD scale uncertainty �0:0022 �0:0016 �0:0026 �0:0018
Matching scheme uncertainty �0:0016 �0:0018 �0:0053 �0:0043
Error due to higher orders �0:0022 �0:0018 �0:0053 �0:0043
Overall theoretical error �0:0072 �0:0031 �0:0079 �0:0057

Table 3: �s from the �ts to the event shape variables
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Figure 1: Visible energy after applying the hadronic selection for
p
s =130 GeV events.
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Figure 2: (a) Normalised visible energy shown as a function of the longitudinal imbalance for
events at

p
s = 130 GeV. The well balanced events are clearly separated from the events with

hard unobserved initial state radiation. (b) Energy distribution of the most energetic photon
seen in the BGO calorimeter.
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Figure 3: Distribution of thrust and jet rate as a function of ycut at
p
s = 130 GeV compared

to PYTHIA Monte Carlo. The band in 3(b) corresponds to the statistical error on the Monte

Carlo.
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Figure 4: Distribution of thrust, T , and scaled heavy jet mass, �, after correction at
p
s

= 130 GeV in comparison with QCD model predictions. The experimental errors are only

statistical.

18



MARK J
TASSO
AMY

OPAL
DELPHI
L3

JETSET 7.4 PS
HERWIG 5.8
ARIADNE 4.06
COJETS  6.23
JETSET 7.4 ME

Ecm  (GeV)

< 
T

 >

0.86

0.88

0.9

0.92

0.94

0.96

0 50 100 150 200 250

JADE
TASSO

TOPAZ

AMY

OPAL

ALEPH

DELPHI

L3

JETSET 7.4 PS

HERWIG 5.8

ARIADNE 4.06

COJETS  6.23

JETSET 7.4 ME

Ecm  (GeV)

< 
n ch

 >

10

15

20

25

30

35

0 50 100 150 200 250
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Figure 6: Measured distributions of thrust, T , scaled heavy jet mass, �, total, BT , and wide,

BW , jet broadening in comparison with QCD predictions. The experimental errors include
statistical and systematic uncertainties.
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