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ABSTRACT: The high-luminosity phase of LHC operations (HL-LHC), will feature a large increase in
simultaneous proton-proton interactions per bunch crossing up to 200, compared with a typical leveling
target of 64 in Run 3. Such an increase will create a very challenging environment in which to perform
charged particle trajectory reconstruction, a task crucial for the success of the ATLAS physics program,
and will exceed the capabilities of the current ATLAS Inner Detector (ID). A new all-silicon Inner
Tracker (ITk) will replace the current ID in time for the start of the HL-LHC. To ensure successful
use of the ITk capabilities in Run 4 and beyond, the ATLAS tracking software has been successfully
adapted to achieve state-of-the-art track reconstruction in challenging high-luminosity conditions with
the ITk detector. This paper presents the expected tracking performance of the ATLAS ITk based on
the latest available developments since the ITk technical design reports.
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1 Introduction

The Large Hadron Collider (LHC) [1] has enabled detailed exploration of the energy frontier since 2009
with a successful program of proton-proton and heavy-ion collisions. It is slated to be upgraded in time
257! to the
general-purpose detectors ATLAS [2] and CMS [3], in a configuration known as high-luminosity LHC

for its fourth period of operation (Run 4) to deliver a nominal luminosity of 5.0 X 10** em™

(HL-LHC) [4]. Such an increase in instantaneous luminosity creates a very challenging environment
for particle detectors since it is achieved at the cost of a drastic increase in the average number of
proton-proton interactions in the same bunch crossing ({u), also known as “pile-up”), expected to rise
up to as much as 140 in the ATLAS detector during Run 4, as compared with a typical leveling target of
64 during Run 3. For subsequent runs, further luminosity increases up to 7.5 X 10** cm™%s™" are under
discussion, which would bring the pile-up up to 200, extreme conditions under which the reconstruction
will have to maintain robust performances. Moreover, the performance of the ATLAS Inner Detector
subsystem [5, 6] is already affected by radiation damage [7, 8], which degrades its operational
capabilities. Furthermore, the subsystem will face challenges in addressing the increased fluence and



occupancy resulting from HL-LHC collisions, with bandwidth limitations and the need to minimize the
material budget likely exacerbating these issues. Therefore, the ATLAS Collaboration will install a new
all-silicon tracking detector, the Inner Tracker (ITk) [9, 10], as a part of its Phase-II detector upgrade
program [11, 12] in preparation for HL-LHC data-taking. Following the publication of the technical
design reports, further refinements were made to the detector design, which are detailed in this document.

The reconstructed trajectories (tracks) of charged particles produced in collisions are a key
input to many other reconstruction algorithms [13-18], and they are also used directly by a number
of physics analyses (for example refs. [19-21]). To achieve high tracking efficiency, the ATLAS
tracking chain [22, 23] is designed around a combinatorial variant of the well-known Kalman filter
algorithm [24], augmented by an ambiguity solving stage designed to keep the low-quality and
duplicate track creation rates at a minimum. This paper presents the expected performance of a version
of this track reconstruction chain tuned specifically for the challenging environment of HL-LHC
collisions and using the ITk detector.

The ATLAS Collaboration has produced notes detailing the expected performance of flavor-
tagging [25, 26] as well as the integrated performance of the whole Run 4 detector [27, 28]. Reports
about the concomitant upgrade to the CMS detector can be found in refs. [29, 30]. Extensive
information about the physics prospects at the HL-LHC for both the ATLAS and CMS collaborations
can be found in refs. [31, 32].

The rest of this paper is structured as follows: the ITk detector layout is detailed in section 2; the
simulation framework and samples, and the track reconstruction strategy are described in section 3
and 4, respectively; the expected ITk tracking and vertexing performance is reported in section 5;
and concluding remarks can be found in section 6.

2 The ATLAS Inner Tracker

2.1 Overview

The ITk is designed to be a silicon-based detector that comprises a pixel [10] and a strip subsystem [9].
The pixel subsystem covers a pseudorapidity® range of |r7| < 4.0 and consists of five flat barrel layers
and five layers of inclined or vertical rings for forward region coverage. The strip subsystem spans
|7| < 2.7 and includes four strip layers in the barrel region and six disks in the endcaps, all using
double-sided modules. The active area of the detector will be shielded from the neutron flux coming
from the calorimeters by a neutron moderator surrounding the strip detector.

The ITk will operate within a solenoidal magnetic field of 2 T, which is aligned with the beam
axis. This magnetic field plays a crucial role by bending the trajectories of charged particles, allowing
to estimate their transverse momentum, py. The overall ITk configuration aims to achieve a minimum
of nine measurements per track across the entire expected beam spot size, assuming a Gaussian
distribution with a longitudinal width of 50 mm, and aims to reconstruct tracks left by charged particles
with pr > 1 GeV passing through the detector in the || < 4.0 range.

TATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis

points upwards. Polar coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the z-axis.
E+p
E=p. )

The pseudorapidity is defined in terms of the polar angle 6 as n = —Intan(6/2) and is equal to the rapidity y = % In (

in the relativistic limit. Angular distance is measured in units of AR = \l(Ay)z + (A¢)2.



2.2 ITk layout

After the release of the technical design reports [9, 10], the detector design underwent additional
refinement, as outlined in the following description. The resulting Tk layout is labeled as 03-00-00
and is presented in figure 1.
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Figure 1. (a) A schematic depiction of the ITk Layout 03-00-00 as presented in this document. (b) A zoomed-in
view of the pixel detector. In each case, only one quadrant and only active detector elements are shown. The
horizontal axis is along the beam line with zero being the nominal interaction point. The vertical axis is the
radius measured from the interaction point. Thicker lines in the flat barrel sections are due to their tilt in the
¢-direction, while thicker lines in the endcap disks are due to their staggering along the z-direction, where
z-positions vary between distinct values as a function of ¢ location.



Updates were made to the tilt angles in the azimuthal direction of the barrel strip modules in the
first two layers, and the radius of the first layer was modified. These changes were implemented to
ensure sufficient space during installation, while still maintaining ample overlap between the modules of
adjacent staves for alignment purposes and hermeticity,? as detailed in table 1. Following the decision
to incorporate the high-granularity timing detector (HGTD) [33] into the Phase-II upgrade of ATLAS,
necessary adjustments were also made to the overall spatial dimensions of the ITk to accommodate the
HGTD. Table 2 provides a summary of the resulting disk locations. The innermost pixel layer uses
smaller modules based on 3D pixel sensor technology. These modules consist of a single active element
with front-end (FE) read-out chips bump-bonded to the sensors and grouped in triplets. In contrast, all
other layers use planar “quad” modules, where four FE chips are bump-bonded to the silicon sensor.

Table 1. Radius, extent in the z direction, tilt angle and strip length for the strip barrel in the ITk Layout
03-00-00. The number of staves reported are for the full barrel.

Barrel | Number of | Radius [mm] | |z| [mm] Tilt Strip
layer staves angle [degrees] | length [cm]
0 56 399 0-1372 13 2.5
1 80 562 0-1372 12 2.5
2 112 762 0-1372 12 5
3 144 1000 0-1372 11 5

Table 2. Position of disks of the strip endcap in the ITk Layout 03-00-00.

Disk | Radius [mm] | Position [mm]
0 385 1512
1 385 1702
2 385 1952
3 385 2237
4 385 2532
5 385 2850

A redesign of the pixel endcap ring system took into consideration the altered envelope along
the z-axis and the need to provide space for service routing in the radial direction. To meet the
latter requirement, adjustments were made to the radial extent of the support tube in the inner pixel
barrel. The redesign of the inner two layers of the pixel system involved incorporating staves for
the traditional barrel region, featuring “flat” modules parallel to the beam line, and replacing the
former inclined section with coupled rings sharing the same support structure for the two layers.
This change has the advantage of allowing the services to be routed to modules in the innermost
pixel layer outward in the radial direction, thereby minimizing the material in the innermost part of
the detector. The transition to coupled rings required a re-optimization of the ring locations in the
previously inclined section to ensure hermeticity and an adequate number of predicted hits within
the constraints of the new support structure.

2Hermeticity is the ability of the detector to provide complete coverage of the particle trajectories in all directions,
without any gaps or regions where particles could potentially escape detection.



A substantial redesign was also implemented in the three outermost layers of the barrel pixel
system to help the incorporation of quad modules, each consisting of 2 X 2 readout chips, within
the inclined section. These modules in the inclined sections are mounted on rings supported by a
shell structure. The transition from the initially planned dual chip (2 X 1) to quad chip modules
results in a 50% reduction in the total number of rings. This adjustment allows the entire ITk
to be equipped with both single- and quad-chip modules, eliminating the necessity for dual-chip
modules. Additionally, it contributes to a reduction in the length of the inclined outer barrel. The
inclination angles of the modules in the r — z plane were re-optimized in accordance with the new
layout. Furthermore, the length of the flat section in the three outermost pixel barrel layers was
shortened to accommodate nine quad modules.

One of the most recent and significant modifications pertains to the innermost pixel layer.
Following an extensive technical review, the ATLAS Collaboration decided in early 2020 to adjust
the ITk layout, bringing this layer closer to the beam line to enhance the tracking performance.
Consequently, the radius of the barrel section for this pixel layer was reduced from 39 to 34 mm,
and the innermost point of the endcap rings was shifted inward from 36 to 33.2 mm. The reduction
in the radius of the barrel section allowed a decrease in the number of staves from 16 to 12, and a
re-optimization of the number and position of endcap rings in the innermost pixel layers, maintaining
hit coverage equivalent to the previous layout. Additionally, the pixel sensor dimensions for the
innermost pixel layer in the barrel were adjusted to 25 pm in the transverse plane and 100 pm in the
longitudinal plane, while the rest of the pixel detector uses the original 50 x 50 me pixels. While
the innermost layer will suffer higher radiation damage with this smaller radius, the two innermost
pixel layers are designed to be replaceable before the end of the HL-LHC data-taking.

The updated layout of the pixel barrel and endcaps is summarized in tables 3 and 4. A display
of the full ITk layout presented in this document is shown in figures 2 and 3.

Table 3. Parameters for the pixel flat barrel and inclined rings in the ITk Layout 03-00-00. The number of
sensors per row refers to a complete stave in the central, flat part of the barrel where sensors are placed parallel
to the beam line. The number of inclined rings refers to both sides of the detector. “Triplets” consist of three
connected read-out chips, each associated with a 2 x 2 cm’ sensor, while “quad” modules are made of four
connected read-out chips associated with a single 4 x 4 cm? sensor.

Barrel | Radius | Rows of | Flat barrel | Flat sensors | Incl. rings | Incl. | Module Sensor

layer | [mm] | sensors | |z| [mm] per row |z| [mm] | rings | type | dim. [pmz]
0 34 12 0-245 24 - - triplets | 25 x 100
1 99 20 0-245 12 - - quads 50 x 50
2 160 32 0-372 18 380-1035 | 2x 6 | quads 50 x 50
3 228 44 0-372 18 380-1035 | 2x 8 | quads 50 x 50
4 291 56 0-372 18 380-1035 | 2x9 | quads 50 x 50

Figure 4 depicts the overall count of expected pixel and strip measurements along a track depending
on its pseudorapidity. The data are derived from simulated single-muon events with a transverse
momentum of 1 GeV . Across the entire detector acceptance, a minimum of nine measurements is
maintained, with rare exceptions occurring only in cases where tracks pass through the gaps between
pixel or strip barrel modules, in particular for particles produced at z = 0 cm and 7 ~ 0. This feature
is enhanced in figure 4 given the generation of particles at z = Ocm.



Table 4. Parameters for the pixel endcaps in the ITk Layout 03-00-00. The radii refer to the innermost point
of the sensors on a ring. The number of rings refers to both sides of the detector. “Triplets” consist of three
connected read-out chips, each associated with a 2 x 2 cm’ sensor, while “quad” modules are made of four
connected read-out chips associated with a single 4 x 4 cm? sensor.

Ring | Radius |z] [mm] Rings | Sensors | Module Sensor
layer | [mm)] perring | type | dim. [me]
0 33.20 263-1142 | 2x 15 18 triplets 50 x 50
0.5 58.70 1103-1846 2%X6 30 triplets 50 x 50
80.00 263-2621 2x23 20 quads 50 x 50
154.50 | 1145.5-2850 | 2 x 11 32 quads 50 x50
214.55 | 1145.5-2850 | 2x 8 44 quads 50 x 50
274.60 | 1145.5-2850 | 2x9 52 quads 50 x 50
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Figure 2. Transverse view of the Inner Tracker Layout 03-00-00 presented in this document.

3 Simulation

3.1 Geometry description and material

A major effort has been put over the last years in a new implementation of the simulation of the [Tk
Pixel and Strip detectors using the ATLAS software suite [34]. This new implementation makes use
of the GeoModel tool suite [35] and relies on atomic XML configuration files assembled to create
the full detector. It benefits from a significantly improved clarity and long-term maintainability, the
latter guaranteed by the commitment of the ATLAS Collaboration to use the GeoModel library as
the basis for its detector simulation for Run 4 and beyond [36].
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Figure 3. Longitudinal view of the Inner Tracker Layout 03-00-00 presented in this document.
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Figure 4. Number of combined potential strip and pixel measurements along a particle trajectory as a function of
the truth particle pseudorapidity for the ITk Layout 03-00-00. A sample of single-muon events with pp = 1 GeV
is used. The muons are produced with a uniform distribution between 0 to 2 mm in transverse distance to the
beam line and at fixed values of z = —15 cm, O cm, and 15 cm, in equal amounts.
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Figures 5 and 6 present the integrated radiation length (X)) and nuclear interaction length (A)3
traversed by a straight track as a function of the absolute pseudorapidity at the exit of the ITk volume.
The position of the origin of those tracks follows the expected HL-LHC beam spot distribution. The
mean radiation and interaction lengths traversed by particles before reaching the minimum number
of hits required for track reconstruction (see section 4.1) is shown in figure 7. The material budget
in the central region || < 1.5 demonstrates an increase of up to 50% relative to the Run 3 Inner
Detector, while significant reductions in the material are present in the more forward region. The
material location in the r-z frame simulated for the studies presented here is illustrated in figure 8.

3.2 Simulation samples

To evaluate the performance of the generic track reconstruction, single-particle (muon, electron
and charged pion) samples are simulated with a uniform 7 distribution for || < 4.0 and a fixed
transverse momentum of 2, 10, or 100 GeV . To replicate the expected HL-LHC beam spot dimensions
and positions, the particle origin positions are generated based on a Gaussian distribution with a
width of 50 mm centered at z = O in the longitudinal direction, while a width of 12 pm centered
at r = 0 is used for the transverse direction.

3The radiation length is defined as the average distance after which an electron’s energy is decreased to 1/e of its
initial value by material interactions, while the nuclear interaction length is defined as the mean distance between nuclear
interactions sustained by a hadron.
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Figure 7. Material thickness in (a) radiation lengths (X,;) and (b) nuclear interaction lengths (A,) seen by
particles until reaching the minimum number of hits required for track reconstruction. The ITk detector is
compared with the Run 3 detector.

In addition, a ¢7 sample at /s = 14 TeV is simulated to assess the performance of the track and
vertex reconstruction, with different average pile-up ranges from 50 to 70, 130 to 150, and 190 to
210, labeled respectively as (u) = 60, 140 and 200. For every simulated event, the number of pile-up
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Figure 8. Location of the material for one quadrant of the ITk Layout 03-00-00.

interactions is randomly sampled from a Poisson distribution with a mean corresponding to the average
pile-up. For comparison with the Run 3 detector performance, a t7 sample at /s = 13.6 TeV produced
with the Run 3 detector geometry and a uniform pile-up profile between 0 and 80 is used. The
production of tt events is modeled using the PowHEG Box v2 [37-40] generator at next-to-leading-order
in QCD with the NNPDF3.0nLo [41] parton distribution functions (PDF) and the hdamp parameter*
fixed to 1.5 m,q, [42], with m,, = 172.5 GeV used for the top-quark mass. The events are interfaced
to PytHia 8.230 [43] to model the parton shower, hadronization, and underlying event, with the A14
set of tuned parameters [44] and using the NNPDF2.310 set of PDFs [45]. The decays of bottom and
charm hadrons are performed by EvrGen 1.6.0 [46]. Only tt events with a single leptonic W boson
decay are considered. Minimum bias simulation samples are used in addition for specific studies, in
which the average pile-up ranges are extended to cover the ranges 0 to 105, 95 to 175 and 165 to 210.

Finally, a sample of hypothetical Z’ particles with a mass of m - = 4 TeV decaying with roughly
equal probabilities into b-, c-, and light-quark jets is used to study the tracking performance in the core
of high-p jets. The sample is constructed so that the resulting jet p1 spectrum is roughly uniform up to
5TeV . The Z’ events are produced with the PyThia 8.307 [47] Monte Carlo generator, using the A14
set of tuned parameters and the NNPDF2.3Lo PDF set. The decay of heavy-flavor hadrons is handled by
the EvTGen 2.1.1 [46] package. No additional proton-proton interactions are included in this sample.

The simulated events are processed through the full ATLAS detector simulation [48] based
on the GEaNT4 toolkit [49].

3.3 Simulation of digitized readout signals

The energy depositions created by GEaANT4 undergo a digitization process to mimic the behavior of
detector electronics and produce the readout signals [7]. This involves utilizing the energy deposited
during each GEanT4 step within the active silicon volume to calculate both the free charge and the

4The hdamp parameter is a resummation damping factor and one of the parameters that controls the matching of PowHEG
matrix elements to the parton shower and thus effectively regulates the high-p radiation against which the tt system recoils.

—10 -



drift time to the readout surface. These calculations take into account various parameters such as
sensor thickness, carrier mobility, depletion and bias voltages, and effects due to the magnetic field
such as the directional drift of electrons, known as the Lorentz shift. Additionally, the simulation
accounts for contributions from noise and capacitive coupling to neighboring channels. The algorithm
then assesses the amount of charge collected in each channel, and if it surpasses a predetermined
threshold, the corresponding channel is labeled as having fired.

The Bichsel straggling function [50] is used to simulate realistic charge depositions for thin
pixel sensors. Modules in the innermost layer of the barrel, equipped with pixels with a pitch of
25 %100 umz, use a discriminator threshold of 900 e, while all other modules use a threshold of 600 e.
Those thresholds are motivated by the expected behavior of the ITkPixV2 front-end chip to be used
for the ITk Pixel detector [51]. When a pixel registers a charge exceeding the discriminator threshold,
a 4-bit measurement of time-over-threshold (ToT) is emulated through a calibration function. This
emulation results in an average ToT of seven bunch crossings for a charge of 10000 e. All hits with
a charge surpassing the threshold are attributed to the specific bunch crossing associated with the
particle that contributed the most to the charge. Noise is added to the charge from ionizing particles
with a standard deviation of 75 e (100 e for the innermost barrel layer); however, random/thermal
noise is not yet included in the modeling. The resolution of the charge measurement is in any case
expected to be primarily influenced by the limited number of bits in the Tol' measurement rather
than the noise. In the innermost layer, 3D pixel sensors are approximated as planar sensors, with
Lorentz effects disabled to mimic the 3D sensor designs.

4 Reconstruction

4.1 Track reconstruction and selection

The track reconstruction process> begins by creating clusters from the individual channels within the
strip and pixel subdetectors. In the case of the pixel detector, ToT information from each channel is
accessible and is transformed into a representative charge measurement. The ToI-based calibration
exploits the charge distribution within the cluster, enhancing the precision of the cluster position
determination and its estimated uncertainty [52]. Additionally, the position estimate incorporates
an assessment of the local incident angle of the track to further refine the cluster measurements.
The distribution of pixel and strip clusters can be seen in figure 9, showing a total occupancy of
approximately 5 X 10° clusters per event at (u) = 200.

Pixel and strip clusters are transformed into three-dimensional representations, referred to as
space-points. Strip space-points are constructed combining clusters on opposite module sides,
incorporating the relative stereo angle between the strips on the two sides and assuming that the
track trajectory points to the interaction region.

Track finding starts with the track seeding stage [53], during which seeds are built from triplets of
pixel or strip space-points compatible with a helical track model. These seeds define a search path, and
a combinatorial Kalman filter (CKF) [24, 54] identifies track candidates compatible with the initial seed

5This section describes the main tracking reconstruction pass, aiming to reconstruct prompt particles originating from
the interaction point. In addition, there exist some specialized passes, for instance aiming to reconstruct tracks produced
away from the interaction point (i.e., large-radius tracking), or a calorimeter-seeded back-tracking pass aiming to recover
tracks from photon conversions. Describing such passes is outside the scope of this work.

—11 -
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Figure 9. Distribution of the mean number of pixel and strip clusters vs 7, at (u) = 0 and (u) = 200.

parameters, extending the seeds with additional space-points. In the CKF, the material interactions and
noise contributions are approximated based on the number of detector layers crossed, rather than relying
on detailed material and magnetic field description, which are used only in the final track fit. Seeds are
skipped if they are constructed from clusters already associated with a track candidate. Two iterations
of track finding are carried out sequentially, starting with strip seeds followed by pixel seeds, to enhance
the overall track reconstruction efficiency. Strip seeding is performed first, as cluster density is lower in
the outermost regions of the detector. This approach allows pixel clusters associated with a strip seed to
be removed, reducing the number of possible pixel cluster combinations in the subsequent pixel seeding,
which is computationally advantageous. Initially, a pion hypothesis is adopted to model the energy loss
resulting from particle interactions with the detector material. If a track seed cannot be extended to
form a complete track but aligns with an electromagnetic cluster detected in the calorimeter, the track
finding algorithm is applied under an electron hypothesis. This electron hypothesis accommodates
energy losses of up to 30% due to bremsstrahlung during each interaction with a detector material layer.

In the final stage of track reconstruction, an ambiguity-solving algorithm is executed to determine
the definitive assignment of clusters to competing tracks. During this stage, a precision fit is performed
using a global )(z-minimization technique [55], incorporating precise data regarding the material
model and magnetic field. Holes, defined as missing measurements on a track where active sensors
should have registered hits, are assessed based on the track trajectory and information about the
detector geometry and status. The tracks are ranked according to their hit count and the quality of
their fit. Ambiguities between multiple track candidates are resolved by comparing their respective
scores, and the track with the highest score is retained [23, 56].

In a high track density environment, such as the core of high-p jets, the separation between
different charged particles is close to the detector granularity. In such cases, charge depositions from
different particles can overlap and be reconstructed as single merged clusters. Tracks that share clusters
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Table 5. Set of requirements applied during the track reconstruction in different pseudorapidity intervals. A
hole is an intersection of the predicted trajectory of the particle with an active sensor element from which no
measurement is assigned to the track (inactive sensors are not taken into account). The hole counting does not
consider layers before the first and after the last hit. The longitudinal and transverse impact parameters, z, and
dy, are defined relative to the mean position of the beam spot.

Requirements Pseudorapidity interval
In <2.0]20<p <26 |2.6<|n <4.0

Pixel + strip hits >9 > 8 >7

Pixel hits >1 >1 >1

Holes <2 <2 <2
pr [MeV ] > 900 > 400 > 400
|dy| [mm] <2.0 <20 < 10.0
|zo| [cm] < 20.0 < 20.0 < 20.0

are penalized in the ambiguity solver stage and they may consequently fail to satisfy the quality criteria
and be rejected. The identification and special treatment of merged clusters is thus crucial for ensuring
a high track reconstruction performance in dense environments, as it has a strong impact on the
track reconstruction efficiency and the precision of the reconstructed track parameters. To optimize
the tracking performance in this regime in Run 1, 2 and 3, ATLAS uses machine-learning-based
algorithms dedicated to distinguishing clusters compatible with deposits from a single or multiple
charged particles [57, 58]. This identification is performed only when a cluster is used by multiple tracks.
The implementation and optimization of such algorithms for the ITk geometry is ongoing as of this
writing, and an emulation of those algorithms based on particle-level information that reproduces the
performance of the Run 3 machine-learning based algorithms is conservatively used in the meantime.

The accepted tracks must satisfy the n-dependent criteria outlined in table 5. The criteria are
made n-dependent to accommodate for the non-trivial detector layout, both in terms of number of
sensitive elements and of distribution of the material as a function of . They give in particular the
possibility to maintain a uniform track reconstruction efficiency through the detector.

4.2 Vertex reconstruction and selection

To distinguish the different proton-proton collisions in a single bunch crossing, the reconstructed
tracks are used to identify the position of the interactions along the beam axis. These are referred
to as primary vertices (PVs). Typically, only a single pp interaction per recorded bunch crossing
generates physics of interest for analysis. The corresponding PV is known as the hard-scatter vertex
and is selected among all the reconstructed PVs. The position of the hard-scatter vertex is used for
example as a reference for pile-up rejection, or in flavor-tagging algorithms.

Primary vertex reconstruction, both with the Run 3 Inner Detector and ITk, relies on the adaptive
multi-vertex finder (AMVF) algorithm [59], which simultaneously reconstructs multiple vertices,
allowing tracks to be associated with several vertices at the same time. The primary vertex finding
process incorporates only a subset of the entire set of reconstructed tracks. In addition to the track
selection criteria applied during reconstruction, the selections outlined in table 6 are imposed to
ensure reliable impact parameter estimates.
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Table 6. Set of requirements applied to tracks during the AMVF vertex reconstruction, for the ID Run 3 and ITk
Run 4 configurations. The uncertainties associated with d,, and z,, sin 6, o (d,)) and o (z sin §), are estimated
from the global Xz fit used in the track reconstruction, taking into account individual hit position uncertainties.

Requirements ID Run 3 | ITk Run 4
Pixel hits >1 >3
Pixel holes <1 <1

SCT / Strip hits >4 >0
Silicon hits >6 >7
pr [MeV ] > 500 > 900
|do| [mm] <4.0 <1.0

o(dy) [mm] <5 <0.35

0 (zpsin6) [mm] <10 <25

The AMVF uses a vertex seed finder to identify potential vertex candidates along the beamline
in the z-direction:

» Each track is represented by a Gaussian probability distribution P(r, z) centered at its point of
closest approach (d, z;). The track densities are summed to identify global maxima in track
density, representing the initial seeds used to reconstruct vertices.

» Through an iterative process, a new vertex candidate, along with all tracks with z, agreeing
with the vertex candidate within a 0.5 mm window, is added to the pool of vertex candidates
managed by the adaptive Kalman filter multi-vertex fit.

* All vertices undergo a refitting process using the adaptive Kalman filter multi-vertex fit, where
each track may contribute to multiple vertices. Tracks with a low adaptive weight in the fit,
computed based on a /\(2 compatibility criterion with the vertex position described in ref. [59],
are eliminated from the fit of a specific vertex.

* The new vertex candidate is preserved if the vertex is identified with more than two tracks, the
cumulative adaptive weights are not excessively low, and the new vertex is more than three
standard deviations away from any other candidate.

* This procedure is reiterated until there are no more vertex candidates or the maximum number
of iterations is reached.

Among all of the reconstructed vertices in each event, the one with the largest p% of its associated
tracks, referred to as the hard-scatter vertex, is selected as the one of interest. This choice is motivated
by the fact that pile-up events are dominated by soft QCD interactions.

S Expected tracking and vertexing performance

5.1 Seeding performance

The performance of the seeding algorithm is assessed using different figures of merit that rely on
associating seeds with stable charged particles produced by Monte Carlo simulation. A seed is
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considered matched with a particle if more than half of its measurements originate from this particle,
and the fraction of particles matched to at least one seed is defined as the physics seeding efficiency.

The technical seeding efficiency represents the efficiency to find seeds for reconstructable particles,
and is defined as the fraction of seed matches among particles providing at least three measurements
in the detector. By construction, this efficiency does not depend on the detector material or on the
layout hermeticity, allowing the isolation of the algorithmic seeding efficiency.

Figure 10 displays the physics seeding efficiency as a function of the particle  and p (labeled as
“Truth " and “Truth p;”) in ¢7 events with an average pile-up of 200, for particles from the hard-scatter
event with pr larger than 1 GeV . The technical and physics seeding efficiencies combining pixel and
strip seeding are both displayed in figure 11. The n-dependence of the seeding efficiency directly
reflects the number of available measurements in the detectors, which can be inferred from the detector
layout visible in figure 1. An inclusive physics seeding efficiency larger than 85% is achieved over
the whole phase space and reaches 95% or more for particles with py larger than 10 GeV . The
lower efficiency at low pr is related to material interactions, more likely to affect low-p particles.
This affects strip seeds more significantly, as they are reconstructed after the particles have crossed
a larger amount of material. The very high technical efficiency confirms that most of the physics
inefficiency is indeed associated with material interactions.

While the pixel physics seeding efficiency is very close to the combined physics seeding efficiency,
the strip seeds provide some useful redundancy in case of potential pixel detector defects. Figure 12
presents the number of seeds per particle as a function of 7 and pr. On average, more than six
seeds are found for all particles, as a particle typically leaves many hits in the detector, allowing for
the construction of multiple triplets (seeds) from these hits. This abundance of seeds ensures the
robustness of the seeding process against potential detector defects or misalignment.
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Figure 10. Expected physics seeding efficiency as a function of (a) 7 and (b) py for #7 events at (u) = 200 for
hard-scatter particles with pt > 1 GeV. The seeding efficiency is shown separately for pixel-only, strip-only
and both combined.

5.2 Efficiency

Similarly to seeds, two different definitions of the tracking efficiency are used to distinguish between
pattern recognition effects and detector effects. The physics tracking efficiency is defined as the
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Figure 11. Expected technical and physics seeding efficiencies as a function of (a)  and (b) p for ¢7 events at
(u) = 200 for hard-scatter particles with pr > 1 GeV. The efficiency is shown for the combined pixel and strip
seeding.
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Figure 12. Expected number of seeds per particle as a function of (a) 7 and (b) py for #7 events at (1) = 200 for
hard-scatter particles with pp > 1 GeV, shown separately for pixel-only, strip-only and both combined.

fraction of charged particles associated with a reconstructed track. To do the particle-to-track matching,
information about individual particle contributions to a given simulated silicon hit is used. The
matching criterion is based on the weighted fraction of measurements used to reconstruct a track
common with the charged particle of interest, defined as

pix strip
2XN common F N common

pix strip
2x Nreco + Nreco

R (.1

match —

with Nf;?ésmp (Ng’;’;{f;gi,? ) representing the number of clusters from the different subdetectors used
in the reconstruction of a given track (associated both to the particle and the reconstructed track).
Since strip sensors are installed in back-to-back stereo pairs, a particle crossing a strip module will
usually acquire two silicon hits, as opposed to a single hit per pixel module; the different weights
therefore give equal importance to the two measurement types. A charged particle is considered to
be reconstructed if it is matched to a track with R, > 0.5.
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The technical tracking efficiency represents the fraction of track matches among the charged
particles providing enough measurements in the detector to satisfy the reconstruction cuts. It is
used to assess the algorithmic efficiency of the tracking reconstruction and decouple it from the
detector material or the layout hermeticity.

The physics tracking efficiency for muons with p = 2, 10 and 100 GeV without pile-up is
presented in figure 13. The expected efficiency is compatible with the one obtained with the ATLAS
Run 3 detector. The efficiency is above 99.5% for 2 GeV muons and compatible with 100% for larger
pr up to || = 3.6. A small drop of efficiency down to 99% is present in the very forward region of
the ITk detector, due to the smaller number of available measurements in that region. The physics
tracking efficiency for 10 GeV muons, electrons and pions is shown in figure 14. Although the tracking
efficiency for electrons and pions is lower due to their higher interaction rate with the detector material,
it is expected to remain above 85% for all types of prompt and stable charged particles. In the forward
region (|n| > 3.0), figure 7 illustrates a steeper increase in nuclear interaction lengths compared with
radiation lengths. Consistent with these material distributions, the tracking efficiency for pions in

this region is more significantly reduced than that for electrons.
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Figure 13. Expected physics tracking efficiency for single muons with (a) pp = 2, (b) 10 and (c) 100 GeV
without pile-up. The results are compared for muons between the ITk and the Run 3 detector.

Figure 15 emphasizes the expected tracking performance at (u) = 200, showcasing the physics
efficiency in ¢7 events for particles with pp > 1 GeV within the detector acceptance, stemming from
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without pile-up.

the hard-scatter interaction. A comparison is made between this efficiency and that obtained with

the Run 3 detector, in conditions with a uniform (u) distribution between 0 and 80. The physics

efficiency in the central region of the ITk detector is expected to be maintained within 5% of that

of the Run 3 detector, despite the larger material budget of ITk discussed in section 3.1. The

efficiency achieved in the newly accessible forward region with 2.5| < |n| < 4.0 is similar to the

one achieved in the central region of ITk.
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Figure 15. Expected physics tracking efficiency as a function of (a)  and (b) p in ¢ events at (u) = 200 for
hard-scatter particles with p > 1 GeV with the ITk detector compared with the Run 3 detector, in conditions
with a uniform (u) distribution between 0 and 80.

Figure 16 shows the technical tracking efficiency and the physics tracking efficiency for tracks

from the hard-scatter interaction in ¢7 events at (u) = 200. The difference between the two quantities

originates mainly from interactions of charged particles with detector material before reaching the

required number of measurements.
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Figure 16. Comparison between the expected technical and physics tracking efficiencies as a function of (a) n
and (b) p in #7 events at (1) = 200 for hard-scatter particles with p > 1 GeV with the ITk detector.

The stability of the physics tracking efficiency at different pile-up conditions and in different ||
ranges is shown in figures 17 and 18. The efficiency at (u) = 200 is within 0.5% of the efficiency
achieved at (u) = 0. A similar pile-up robustness is observed in the different |n| ranges considered.
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Figure 17. Expected physics tracking efficiency as a function of pile-up in ¢7 events for hard-scatter particles
with pp > 1 GeV with the ITk detector.

In the following, the performance of track reconstruction within jets is shown for a Z’(m = 4 TeV)
Monte Carlo sample, where the rate of cluster merging is much higher than in #7 events due to the
larger fraction of high-pt jets. For the studies presented here, jets are reconstructed by clustering
energy deposits in the calorimeter with the anti-k, algorithm [60] with a radius parameter R = 0.4,
implemented in FastJer [61]. Tracks are matched to jets based on their angular separation AR(track,
jet) from the jet axis, required to be lower than 0.4. To isolate the effects correlated with dense
hadronic environments from those due to interactions with the detector material, the efficiency is
presented for jets with || < 1.2, in the central region where the material budget is the lowest, and
for particles with py > 10GeV, less impacted by material effects.

Figure 19(a) highlights the physics tracking efficiency expected for charged particles within
high-pt jets when no dedicated merged cluster identification is used. Tracks located in the core
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Figure 18. Expected physics tracking efficiency as a function of pile-up in ¢7 events at (u) = 200 for hard-scatter
particles with pp > 1 GeV with the ITk detector in different || ranges.

of the jets have on average a larger p, which explains why the efficiency is higher in the core of
jets for a jet pr up to 700 GeV . On the other hand, the particle density increases with the jet pr,
inducing a decrease in the physics tracking efficiency. This effect is more pronounced in the core
of the jets where the particle density is highest. The potential benefit from a dedicated algorithm
used for identifying merged clusters is shown in figure 19(b), which compares the performance
obtained when no merged pixel cluster identification or when a perfect truth-based identification
is used. To optimize the tracking performance in high track-density environments, ATLAS uses a
machine-learning-based merged pixel cluster identification algorithm [57, 58] that has not yet been
adapted for use in Run 4. The commissioning of dedicated algorithms for the ITk pixel detector
will be one of the main focuses of upcoming developments.
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Figure 19. Physics tracking efficiency for tracks in jets as a function of the jet p, in Z’ events in which the Z’
decays hadronically, comparing (a) the inclusive efficiency for all tracks matched to the jet (AR < 0.4) or within
the jet core (AR < 0.02) and (b) reconstruction scenarios with perfect, or no, classification of merged clusters in
the jet core.
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5.3 Number of tracks, mis-reconstructed and fake track rates

Figure 20 illustrates the count of reconstructed tracks with pp > 1 GeV at (u) = 200 in ¢ events.
In the ideal case where all tracks are well-reconstructed and the tracking efficiency is not reduced
with pile-up, a linear increase in the number of tracks as a function of the number of interactions® is
expected. In reality, a small quadratic component is observed in the number of reconstructed tracks
as a function of the number of interactions, caused for instance by a certain fraction of particles that
would not be reconstructed due to the minimum number of hits requirement (cf. table 5) but which are
assigned to tracks also containing mis-attributed hits from pile-up particles, allowing them to satisfy
the reconstruction criteria. There also exist a small fraction of tracks arising from combinations of hits
not closely corresponding to any charged particle, known as fake tracks. Tracks from either source are
collectively referred to as mis-reconstructed tracks, and their number is expected to scale super-linearly
with the number of interactions. The number of well-reconstructed tracks as a function of the number
of interactions can be estimated by fitting a linear function to the number of tracks distribution in
the low pile-up regime, where the number of fake and mis-reconstructed tracks is expected to be
negligible. The slope of this linear fit is then reduced linearly as a function of y, to take into account
the relative efficiency reduction of up to 0.7% at (u) = 200. On the other hand, the total number of
reconstructed tracks as a function of the number of interactions follows a quadratic function; therefore
the fraction of mis-reconstructed tracks can be estimated from the difference between a quadratic fit
to the number of tracks distribution and this linear fit, extrapolated to the full pile-up range. This
fraction, shown in figure 21 for a minimum bias sample, reaches at most 2% at (u) = 200. As a
comparison, in Run 3 the mis-reconstructed track rate at the typical Run 3 leveling target of (u) = 64
is approximately 6.5%. This reduction in the rate of mis-reconstructed tracks is primarily due to
the optimized layout of the ITk detector, which provides in particular a greater number of silicon
hits. These additional hits enhance the track reconstruction precision by enabling tighter selection
criteria. The expected fake track creation rate can be estimated from Monte Carlo simulation, using
the same matching probability distribution used to calculate the tracking efficiency. Figure 22 shows
the expected fraction of tracks with a matching probability lower than 50% and features an expected
fake track creation rate of approximately 3 X 107* at u = 200, showcasing the excellent fake track
suppression capabilities of the ITk. Moreover, a comparison with figure 21 shows that fake tracks
are not expected to be a dominant source of mis-reconstructed tracks.

5.4 Track parameter resolution

The resolution on track parameters is estimated from reconstructed tracks associated with charged
particles. The distribution of the difference between the reconstructed track parameter and the
corresponding quantity for the simulated particle is iteratively truncated from its outliers, which lie
more than three standard deviations away from the mean of the distributions, until the distribution
is left invariant. Up to 5% (1%) of the tracks associated with muons with pp = 2GeV (100 GeV)
are found to be outliers in the process. The standard deviation of the core distribution is defined as
the intrinsic measurement resolution of the track parameters.

Figures 23 to 25 display the expected resolution on the transverse (d,) and longitudinal (z)
impact parameters and the transverse momentum for simulated muons with pr = 2 and 100 GeV,

6The number of interactions follows a Poisson distribution with mean ().
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Figure 20. Number of reconstructed tracks per event with pp > 1 GeV as a function of the number of interactions
for 17 events at {(u) = 200 with the ITk detector compared with the Run 3 detector, in conditions with a uniform
(u) distribution between 0 and 80. The dashed lines illustrate the results of linear fits performed over the limited
range corresponding to (u) between 120 and 280 for the ITk and between 20 and 60 (extrapolated to 0-120) for
the Run 3 detector to illustrate the pile-up dependence of this quantity.
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Figure 21. Fraction of mis-reconstructed tracks, defined as the difference between a quadratic fit in the full u
range and a linear fit extrapolated from the ¢ < 20 region. The number of tracks corresponding to real particles
and containing enough hits to satisfy the reconstruction criteria is expected to scale linearly with pile-up. The
mis-reconstructed track population is composed of fake tracks not corresponding to any particle and tracks
corresponding to actual particles but that include mis-attributed hits from pile-up particles, and is expected to
increase faster than linearly with pile-up.
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