ATLAS ITk Production Database use
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The ATLAS ITk upgrade

Inner Tracker upgrade for HL-LHC

Monitoring the production
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=> Custom database developed on a MongoDB backend
=> To be maintained until the end of ITk operations, circa 2040!
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The scale of the ITk Production Database (PDB)
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— User friendly — avoid mistakes

— Treatment of (well motivated) attachments: size constraints, inode use
2 Large ones sent to CERN EOS, should be kept at a low level

Reporting

The Hanseatic League model Some components or building stage = specific DB interaction needs P

Monitoring of the production evolution using the database: > Unicorn PDB API for custom PDB interactions, Python APl wrapper
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— Streamlit, Flask python packages for web applications
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Reports centrally hosted in a report hub built with mkdocs m > Deployed in Docker containers
— Minimum requirements (allow centralisation in hub, ...) 2 Hosted at CERN in OpenShift containers
— Common tools provided, documented — Locally installed tools (e.g. LocalDB)
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