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Introduction

The YAML File  
(“Text Configuration” - User Level)

Common 
analysis blocks 

with simple 
configurations

General object 
selection: 

Specify configuration 
attribute by “name: 

‘setting’”

Indents specify 
config blocks; Blocks 
can own sub-blocks 

(another indent)

Block Order in 
YAML File Does 

Not Matter!

Specify prefixes 
of branch names 
associated with 
objects in output 

ntuple

Flat output 
ntuple contains 

one tree

Full support for 
including 

custom CP 
Algorithms!

The Python Code  
(“Block Configuration”)

• Information from YAML file gets parsed and set in Python config

• Each block is added to a config sequence and compiled using a 

config accumulator

• Attributes are set here; all unspecified attributes are set to their 

default values that define the config block

• The config block calls the CP Algorithm with these attributes and 

the corresponding CP Tool

Optimized Flat NTuple Output

• CP Algorithms greatly reduce ntuple size 
through its optimized output structure (by 1-2 
orders of magnitude)


• Helped made possible by running systematics 
only on directly affected tools/objects

The ATLAS analysis model requires users to apply many calibrations, identifications, selections, scale 
factors, etc. to physics objects. Doing so requires the use of Combined Performance (CP) tools, 

specialized ATLAS code that must be applied in a specific order, and with a wide variety of 
configurations, on these objects. Making easier the user interface are the CP Algorithms, which are 

single common interfaces, called once per event, that house one CP tool and its configurations, creating 
a full sequence for each object type. To make even easier the user interface, and to optimize output file 

size, a user-friendly configuration using a YAML file for algorithm configuration above a physics-oriented 
Python configuration has been implemented.


