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Introduction

• LHC experiments utilize a large quantity of heterogeneous resources
– ATLAS: 33 countries, 154 sites, 239 queues

• Ensuring proper function and commissioning new sites requires 
testing resources with full-chain workloads

• HammerCloud: A WLCG testing framework
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Introduction

• HammerCloud:
– Automated submission of standardized jobs 
– in regular, adjustable intervals
– with adjustable number of parallel running jobs

• Two typical modes:
– Functional testing: constant stream of short jobs on many (all) grid sites

– Stress testing: Large amount of parallel jobs over given time-frame
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Introduction

Also provides monitoring tools for HammerCloud and site admins

hammercloud.cern.ch 
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Introduction

Also provides monitoring tools for HammerCloud and site admins

hammercloud.cern.ch 

Many plots currently being upgraded
Credit: Lea Kuttler (Freiburg)
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HammerCloud at ATLAS

• At ATLAS:
– 50k jobs daily, 750 job slots

• Categories:
– Analysis Functional Tests (AFTs), Production Functional Tests (PFTs)

– On demand stress tests

– Other functional tests
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AFTs / PFTs

• The golden functional tests
– High frequency, short duration, active 24/7

– 7 tests, covering majority of grid workflows
• AFTs: user analysis

• PFTs: simulation

• ARM: simulation

• GPU: vector multiplication

– Test results used for automatic exclusion / 
recovery of resources
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Auto-exclusion

• Consider amount of recent 
succesful/failed job

• Set of rules triggers the automatic 
exclusion / recovery of sites (queues) from 
the pool of resources available to users

~ 10 – 40 queues excluded at given time

~ 10 – 30 daily exclusions / recoveries 

Total exclusions per day for the last 30 days
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Other functional tests

• Other functional tests:

– Testing new software versions
• Duplicate standard tests with different software
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Other functional tests

• Other functional tests:

– Testing new software versions
• Duplicate standard tests with different software

– Monitoring IPv6 deployment on CEs
• One IPv6 test job / day 
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Other functional tests

• Other functional tests:

– Testing new software versions
• Duplicate standard tests with different software

– Monitoring IPv6 deployment on CEs

– Benchmarking sites
• Measurement of HEPscore every 3h on all sites

• Used e.g. to measure and increase efficiency of computing in production environment

Analysis by Natalia Diana Szczepanek in the next talk (slides)

https://indico.cern.ch/event/1338689/contributions/6011005/
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Massive recovery
● Sometimes a central issue causes a massive exclusion of resources

● This central issue does not reflect the state of the sites

● Recovery of sites sometimes not as fast as desired, due to lacking test results

 → A feature introduced this year speeds up the recovery of lagging sites

Massive automatic recovery
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Massive recovery
● Basic idea:

– Detect massive exclusion event
– When first sites start to recover, recover all remaining sites
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Massive recovery
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Massive recovery
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Massive recovery

Mass exclusion is detected
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Massive recovery

Mass exclusion is detected
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Massive recovery

Central issue solved 
Start of recoveries detected
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Massive recovery

Remaining sites recovered fast
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Massive recovery

The mass-recovery feature kicked in two times since its introduction (Feb. 2024)

Speeding up recovery of 19 and 55 queues respectively
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Resources utilisation

50k jobs/ day, waste of resources?
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Resources utilisation

Share of resources used 
by HammerCloud

Shares of HammerCloud 
test types

0.15% to the hs23 hours of the 
grid in 2024

38% for auto-exclusion
→ 0.058% of total ATLAS hs23 

hours 2024
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Resources utilisation

• What is the impact of queue exclusion?
– Typical availability profile:

– ~ 4.6% of the total runtime in 2024 queues were auto-excluded

– Saving effect depends on site 
• If nodes get idle when excluded: O(50%) energy saved
• If shared/full site  → CPU used for other VO  → 100% energy saved

 → Excluding resources prevents 2 – 4% of wasted energy

– Compared to this, 0.058% of energy used for auto-exclusion is small
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Conclusion

Through testing, benchmarking, and auto-excluding sites

HammerCloud ensures a 
good grid user experience and

efficient resource utilisation

Thank you!
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HammerCloud design


	Presentation TITLE
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25

