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1 Introduction

The observation of neutrino oscillations [1, 2] has opened a new window for the field of particle
physics. The fact that neutrinos oscillate in flavor implies not only that some neutrino mass eigenstates
have nonzero masses, but it also provides the possibility to contribute to our understanding of the
broken baryon number asymmetry of the universe [3].

The liquid argon time projection chamber (LArTPC) [4] is a leading detector technology which
has been proposed to answer the important questions described above [5]. In LArTPCs, the argon
serves simultaneously as the target for neutrino interactions and as the sensitive detector material.
Neutrinos interact primarily with argon nuclei, but they may also scatter off the electrons in the
argon atoms. Particles produced by these interactions travel through the liquid argon, ionizing argon
atoms along their paths. In an applied electric field, some of the electrons liberated from the argon
atoms will drift towards collection wires or pixels, while other electrons will recombine with the
positively-charged argon ions. Scintillation light with a wavelength of 128 nm is produced abundantly
along the paths of ionizing tracks in liquid argon. The liquid itself is transparent to this light. By
collecting the drifting electrons and the scintillation photons, LArTPCs can record neutrino interactions

– 1 –



2
0
2
5
 
J
I
N
S
T
 
2
0
 
P
0
2
0
2
1

with 10% level energy resolution [6], mm-scale position resolution based on collection wire or pixel
spacing, and ns order timing resolution from photon detection systems.

Neutrino beams for experiments using LArTPCs typically have wide energy spectra over several
GeV with average energies of the order of a GeV. Neutrino oscillation probabilities depend on 𝐿/𝐸 ,
where 𝐿 is the distance from the production point to the detector, and 𝐸 is the neutrino energy. The
distance 𝐿 is well known, but the energy 𝐸 must be measured for each neutrino scattering event,
both in the near detectors and the far detectors. The neutrino energy must be estimated from the
observed secondary particles produced in the interaction of the neutrino and an argon atom. These
particles consist of charged leptons, protons, charged pions, photons, neutrons, kaons, and other
shorter-lived particles that decay into the particles listed. Because the beams have broad energy
spectra, a number of different scattering process categories are possible: quasielastic scattering,
resonant scattering and deep inelastic scattering [7].

The dense detection material in a LArTPC introduces a challenge by causing secondary interactions
of hadrons originating from the neutrino scatter with other argon atoms in the detector. Because
the lengths of the tracks of interacting particles are shorter than those of stopping particles with the
same energies, range-based energy estimations are insufficient for interacting particles. Furthermore,
interactions between hadrons and nuclei typically produce particles for which the energy is difficult
or impossible to determine, such as neutrons and heavy nuclear fragments. Calorimetric energy
measurements therefore only collect a fraction of the total energy of the incident particle, and that
fraction varies from interaction to interaction in a random way which is difficult to model. Usually,
calorimetric methods must be calibrated in situ with particles of known species and energies.

In this paper, we introduce a new method for energy measurement which can be utilized in
a LArTPC. It is based on a fit for the best track-length extension using calorimetric and position
information of hits on a reconstructed track. For an inelastically interacting particle, the method
calculates the total track length the particle would have traveled if it had not interacted inelastically.
Therefore, the method addresses the challenges introduced in the above paragraph. Data and simulation
samples of the ProtoDUNE-SP detector [8, 9] are used to evaluate the performance. The method shows
good performance for energy measurement on short tracks produced by interacting charged pions.

This paper is organized as follows. In section 2, we introduce the track-length extension fitting
(TLEFit) algorithm. Section 3 introduces the ProtoDUNE-SP detector and beam instrumentation,
and section 5 describes event reconstruction and the detector simulation. In section 6, studies
for the performance of the TLEFit algorithm are presented. Then, the paper concludes with a
summary in section 7.

2 The track-length extension fitting algorithm

Before introducing the track-length extension fitting (TLEFit) algorithm, it is important to discuss the
basic operational principle of a LArTPC. A particle’s activity inside liquid argon liberates electrons
from argon atoms. A portion of these electrons recombines with argon ions, emitting photons. In
general, a LArTPC experiment consists of a cathode plane and one or more anode planes to apply an
electric field. The electrons drift toward the anode planes in this field, inducing electric signals in
collection wires or pixels around the anode plane. Photon detection systems also collect the photons.
The signals in the collection wires or pixels are recorded as functions of time within a time window.
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Since photons propagate much faster than drifting electrons, the trigger system that defines the starting
point of the time window relies on photon detection systems.

For LArTPC experiments with collection wires, 2D space points are reconstructed by identifying
peaks in the waveform of the electric signal. The combination of multiple collection wire planes with
different orientations provides the capability to reconstruct 3D space points. In LArTPC experiments
with readout pixels, a peak in the waveform represents a 3D space point. The deposited energy for
a 3D space point is measured using the area around the peak in the waveform. Physical objects
corresponding to traces of particles that traveled inside the LArTPC are produced by clustering the 3D
space points with their positions and deposited energies (or hits hereafter). These physical objects
are generally categorized as shower-like objects or track-like objects.

Particles such as muons, charged pions and protons ionize argon atoms in long, narrow trails.
The drifted electrons are used to reconstruct track trajectories in the detector. The average energy
loss per unit length (𝑑𝐸/𝑑𝑥) is well described by the Bethe-Bloch formula [10],〈 𝑑𝐸

𝑑𝑥

〉
=
𝜌𝐾𝑍

𝐴𝛽2

[
1
2

ln
(
2𝑚𝑒𝑐2𝛽2𝛾2𝑊max

𝐼2

)
− 𝛽2 − 𝛿

2

]
, (2.1)

where 𝑚𝑒 = 0.511 MeV/𝑐2 is the electron mass and 𝐾 = 0.307075 MeV cm2/mol. The parameters
𝛽 = 𝑣/𝑐 and 𝛾 =

(
1 − 𝛽2)−1/2 are for the particle traveling inside the material. For liquid argon, the

density 𝜌 = 1.39 g/cm3, the atomic number 𝑍 = 18, the atomic mass 𝐴 = 39.948 g/mol, and the
average excitation energy 𝐼 = 188.0× 10−6 MeV. The maximum transferable energy𝑊max is defined as

𝑊max =
2𝑚𝑒𝑐2𝛽2𝛾2

1 + 2𝛾𝑚𝑒

𝑀
+ 𝑚2

𝑒

𝑀2

, (2.2)

where 𝑀 is the mass of the traveling particle. The last term of eq. (2.1) is the density correction,

𝛿 =


2 ln(𝛽𝛾), if log10(𝛽𝛾) > 𝑦1

0, if log10(𝛽𝛾) < 𝑦0

2 ln(𝛽𝛾) − 𝐶 + 𝑎[𝑦1 − log10(𝛽𝛾)]𝑘 , otherwise,
(2.3)

where 𝑦0 = 0.2, 𝑦1 = 3.0, 𝐶 = 5.2146, 𝑎 = 0.19559, and 𝑘 = 3.0. For kinetic energies above
tens of MeV, which is the threshold for particles to be reconstructed as tracks, nuclear effects in
energy deposition is negligible.

While the energy lost by an ionizing particle in a thin slice of material is distributed according
to the Landau distribution [10], a particle traveling a long distance (more than a few cm) through
a material will experience an energy loss with an approximately Gaussian distribution due to the
large number of ionization interactions and the central limit theorem. As a result, the continuous
slowing down approximation (CSDA) based on eq. (2.1) for the average energy loss can be used
to relate a particle’s initial energy to its range in the material [10]. If a particle only undergoes
multiple scattering and ionization energy loss before it stops, its initial energy can be estimated
from its range with percent-level accuracy [11].

If a particle interacts inelastically, however, the range cannot be used to estimate its energy.
Its track is cut off due to the interaction, so the range would result in an energy estimate lower
than the true value. Therefore, neutrino experiments with LArTPCs have been using the visible
energy [12, 13], which is defined to be the sum of energy deposits left by the track object and all
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of its daughters (and their daughters) created in interactions with the liquid argon. Unfortunately,
it works well only when all daughters have enough energy to be reconstructed and the contribution
from undetected neutrons is small.

The TLEFit algorithm introduced in this paper is a new energy measurement method which
overcomes the weaknesses of the range-based estimation and visible energy-based estimation. Figure 1
shows an example with hits of a reconstructed charged pion track. The abscissa is the residual range,
which is defined for a hit on a charged particle’s trajectory as the length from the trajectory’s end
point to the hit, following along the trajectory. The ordinate is 𝑑𝐸/𝑑𝑥 in MeV/cm units. The average
𝑑𝐸/𝑑𝑥 distribution of charged pions as a function of residual range is shown with the red solid line
based on the Bethe-Bloch formula in liquid argon (LAr). A 𝑑𝐸/𝑑𝑥 distribution of an inelastically
interacting charged pion is shown with a prefit 𝑑𝐸/𝑑𝑥 label. The measured 𝑑𝐸/𝑑𝑥 values are obtained
from the measured ionization charge density corrected for electron drift lifetime and recombination
effects, as well as the charge yield expected per MeV of energy loss in LAr. There is a gap between
the prefit 𝑑𝐸/𝑑𝑥 distribution and the vertical axis because first and last several hits are not included in
the fit. They could be hits with incomplete 𝑑𝐸/𝑑𝑥 or only noise. This is discussed in more detail in
section 6.2. To measure the energy of a charged pion that has interacted inelastically with the argon,
we look for an offset in the residual range which makes the residual range and 𝑑𝐸/𝑑𝑥 distribution
agree best with the known physics for passage of charged particle through liquid argon. That offset is
added to the original track length to estimate the best track-length. This is the track length that the
particle with the prefit 𝑑𝐸/𝑑𝑥 distribution would have traveled until it stopped if it did not interact
inelastically. Finally, energy at the starting point of the track is measured using the CSDA and the
best track-length. The post fit 𝑑𝐸/𝑑𝑥 distribution with the best offset is also shown.

Based on the residual range vs. 𝑑𝐸/𝑑𝑥 curve derived from the Bethe-Bloch formula, shown in
figure 1, it could be easily expected that energy measurement performance will highly depend on
particle’s initial kinetic energy (𝐸𝐾 ). Short residual range region that corresponds to low 𝐸𝐾 of
charged pions exhibits stiff slopes, commonly referred to as the Bragg peak region. Since 𝑑𝐸/𝑑𝑥 varies
rapidly as a function of residual range, it is easier to find the best offset in this region compared to
longer residual range region, known as the MIP (minimum-ionizing particle) region, that has much
smaller slopes. For an inelastically interacting charged pion track for which all hits have MIP-like
energy deposit around 2 MeV/cm, the TLEFit algorithm cannot work well. This is shown in section 6.

One of the most important parts of the TLEFit is the procedure to calculate the best offset. This
paper describes and compares two methods. One method is based on minimizing a 𝜒2 function assuming
Gaussian distributions of inputs, and the second method is based on maximizing a likelihood function.

2.1 Gaussian approximation

The simplest way to score the agreement between the Bethe-Bloch curve and the measured 𝑑𝐸/𝑑𝑥
distribution is by calculating the 𝜒2 between them. Many LArTPC experiments have employed
𝜒2-based particle identification scores [14]. Therefore, we describe this method before introducing
a likelihood-based method.

For a given position offset 𝐿′, we define

𝜒2(𝐿′) =
𝑁hits∑︁
𝑖=1

[
𝑑𝐸

𝑑𝑥
(Measured; 𝑖) − 𝑑𝐸

𝑑𝑥
(Bethe-Bloch; range𝑖 + 𝐿′)

]2
. (2.4)
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Figure 1. This figure illustrates the TLEFit method. In the bottom figure, the red solid line shows the mean
energy loss ⟨𝑑𝐸/𝑑𝑥⟩ as a function of distance from the stopping point (residual range) using eq. (2.1) for a
charged pion in LAr. An example of measured 𝑑𝐸/𝑑𝑥 for an interacting charged pion is shown with a dashed
line. The solid blue line shows the same measured 𝑑𝐸/𝑑𝑥 curve with an additional offset on range with best
match with the red solid line.

The 𝑑𝐸/𝑑𝑥 term noted with the Bethe-Bloch on the right-hand side in eq. (2.4) is the expected 𝑑𝐸/𝑑𝑥
from the CSDA using the track length given by the sum of hit’s residual range and an additional offset,
𝐿′. By looking for the offset which gives the minimum 𝜒2 value, the energy of the interacted particle
can be measured. We should note that eq. (2.4) is based on an assumption that measured 𝑑𝐸/𝑑𝑥 follows
Gaussian distributions with mean values given by the Bethe-Bloch formula in eq. (2.1).

2.2 Maximum-likelihood

The measured 𝑑𝐸/𝑑𝑥 does not always follow a Gaussian distribution. This approximation is valid
when there are sufficient interactions so that outlying energy loss such as high-energy 𝛿-ray emission
contribute a small fraction of the total energy loss.
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It is well known that the probability density function (PDF) of 𝑑𝐸/𝑑𝑥 for ionizing particle is
described by the Vavilov function [15]. In this paper, the significance parameter, 𝜅, is used to
define regions for the Vavilov function and its approximated versions, the Landau and the Gaussian
functions. The parameter 𝜅 is defined as

𝜅 =
𝜉

𝑊max
, (2.5)

where
𝜉 =

𝜌𝐾𝑍

2𝐴𝛽2 𝛿𝑥, (2.6)

with 𝛿𝑥 denoting the distance that the particle traveled in cm. The other variables are defined in the
same way as in eq. (2.1). The 𝜅 ranges that define PDFs for 𝑑𝐸/𝑑𝑥 are selected as

PDF for dE/dx :


Gaussian , if 𝜅 > 10
Vavilov , if 0.01 < 𝜅 < 10
Landau , if 𝜅 < 0.01

(2.7)

following the section PHYS332 of Geant [16]. The 𝜅 distribution as a function of 𝐸𝐾 is shown in
figure 2 for charged pion and proton in LAr. Note that 𝜅 is a function of 𝛿𝑥 and the typical pitch
of hits in ProtoDUNE-SP, 0.65 cm, is used in the figure.
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Gaussian

Vavilov
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p

Figure 2. Three regions are defined using the 𝜅 value. If 𝜅 > 10, the Gaussian PDF is used. If 𝜅 < 0.01, the
Landau PDF is used. Otherwise, the Vavilov PDF is used. Plots are drawn for charged pions (left) and protons
(right) in LAr using typical pitch (0.65 cm) of the ProtoDUNE-SP.

The PDFs with several 𝐸𝐾 values for charged pions and protons are shown in figure 3. Mean
𝑑𝐸/𝑑𝑥 value from the Bethe-Bloch formula and the most probable values (MPVs) of 𝑑𝐸/𝑑𝑥 from the
Landau-Vavilov-Bichsel formula [17] are presented together in dashed green lines and dashed blue
lines, respectively. We can see that the Gaussian approximation introduced in section 2.1 is not a good
choice for particles with 𝜅 much smaller than unity. In this case, the Bethe-Bloch formula cannot
describe the peak of the PDF, and the shape of the PDF is also significantly different from the Gaussian.
On the other hand, with 𝜅 values bigger than unity, the Bethe-Bloch formula shows good agreement
with the peak position, and the PDF shapes become similar with the Gaussian.

Using the PDFs 𝑃
(
𝑑𝐸
𝑑𝑥

��𝐸𝐾 ) where 𝑃 stands for the probability, a joint likelihood (L) is calculated
by multiplying the 𝑑𝐸/𝑑𝑥 probabilities for each hit. For the TLEFit, the expected 𝐸𝐾 of particle at a
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Figure 3. The 𝑑𝐸/𝑑𝑥 PDFs for charged pions (left) and protons (right) in LAr. For charged pions, PDFs are
shown with 𝐸𝐾 of 10 MeV (top), 200 MeV (center), and 500 MeV (bottom). For protons, PDFs are shown
with 𝐸𝐾 of 20 MeV (top), 200 MeV (center), and 500 MeV (bottom). Green lines show mean 𝑑𝐸/𝑑𝑥 values
from eq. (2.1) and blue lines show the most probable values (MPV) from the Landau-Vavilov-Bichsel formula.
The 𝜅 values and used functions for PDFs are noted on top-left corners of plots.
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hit is calculated using the CSDA and the length given by sum of hit’s residual range and an additional
offset. As a result, the total likelihood for a given offset, 𝐿′, is written as

−2 lnL(𝐿′) = −2
𝑁hits∑︁
𝑖=1

ln 𝑃
(
𝑑𝐸

𝑑𝑥
(Measured; 𝑖)

���� 𝐸CSDA
𝐾 (range𝑖 + 𝐿′)

)
. (2.8)

By looking for the best offset which gives the minimum −2 lnL value, energy of the interacted
particle can be estimated through CSDA.

3 The ProtoDUNE-SP detector

The ProtoDUNE single-phase (ProtoDUNE-SP) apparatus at CERN [8, 18] is designed as a test bed and
full-scale prototype for the elements of the first far detector module of the Deep Underground Neutrino
Experiment (DUNE) [19]. It is a single-phase LArTPC with an active volume of 7.2 × 6.1 × 7.0 m3.
The coordinate system is right-handed. The 𝑥 axis is horizontal and is parallel with the nominal
electric field directions and is perpendicular to the wire planes. The 𝑦 axis is vertical (positive pointing
up), and the 𝑧 axis is horizontal and points approximately along the beam direction. A simplified
schematic of the detector is shown in figure 4.

The time projection chamber (TPC) is divided into two parts by the cathode plane at the center
(𝑥 = 0 cm). The anode planes are placed at two sides opposite to the cathode plane. The nominal
electric field strength is 500 V/cm. The maximum drift length in ProtoDUNE-SP is 3572 mm. This
results in a maximum drift time of 2.25 ms.

The ProtoDUNE-SP TPC was built to test the segmented design of the DUNE horizontal drift
far detector module, with full-size components. As a result, ProtoDUNE-SP contains six anode
plane assemblies (APAs) arranged into the two anode planes, each consisting of three side-by-side
APAs. The single cathode plane is composed of 18 cathode plane assembly (CPA) modules. The
photon detector system comprises 60 optical modules, ten of which are installed in each APA. It is
used to collect scintillation light produced by passing particles and test different photon collection
technologies proposed for the DUNE far detector modules.

Each APA has four wire planes. For reconstruction of particle tracks and showers, three planes
(𝑈, 𝑉 and 𝑋) are used. The 𝑋 plane has wires in parallel to the 𝑦 axis with 4.79 mm pitch. The 𝑈
and 𝑉 planes have wires with 4.67 mm pitch which are oriented ±35.7◦ with respect to the 𝑦 axis.
The fourth plane is an uninstrumented grid plane on the drift side of the 𝑈 plane. The spacing
between the planes is 4.75 mm.

The construction and installation of the detector was finished in early July 2018. After commission-
ing, it started its operation from September 2018. For two months, October and November 2018, the
ProtoDUNE-SP TPC was exposed to a tagged and momentum-analyzed particle beam with momentum
settings ranging from 0.3 GeV/𝑐 to 7 GeV/𝑐 [20, 21] and collected more than four million events with
incident beam particle inside the TPC. The standard deviation of the beam momentum distribution
was measured to be approximately 7% by fitting Gaussian distributions to beam spectrometer data.
The test beam entered the detector at mid-height and about 30 cm away from the cathode plane, on
the negative 𝑥 side with angles 11◦ down from the horizontal and 10◦ to the right of the 𝑧 direction.
At this angle, the spacing between three-dimensional reconstructed hits is approximately 0.65 cm.
A beam plug was installed on the low-𝑧, negative-𝑥 side of the TPC to minimize beam energy loss
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Figure 4. A simple drawing of the ProtoDUNE-SP detector (left) and an illustration of the three wire planes on
an APA (right) are shown. A black box in the left figure represents the active volume, divided into two parts by
the cathode at the center. The six APAs are arranged into two anode planes, each consisting of three side-by-side
APAs. The test beam enters through the beam plug, close to the right side of the cathode. The right-handed
coordinate system is shown in addition to the dimensions of the active volume. For wire planes, only ten wires
for each plane are shown for clarity.

due to upstream materials. The cosmic ray tagger (CRT) with 6.8 m × 6.8 m scintillation panels at
both upstream and downstream of the ProtoDUNE-SP cryostat is used to tag cosmic and beam-halo
muons. The detector continued to operate through July 2020, collecting data to test and validate
the technologies for the future DUNE far detector modules, demonstrate operational stability, and
explore operational parameters.

Additional information for design, construction, and operation of ProtoDUNE-SP can be found
in [8]. First results for the detector calibration and response are published in [9].

4 Beam instrumentation

The upstream beam spectrometer measures the momenta of incident particles using a magnetic field
and three planes of scintillating fibers. To remove ambiguity coming from multiple hits in a single
plane, there should be exactly one particle reconstructed in the beam spectrometer for an event. The
data sample collected with a nominal beam momentum of 1 GeV/𝑐 is used in this study. To veto
events with activities inside the TPC coming from beam halo, it is further required that both upstream
and downstream CRTs should not have hits.

The beam instrumentation provides good particle identification performance between 𝜇+/𝜋+ and
protons for 1 GeV/𝑐 mode using the time-of-flight (ΔtF) information as described in [21]. In this
paper, ΔtF < 110 ns requirement is used to study secondary charged pions coming from interactions
between beam charged pions and argon atoms.

5 Simulation and reconstruction

In this paper, data events with incident beam particles inside ProtoDUNE-SP are used to study the
performance of the TLEFit method.
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5.1 Simulation

To generate Monte-Carlo (MC) simulated samples, the incident beam is modeled using the Geant4 [22]
based package, G4beamline [23]. Detailed information for the beam line and its simulation is
given in [20, 21].

Cosmic rays are simulated using CORSIKA v7.4 [24]. To completely cover the 3 ms detector
readout window, cosmic rays are generated over a 6 ms time range with the center on the trigger time.

For the TPC simulation, Geant4 v4.10.3 with the QGSP_BERT physics list [22] is used to
describe particle propagation and interactions. The detector response is modeled with LArSoft [25]
using the WireCell toolkit [26].

5.2 Reconstruction of events in the TPC

The data processing procedure which reconstructs physical objects using waveforms from the anode
wire planes is performed as described in [9]. It is summarized briefly below.

For each collection wire, the TPC readout electronics produces a digitized waveform using
analog-to-digital converters (ADCs) that sample the current at 2 MHz. After noise removal, each
waveform is deconvolved to reproduce the ionization charge distribution as a function of the drift
time. Then, the hit finding algorithm fits the peaks in the deconvolved wire waveforms with Gaussian
shapes. A hit represents a charge deposition on a single wire at a given time.

To reconstruct interactions inside the TPC, pattern recognition is performed with the Pandora
software package [27]. The first step starts with two-dimensional clustering of hits in each detector
readout plane. For 3D reconstruction, the 2D clusters are matched between different layers using
timing and shape information. The angles between the wires in the readout planes provide the
necessary information to solve for the third coordinate. If there is ambiguity, the original two-
dimensional clustering is changed using information from all three views until consistent matches
between two-dimensional clusters is made. Finally, 3D hits are constructed and particle interaction
hierarchies are created.

The Pandora software package also executes various algorithms to reconstruct an overall picture
in the ProtoDUNE-SP TPC. First, all clusters are analyzed by an cosmic-ray hypothesis algorithm to
identify and to remove clear cosmic-ray candidates. After removing energy deposits coming from
these clear cosmic-ray candidates, a 3D slicing algorithm divides the detector into spatial regions
with two hypotheses, cosmic ray and test beam, where a slice contains all of the hits from a single
parent particle interaction. Then, a boosted decision tree (BDT) algorithm selects slices that contain
clusters that originate from the test beam.

6 Energy measurement performance

The performance of the TLEFit method is tested using data and MC simulation samples of the
ProtoDUNE-SP experiment. For this purpose, stopping charged pions are selected from the secondary
particles resulting from the interaction between the charged pion beam and argon atoms. So, we
introduce the selection for stopping charged pions first. It is validated that the CSDA can describe well
the true 𝐸𝐾 for selected stopping charged pion candidates. As a result, 𝐸𝐾 from the CSDA is used as
reference to compare performance of the TLEFit method between data and MC simulation samples.
Tunable parameters of the TLEFit algorithm are also introduced. Then, 𝐸𝐾 measurement performance
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of the TLEFit algorithm is presented. The fitting is performed using subsets of stopping charged pions’
hits to mimic inelastically interacting charged pions. Therefore, algorithm performance is presented
as functions of 𝐸𝐾 and number of hits that are used for the fitting. For the MC simulation sample,
the energy measurement performance is also presented using true 𝐸𝐾 as reference with the same
selection that is used for comparison between data and MC simulation samples. Finally, a systematic
study related with impact of 𝑑𝐸/𝑑𝑥 modeling is performed to understand energy measurement scale
difference between data and MC simulation samples.

6.1 Stopping charged pions as a validation sample

To characterize the energy measurement performance, a reference value of the true energy is required.
For MC samples, the true energies are known for each particle at each step along their trajectories. But
for data, there is no such perfect reference. Fortunately, the CSDA can provide a good reference for
the 𝐸𝐾 values of stopping charged pions. It is therefore important to filter out inelastically interacting
charged pions from reconstructed charged pion candidates.

In this study, the discrimination is provided by 𝜒2
𝜋± , which is defined to be

𝜒2
𝜋± =

1
𝑁

range<26cm
Hits

range𝑖<26cm∑︁
𝑖=0

(
𝑑𝐸

𝑑𝑥
(Measured; 𝑖) − 𝑑𝐸

𝑑𝑥
(Bethe-Bloch, 𝜋±; range𝑖)

)2
/ 𝜎2. (6.1)

Here, 𝑑𝐸
𝑑𝑥

(Bethe-Bloch; range𝑖) is the expected 𝑑𝐸/𝑑𝑥 for a given residual range coming from the
CSDA using the Bethe-Bloch formula in eq. (2.1), and 𝜎 contains uncertainties of 𝑑𝐸

𝑑𝑥
for both from

the CSDA and the TPC’s energy measurement resolution. Since eq. (6.1) uses hits with residual
range less than 26 cm to make the 𝜒2

𝜋± not to be dominated by MIP hits, stopping charge pions with
visible Bragg peaks have smaller 𝜒2 values compared to inelastically interacting charged pions. To
produce a normalized 𝜒2, number of hits included into the 𝜒2

𝜋± , 𝑁 range<26 cm
Hits , is divided. Figure 5

shows the 𝜒2
𝜋± distribution as a function of true 𝐸𝐾 in a MC sample of charged pions. A peak with

𝜒2
𝜋± value about from 2 to 4 is coming from stopping charged pions. The other peak that has 𝜒2

𝜋±

value around 12 to 16 is coming from inelastically interacting charged pions that left tracks with
length almost 26 cm or longer where all hits are MIP-like. That is the reason why the 𝜒2

𝜋± distribution
of the band is approximately constant as a function of true 𝐸𝐾 in the two dimensional distribution.
Very high 𝜒2

𝜋± values greater than 20 are coming from inelastically interacted charged pions that left
short tracks. In this study, 𝜒2

𝜋± value for the secondary charged pions is required to be smaller than
6.0 to select the stopping charged pions. Figure 6 shows that the CSDA with the full track length
(𝐸 full
𝐾

) estimates the true 𝐸𝐾 (𝐸 true
𝐾

) well after applying the 𝜒2
𝜋± < 6 cut.

6.2 Algorithm parameters

Before the algorithm introduced in section 2 can be applied to real data, several issues which affect
the energy measurement performance must be addressed. We describe parameters of the algorithm
that can be tuned in order to optimize the performance.

The first parameter is the minimum number of usable hits to include in the fit. In the case where
two 𝑑𝐸/𝑑𝑥 PDFs overlap significantly between two different values of 𝐸𝐾 , including only a small
number of hits in the fit can lead to a huge uncertainty in the energy measurement. For example,
the 𝑑𝐸/𝑑𝑥 PDFs of charged pions with 200 MeV and 500 MeV of 𝐸𝐾 values have a large overlap as
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Figure 5. The 𝜒2
𝜋± distributions of charged pions in a MC sample are shown. Left plot shows a two dimensional

distribution as a function of truth 𝐸𝐾 . Right plot shows one dimensional distribution of 𝜒2
𝜋± . Reconstructed

charged pions which are matched with truth-level charged pions are used in this plot.
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Figure 6. Plots show the relationship between truth-level and range-based kinetic energies for charged pions
before (left) and after (right) applying the 𝜒2

𝜋±< 6 cut, respectively. The same charged pion selection used in
figure 5 is used.

shown in figure 3. Therefore, fitting a small number of hits which have random 𝑑𝐸/𝑑𝑥 values given
by PDFs will perform poorly. On the other hand, requiring many hits excludes low-energy particles,
since 𝐸𝐾 is highly correlated with the total length of the particle’s trajectory. In this paper, at least
15 hits are required. This number corresponds to approximately 40 MeV of kinetic energy threshold
for charged pions inside the ProtoDUNE-SP TPC. This requirement can be optimized depending
on the targeted 𝐸𝐾 range of the particles under study.

The second parameter is related to poor 𝑑𝐸/𝑑𝑥 measurements in the first and last several hits of a
track. These hits are affected by proximity to other ionizing particle activity, electric field distortions
in the detector near the field cage, and the fact that the starting and the stopping points within the argon
volume viewed by the last hit wire is unknown. The fact that charges are induced on nearby sense wires
means that hits close to the track ends suffer from end effects, not just the last hit. In this paper, the
first three hits and the last three hits are not included in the fitting. These are also tunable parameters
of the algorithm. In addition, for a hit, 𝑑𝐸/𝑑𝑥 value measured by the collection plane is used.

The third parameter comes from the nature of the energy loss of particles. Figure 2 shows that
𝑑𝐸/𝑑𝑥 follows the Vavilov distribution where particles have 𝐸𝐾 of hundreds of MeV. Therefore,
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hits with measured 𝑑𝐸/𝑑𝑥 values in either the low tail or the high tail of the Vavilov distribution
are assigned low probabilities. This can cause the fit to converge to a poor result. To improve the
reliability of the fit, hits with extreme measured values of 𝑑𝐸/𝑑𝑥 are truncated. In this paper, only
hits with 𝑑𝐸/𝑑𝑥 of 0.5 MeV/cm–5 MeV/cm are used for charged pions.

The last parameters are the adjustable step size (𝐿step) and the maximum additional track length
(𝐿max). The value of 𝐿max determines the maximum measurable 𝐸𝐾 for a given track. The 𝐸𝐾 given
by CSDA using the original track length plus 𝐿max becomes the maximum measurable 𝐸𝐾 for that
track. The 𝐿step can affect the energy measurement resolution. Approximately 2.1 MeV/cm × 𝐿step is
the 𝐸𝐾 step of the fitting in the 𝐸𝐾 region up to several hundred MeV for charged pions. A longer
𝐿max and a shorter 𝐿step could improve the performance of the fits. But it also leads to fits that require
more CPU time because fits evaluate eq. (2.4) and eq. (2.8) multiple times, namely 𝐿max divided by
𝐿step, to look for the best additional track length. In addition, having shorter 𝐿step does not always
provide better energy resolution. If the fitting itself has poorer energy resolution compared with
2.1 MeV/cm× 𝐿step, a smaller 𝐿step does not improve the resolution and instead only takes more CPU
time. In this paper, 𝐿max = 450 cm is used, since the 1 GeV/𝑐 primary beam charged pion has about
870 MeV of 𝐸𝐾 where the CSDA gives about 1000 MeV of 𝐸𝐾 for charged pions with 450 cm of
track length. For 𝐿step, 1 cm is used targeting about 2 MeV of 𝐸𝐾 measurement resolution.

The tunable parameters described above are summarized in table 1.

Table 1. Summary of tunable parameters of the TLEFit algorithm.

Parameters Used values Impacts
Minimum number of hits 15 𝐸𝐾 acceptance

& resolution
Skip first and last hits 3 Fitting performance

Truncate outlying 𝑑𝐸/𝑑𝑥 Use 0.5 MeV/cm − 5 MeV/cm for 𝜋± Fitting performance
Maximum additional length 450 cm for 𝜋± Maximum measurable 𝐸𝐾

& CPU time
Fitting step size 1.0 cm for 𝜋± 𝐸𝐾 resolution

& CPU time

6.3 Performance in MC simulation sample using true 𝑬𝑲 as the reference

In this section, the energy measurement performance is presented in terms of resolution and fractional
bias as functions of true 𝐸𝐾 and the number of hits.

For example, if we have 50 hits for a charged pion, multiple fits are performed after vetoing
several hits from the end of the track for fitting, using 49 hits, 48 hits, and so on. Then, resolution is
measured for each fit. Resolution histograms are drawn as a function of 𝐸 true

𝐾
and number of hits, and

their peaks are fit with a Gaussian function to extract the resolution and the fractional bias.
The CSDA using an incomplete track (𝐸 range

𝐾
) underestimates the charged pion’s energy as shown

in figure 7. The TLEFit algorithm can provide better energy measurement (𝐸TLE
𝐾

) by introducing the
best additional track length. Figure 8 shows two-dimensional distributions of the fractional energy
residual from the Gaussian approximation and the maximum-likelihood methods. The Gaussian
approximation shows clear bands corresponding to biased energy measurements. These measurements
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occur when the best additional track length is found to be in the minimum ionizing 𝐸𝐾 . The
maximum-likelihood method plots show populations with biased energy measurements, but these
are not concentrated into a band, as seen in the Gaussian approximation plots.

Equation (2.4) tends to have a minimum 𝜒2 value where 𝑑𝐸
𝑑𝑥

(Bethe-Bloch; range𝑖 + 𝐿′) is near
its minimum point regardless of the true charged pion 𝐸𝐾 . The band corresponds to the constant
fitted pion energy that gives the minimum 𝑑𝐸/𝑑𝑥 in the Bethe-Bloch formula. This tendency becomes
stronger with more hits in the MIP region. In the other words, this bias becomes more frequent with
higher charged pion kinetic energies and with shorter reconstructed track lengths (smaller numbers
of hits), which is well shown in figure 8.

This bias implies that the maximum-likelihood method is the most appropriate one for charged
pions. Therefore, we fix the fitting method to maximum-likelihood. Figure 9 shows examples of
histograms which are used to measure resolutions and fractional biases. The energy measurement
resolution and fractional bias for each distribution are calculated using data points within ±2𝜎 of
the fitted Gaussian function.

Figure 10 summarizes the extracted resolutions and fractional biases. The resolutions are better
than 6.5%, and the fractional biases are smaller than 4%. Better resolutions are observed at lower
𝐸𝐾 and with a greater number of hits. Lower 𝐸𝐾 benefits from the steeper slope of 𝑑𝐸/𝑑𝑥 as a
function of 𝐸𝐾 , while a greater number of hits provides stronger constraints. Sizes of fractional
biases are smaller than 1.5%, except for charged pions with 15 to 30 hits, which exhibit biases
down to −3.5% at lower 𝐸𝐾 .

From a study using MC truth information, we find that tracks with fewer hits tend to have shorter
reconstructed total track lengths compared to the true track lengths. For a given 𝐸𝐾 , a smaller
number of hits implies that the track’s angle relative to the anode plane is steeper, reducing the
number of sense wires that can collect signals from the track. In such cases, the 3D spatial points
of hits are reconstructed with larger uncertainties. Consequently, the residual ranges and their sum,
the reconstructed total track length, are biased to be shorter than the true values. This effect is
most pronounced in the smallest-hit region. However, the magnitude of the fractional bias, up to
3.5%, remains relatively small compared to the biases observed when using CSDA for inelastically
interacting charged pions, as shown in figure 7.
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Figure 7. Two-dimensional distributions of the fractional energy residual from the CSDA with incomplete
tracks, using 15 to 30 (left) and 30 to 60 (right) hits.
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(d)

Figure 8. Example two-dimensional distributions of the fractional energy residual from the Gaussian
approximation method (top) and the maximum-likelihood method (bottom), using 15 to 30 (left) and 30 to 60
(right) hits.
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Figure 9. Example plots of energy measurement resolutions based on truth-level 𝐸𝐾 . Distributions and
Gaussian fit results with truth-level 𝐸𝐾 from 40 to 60 MeV and 280 to 300 MeV with number of hits from 15 to
30 and 60 to 90 are shown in the left and right panels, respectively.

– 15 –



2
0
2
5
 
J
I
N
S
T
 
2
0
 
P
0
2
0
2
1

0 50 100 150 200 250 300 350 400

 [MeV]true
KE

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14
)

tr
ue

K
E

tr
ue

K
 -

 E
T

LE
K

E
 (σ

 : 15 - 30hitsN  : 30 - 60hitsN

 : 60 - 90hitsN  : 90 - 120hitsN

 : 120 - 150hitsN  : 150 - 180hitsN

DUNE:ProtoDUNE-SP )+π (reconstructed as +πTrue 

0 50 100 150 200 250 300 350 400

 [MeV]true
KE

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1)
tr

ue
K

E

tr
ue

K
 -

 E
T

LE
K

E
 (µ

 : 15 - 30hitsN  : 30 - 60hitsN

 : 60 - 90hitsN  : 90 - 120hitsN

 : 120 - 150hitsN  : 150 - 180hitsN

DUNE:ProtoDUNE-SP )+π (reconstructed as +πTrue 

Figure 10. Summarized plots of energy measurement performance of the TLEFit method based on maximum-
likelihood method using a MC sample. Resolutions (left) and fractional biases (right) are shown as functions of
charged pions’ true 𝐸𝐾 and number of hits.

6.4 Performance in data and MC simulation samples using 𝑬full
𝑲 as the reference

The same study is performed using the 𝐸𝐾 from the CSDA with 𝐸 full
𝐾

as the reference instead of
the true energy to investigate performance for real data and to directly compare results from MC
simulation and data. One notable point is that we cannot select pure secondary charged pion sample.
There is non-negligible contribution coming from protons. Figure 11 shows that both data and MC
have proton contributions which overlap with charged pion distributions at low 𝐸𝐾 regions.

The same overlap is observed in one-dimensional distributions of the fractional energy residual as
shown in figures 12 and 13. MC simulation and data samples show different proton contributions.
It implies that a selection efficiency correction should be made, which is beyond the scope of this
study. To deal with the overlap between charged pions and protons, fractional bias distributions are fit
using a double Gaussian function. Initial values of the two Gaussian function parameters are set using
single Gaussian fit parameters coming from pure charged pion and pure proton distributions of the
MC simulation sample. The energy measurement resolution and the fractional bias are calculated
using data points within two standard deviations of the charged pion part Gaussian after subtracting
the proton part Gaussian function’s contribution. For the case where mean values of two Gaussian
functions have difference smaller than 0.1, the proton contribution is not subtracted since the charged
pion and the proton contributions are not distinguishable.

Figure 14 summarizes the energy measurement performance for a pure sample of secondary
charged pions from the MC simulation. Figure 15 shows a direct performance comparison between
data and MC simulation samples. The upper 𝐸𝐾 cutoff for each number of hits range is lower than
that in figure 14 to ensure good modeling of the proton contribution. The top plot of figure 15
shows good agreement between MC and data in resolution with values smaller than 8%. The bottom
plot of figure 15 shows a fractional bias result that is smaller than 10% with discrepancy between
MC simulation and data. It means that there should be studies of the energy scale correction and
the corresponding systematic uncertainty in order to utilize the TLEFit method. The energy scale
correction can be measured at any LArTPC using stopping secondary charged pions from neutrino
interactions as introduced in this section, but as a function of 𝐸TLE

𝐾
rather than the 𝐸 full

𝐾
. Section 6.5

describes the corresponding systematic uncertainty estimates, separately for each source.
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Figure 11. Example two-dimensional distributions of the fractional energy residual using 𝐸 full
𝐾

as reference.
Results are coming from reconstructed charged pions with 15 to 30 hits. Top plots show results for MC true
pions (left) and true protons (right). Bottom plots show results using all reconstructed charged pions for data
(left) and MC sample (right).

An additional comment is that the TLEFit method does not work well for a track for which the
𝑑𝐸/𝑑𝑥 values have yet to sample the Bragg peak. It is a major reason why there is an upper 𝐸𝐾
cutoff for each number of hits range. It is an energy measurement method mainly for charged pions
with 𝐸𝐾 less than 400 MeV . In this energy region, the most dominant inelastic scattering topology
between charged pions and argon nuclei is absorption.

6.5 Impact of 𝒅𝑬/𝒅𝒙 modeling

Small discrepancies are seen between data and MC simulation, and these motivate ionization scale and
resolution corrections with corresponding systematic uncertainties. Estimations of these corrections
are needed in order to use the TLEFit method for physics analyses. In this section, we present the
impact of 𝑑𝐸/𝑑𝑥 modeling on results in figure 15 to understand the discrepancy between MC and
data in the fractional bias. Motivation of testing 𝑑𝐸/𝑑𝑥 modeling is that data shows up to about 7%
fractional bias with respect to the range-based energy using full track length while MC sample has
less than 2.5% fractional bias. We observe that 𝑑𝐸/𝑑𝑥 modeling could explain the discrepancy.
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Figure 12. Example distributions of the fractional energy residual using range-based 𝐸𝐾 as reference. Results
are coming from reconstructed charged pions with 15 to 30 hits and 𝐸 full

𝐾
from 60 MeV to 80 MeV. Top plots

show results for MC true pions (a) and true protons (b). Bottom plots show results using all reconstructed
charged pions for data (c) and MC sample (d), where green and blue Gaussian functions represent charged pion
and proton contributions, respectively.

Reconstruction of 𝑑𝐸/𝑑𝑥 for a hit is performed with the following steps. First, ADC values
are integrated over time ticks to measure total collected electric charge for the hit. Subsequently, a
correction is applied to remove the effect of electron attachment during the drift. Then, a calibration
factor (𝐶cal) is multiplied to convert the total electric charge into number of electrons. Finally, total
number of electrons is converted into deposited energy based on an assumption that the particle
deposits energy only through ionizing argon atoms. The methods for determining 𝐶cal and the electron
attachment rate from the experimental data are described in ref. [9].

Recombination between argon ions and electrons has a significant impact on conversion between
collected electric charge per unit length 𝑑𝑄/𝑑𝑥 [electrons/cm] and 𝑑𝐸/𝑑𝑥 [MeV/cm]. Thus, it should
be modeled. The ProtoDUNE-SP experiment uses the modified box model [28] to consider electron
recombination. In this model, the relation between 𝑑𝑄/𝑑𝑥 and 𝑑𝐸/𝑑𝑥 is

𝑑𝑄

𝑑𝑥
=

1
𝜌𝜖 𝛽′𝑊Ion

log
(
𝜌𝜖 𝛽′

𝑑𝐸

𝑑𝑥
+ 𝛼

)
, (6.2)

where 𝜖 is the electric field strength,𝑊Ion is mean ionization energy of an argon atom in MeV, and
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Figure 13. Example distributions of the fractional energy residual using range-based 𝐸𝐾 as reference. Results
come from reconstructed charged pions with 15 to 30 hits and 𝐸 full

𝐾
from 140 MeV to 160 MeV. Top plots show

results for MC true pions (a) and true protons (b). Bottom plots show results using all reconstructed charged
pions for data (c) and the MC sample (d), where green and blue Gaussian functions represent charged pion and
proton contributions, respectively.
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Figure 14. Summarized plots of energy measurement performance of the TLEFit method based on the
maximum-likelihood method. Resolutions (left) and fractional biases (right) are shown as functions of charged
pions’ range-based 𝐸𝐾 and number of hits. Pure secondary charged pions are selected from the MC sample.
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Figure 15. Summarized plots of energy measurement performance of the TLEFit method based on maximum-
likelihood method. Resolutions (top) and fractional biases (bottom) are shown as functions of charged pions’
range-based 𝐸𝐾 and number of hits. All reconstructed secondary charged pions passing the stopping charged
pion cut are used. Monte Carlo points are shown with dashed horizontal bars and the data points are shown with
solid horizontal bars.
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𝛼 and 𝛽′ are the model parameters. For both data production and simulation, the modified box
model parameters presented in [28], 𝛼 = 0.93± 0.02 and 𝛽′ = 0.212 ± 0.002 (kV/cm) (g/cm2)/MeV,
are used.

The calibration constant is measured using stopping cosmic muons and their minimum ionizing
hits. The minimum ionizing hits are selected using kinetic energies measured by the CSDA in the
range from 250 MeV to 450 MeV . For a fixed 𝐶cal value, 𝑑𝐸/𝑑𝑥 distributions are drawn as a function
of muon 𝐸𝐾 bin. Each 𝑑𝐸/𝑑𝑥 distribution is fitted using a convolution of a Landau function and a
Gaussian to measure the most probable value (MPV). Then, a 𝜒2

cal variable is defined as

𝜒2
cal = Σ𝑖 (MPVfitted,𝑖 − MPVVavilov,𝑖)2/𝜎2

MPVfitted,𝑖
, (6.3)

where the index i runs for different 𝐸𝐾 bins, MPVVavilov,i is expected MPV given by the theory [17],
and 𝜎MPVfitted,i is the error of the fitted MPV. The 𝐶cal value that gives the minimum 𝜒2

cal is selected
as the calibration constant. In this way, we can achieve a good agreement between data and MC
simulation for the MPV of the 𝑑𝐸/𝑑𝑥 distribution of MIPs.

As a result, figure 16-(d) shows good agreement between data and MC simulation for 𝑑𝐸/𝑑𝑥
distributions of beam muon hits in a residual range region from 95 to 96 cm, which corresponds
to the MIP region. But, for hits near the Bragg peak region, the agreement between data and MC
simulation deteriorates as shown in the plots with shorter residual ranges of figure 16. It means
that the modified box model with parameters in [28] cannot describe the recombination effect in
ProtoDUNE-SP in the MIP region and the Bragg peak region at the same time. It is well illustrated
in figure 17(a). The abscissa shows fitted MPVs of MC simulation sample for beam muon hits in
residual range region from 2 to 100 cm with 1 cm step. The ordinate shows the ratio of fitted MPV
between MC simulation and data in each residual range region. MPV ratio is close to unity where
MC simulation MPV is smaller than 1.7 MeV/cm. With increasing MC simulation MPV values,
the ratio goes down to about 0.985 and goes up to about 1.04. To understand the impact of such
differences in the 𝑑𝐸/𝑑𝑥 probability density function between data and MC simulation on fractional
bias results shown in figure 15, we performed studies described below.

6.5.1 Reproduction of data 𝒅𝑬/𝒅𝒙 distributions

We attempt to reproduce the data’s 𝑑𝐸/𝑑𝑥 distributions by applying scale corrections to the MC
simulation sample’s 𝑑𝐸/𝑑𝑥 values. The distribution of the MPV ratio between MC simulation and data,
as shown in figure 17(b), is fitted using two linear functions: one flat function for the MIP region and
the other with a slope for the Bragg peak region, to derive the scale corrections. It is shown that the
two linear functions intersect at a 𝑑𝐸/𝑑𝑥 value of 2.39 MeV/cm. Consequently, the scale correction for
the Bragg peak region is applied to hits with 𝑑𝐸/𝑑𝑥 greater than 2.39 MeV/cm. As a result, figure 18
shows improved agreement in MPV values between data and MC simulation in the Bragg peak region
compared to the state before applying the correction, as shown in figure 16. Note that widths of the
Gaussian contribution also have better agreements in the Bragg peak region after applying the scale
correction, but with non-negligible differences with respect to their statistical uncertainties. For the
MIP region, we test two constant scale corrections with 0.985 and 0.975 to consider the discrepancy
for 𝑑𝐸/𝑑𝑥 from 1.8 MeV/cm to 2.3 MeV/cm shown in figure 17(b).
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Figure 16. The 𝑑𝐸/𝑑𝑥 of beam muons is shown as a function of residual range for both data (blue) and MC (red).
The results of fits to a Landau function convoluted with a Gaussian are also shown in the legends. The 𝜎Landau
is intrinsic width of the Landau function, MPV is fitted most probable value, Par2 is normalization factor, and
𝜎Gaus is the width of the Gaussian.
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Figure 17. Ratio of fitted MPV values between MC and data as a function of MC MPV. Each MPV value is fitted
using beam muon’s hits with a 1 cm interval in residual range from 2 to 100 cm. Ratio is calculated for each residual
range interval. Vertical error bars show statistical uncertainties only. Figure (a) shows the ratio distribution with re-
spect to the unity. Figure (b) shows how the 𝑑𝐸/𝑑𝑥 correction for the Bragg peak region is derived using a linear fit.
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Figure 18. The measured 𝑑𝐸/𝑑𝑥 values for hits along beam muon tracks are shown as a function of residual
range for both data (blue) and MC (red). Fitting results with the convoluted functions of the Gaussian and the
Landau functions are also shown in the legends. The parameter 𝜎Landau is the intrinsic width of the Landau
function, MPV is the fitted most probable value, Par2 is the normalization factor, and 𝜎Gaus is the width of the
Gaussian part. The scale correction shown in figure 17(b) for 𝑑𝐸/𝑑𝑥 values is applied for MC sample.

6.5.2 Modified box model parameter uncertainties

Another important point to note here is that shifting the modified box model parameters by one standard
deviation can change 𝑑𝐸/𝑑𝑥 distributions significantly in the Bragg peak region as shown in figure 19.
Therefore, a corresponding systematic uncertainty should be considered for the TLEFit algorithm’s
performance results in figure 15 for data. The study shown in section 6.4 is repeated for data with the
modified box model parameters shifted up and down by one standard deviations which gives 8 sets of
𝛼 and 𝛽′ besides the central set as shown in table 2. The envelope among the 8 systematic variations
is taken as systematic uncertainty for each fractional bias and resolution data point.

6.5.3 Impact on 𝝌2
𝝅±

Differences in the 𝑑𝐸/𝑑𝑥 probability density functions between data and MC also affect the stopping
charged pion selection. It is required that reconstructed secondary charged pions should have 𝜒2

𝜋±

smaller than 6. The amount of contribution coming from interacting charged pions is different between
data and MC simulation with the same 𝜒2

𝜋± cut because measured 𝑑𝐸/𝑑𝑥 values are included in eq. (6.1)
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Figure 19. The measured 𝑑𝐸/𝑑𝑥 values of hits along beam muon tracks are shown for residual ranges between 3
and 4 cm for data (blue) and MC (red). Fitting results with the convoluted functions of the Gaussian and the
Landau functions are also shown in the legends. The parameter 𝜎Landau is the intrinsic width of the Landau
function, MPV is the fitted most probable value, Par2 is the normalization factor, and 𝜎Gaus is the width of the
Gaussian component. Modified box model parameters are each shifted by one standard deviation [28] for data.
Distributions of MC are the same in each of the four plots.

Table 2. Recombination parameter shifts that are used for the study based on ArgoNeuT’s measurement [28].

𝛼 𝛽′ [(kV/cm) (g/cm2)/MeV]
Central 0.93 0.212

Systematic variations 0.93 0.210
0.93 0.214
0.91 0.210
0.91 0.212
0.91 0.214
0.95 0.210
0.95 0.212
0.95 0.214
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and there are discrepancies between the data and MC simulation 𝑑𝐸/𝑑𝑥 measurements. Therefore, the
𝜒2
𝜋± with 𝑑𝐸/𝑑𝑥 values after corrections are used to select stopping charged pions in two studies above.

6.5.4 Results

Figures 20 and 21 summarize the track length-fitting method’s performance results derived from the
studies described above. Energy measurement resolution results are stable. For fractional biases, there
are two points to note here. The first point is about 𝑑𝐸/𝑑𝑥 scale corrections for the MC sample. While
the correction factor for 𝑑𝐸/𝑑𝑥 values exceeding 2.39 MeV/cm can reach up to 5%, and the correction
for 𝑑𝐸/𝑑𝑥 values in the range of 1.8 to 2.3 MeV/cm can reach up to 2.5%, the latter correction has
a more significant impact on the fractional bias result. This can be understood from the slope of
the Bethe-Bloch formula as a function of residual range shown in figure 1. A few-percent shift in
𝑑𝐸/𝑑𝑥 could lead to a larger change in the residual range for small 𝑑𝐸/𝑑𝑥 values compared to large
𝑑𝐸/𝑑𝑥 values since the slope of the energy loss function is falling down as a function of residual
range. It can also explain the tendency shown in central data that charged pions with higher 𝐸𝐾
show larger fractional biases in their measured 𝐸𝐾 . The second point is that shifts in modified
box model parameters for data have significant impact on fractional bias results. These two points
conclude that better understanding of 𝑑𝐸/𝑑𝑥 measurements leads to smaller systematic uncertainty
on the scale of measured 𝐸𝐾 by the TLEFit method.

7 Summary

We introduce the track-length extension fitting (TLEFit) algorithm for measuring the kinetic energies
of inelastically interacting particles in liquid argon time projection chambers. The algorithm’s
performance for charged pion energy measurement is studied in detail using secondary charged pions
from data collected by the ProtoDUNE-SP detector with a 1 GeV/𝑐 charged pion beam and in a
corresponding Monte Carlo sample. For charged pion tracks with kinetic energy (𝐸𝐾 ) less than
400 MeV and with the Bragg peak signature, the energy resolution is better than 6.5%, and the
fractional bias is less than 4% for MC sample using true 𝐸𝐾 as reference. For direct comparison
of the performance between the data and the MC samples, range-based 𝐸𝐾 is used as a reference
after a validation that it can describe the true 𝐸𝐾 well for charged pions passing a selection based on
𝜒2
𝜋± . After subtracting the proton contribution from distributions of the fractional energy residual, the

resolution is measured to be better than 8% (7%), and the fractional bias is smaller than 8% (3%)
for the data (MC simulation) sample. Differences between the data and MC simulation samples are
considered in order to calculate the energy scale correction and the systematic uncertainty on the scale
and resolution. Additional studies find that the resolution results are stable and the fractional bias
results are sensitive to the 𝑑𝐸/𝑑𝑥 scale in the MIP region and also to the recombination model. Since
the algorithm fits for the expected total track length until the particle would stop for an incomplete
track, it can be used to measure the energies of charged pions absorbed by argon nuclei in the detector
material. Absorption is the dominant inelastic scattering interaction between charged pions and argon
nuclei for charged-pion kinetic energies less than 300 MeV . In addition, the method of using stopping
secondary charged pions to characterize the energy measurement performance can be used in any
LArTPC by collecting neutrino interaction events with stopping charged pions in the final state.
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Figure 20. Summary of studies considering the impact of 𝑑𝐸/𝑑𝑥 modeling. Resolutions (left) and fractional
biases (right) are shown as functions of charged pions’ 𝐸 full

𝐾
and the number of hits (top: 15 to 30 hits, middle:

30 to 60 hits, and bottom: 60 to 90 hits). Black points show data results with gray error bars that are measured
with biggest differences between data and 8 sets of shifted modified box model parameters. Green points show
central MC results. Red points show results with linear scale correction on MC that is shown as a red solid line
in figure 17(b). Orange and blue points show results with constant 𝑑𝐸/𝑑𝑥 scale corrections on MC with 0.985
and 0.975, respectively.
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Figure 21. Summary of studies considering the impact of 𝑑𝐸/𝑑𝑥 modeling. Resolutions (left) and fractional
biases (right) are shown as functions of charged pions’ 𝐸 full

𝐾
and the number of hits (top: 90 to 120 hits and bottom:

120 to 150 hits). Black points show data results with gray error bars that are measured with biggest differences
between data and 8 sets of shifted modified box model parameters. Green points show central MC results. Red
points show results with linear scale correction on MC that is shown as a red solid line in figure 17(b). Orange
and blue points show results with constant 𝑑𝐸/𝑑𝑥 scale corrections on MC with 0.985 and 0.975, respectively.
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