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DESY II Test Beam Facility is determined using a CMS Phase-2 prototype pixel sensor.



Precision determination of the track-position resolution of beam
telescopes

M. Antonello∗, L. Eikelmann, E. Garutti, R. Klanner, J. Schwandt, G. Steinbrück, A. Vauth
Institute for Experimental Physics, University of Hamburg,

Luruper Chaussee 149, 22761, Hamburg, Germany.

Abstract

Beam tests using tracking telescopes are a standard method for determining the spatial resolution of
detectors. This requires the precise knowledge of the position resolution of beam tracks reconstructed
at the Device Under Test (DUT). A method is proposed which achieves this using a segmented silicon
detector with charge-resolving readout. It is found that the DUT spatial resolution for particles with normal
incidence is less than 1 µm for events where clusters consist of two pixels (or strips). Given this accuracy,
the residual of the beam track-position at the DUT and the position reconstructed in the DUT provides the
beam track-position resolution distribution. The method is developed using simulated events, which are
also used to study how to deal with cross-talk, electronics noise, energetic 𝛿-electrons, and incident beams
with a few degrees off the normal to the sensor plane. To validate the method, the position resolution of
beam tracks reconstructed by the EUDET beam telescope of the DESY II Test Beam Facility is determined
using a CMS Phase-2 prototype pixel sensor.

Keywords: Silicon pixel detectors, beam tests, track-position resolution of beam telescopes.

1. Introduction

Beam tests are one of the preferred methods to experimentally determine the spatial resolution of seg-
mented silicon detectors. This is achieved by measuring the residual between the track-position extrapolated
from a beam telescope to the Device Under Test (DUT) and the position reconstructed in the DUT. In this
paper, the resolution of the extrapolation from the beam telescope of the track-position at the DUT will
be also referred to as "track-position resolution". By quadratically subtracting the track-position resolution
from the residual, the DUT spatial resolution is obtained. Typically, the DUT spatial resolution is similar to
the track-position resolution, therefore a precise knowledge of the latter is important. There are a number
of methods for determining the track-position resolution of beam telescopes:

• Measurement of the residuals at the DUT of the track-positions from two beam telescopes, one
upstream and one downstream of the DUT. Assuming that both telescopes have the same track-
position resolution, scaling the residuals by a factor 1/2 gives the resolution of the average position
from the upstream and downstream telescope. A problem arises if the resolutions from the upstream
and downstream telescope at the DUT are different. This is the case if there is significant scattering
material downstream of the DUT, which is typically required for the cooling of irradiated silicon
sensors.

• Simulation of the entire setup, which requires the knowledge of the hit resolutions of the individual
sensors of the beam telescope, the precise geometry and the thicknesses and radiation lengths of
the scattering material in the beam line, potentially leading to systematic errors in the track-position
resolution. Additionally, the resolution can also be obtained by parameterised simulations [1].
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• In Refs. [2, 3, 4], events where the cluster in the DUT consists of only one pixel (abbreviated in the
following as cluster-size-one events) for a normally incident beam are selected and the residuals of
the position of the reconstructed track and the centre of the hit pixel are analysed. If the track-position
resolution is small compared to the pixel pitch, a box-shaped distribution with edges smeared by
the track-position resolution is observed. By fitting this distribution with the difference of two error
functions, the track-position resolution is determined. In the Appendix the main limitations of this
method are discussed using experimental data.

• In Ref. [5] the observed DUT resolution of (2.38±0.60) µm for events with clusters composed of two
pixels for normally incident particles is used to verify the track-position resolution of the FNAL beam
telescope and by analysing the residuals between the positions reconstructed by the beam telescope
and by the DUT. In this way they checked their implementation of multiple Coulomb scattering.

In this paper a method is proposed which, for beam tests of segmented silicon detectors with charge-
resolving readout, allows the experimental determination of the track-position resolution directly from the
data. Similar to Ref. [5], it uses the well-known fact that, for normally incident particles, the spatial resolution
of segmented silicon detectors at the boundary between pixels (or strips) is less than 1 µm. The method is
demonstrated using both simulations and real beam test data, measured at the DESY II Test Beam Facility [6],
from a non-irradiated CMS prototype pixel sensor [7] for the CMS Phase-2 upgrade [8], read out by the
RD53A chip [9]. In the next section, the method is explained and studied using simulated data. In Section 3,
a short summary of the DESY II Test Beam Facility, the pixel sensors used, and the data-taking conditions
is provided. The proposed method is then validated using experimental data. In the conclusions, the main
results are summarized. Finally, in Appendix A, the method is compared to the one from [2, 3, 4] mentioned
above.

2. Method

2.1. Simulation
The method described aims to determine the position resolution of tracks reconstructed in a beam

telescope and extrapolated to the DUT. Events with a DUT spatial resolution significantly better than the
track-position resolution are selected, and the latter is obtained from the differences between the track-
positions reconstructed by the beam telescope and those by the DUT. In this section, details on the selection
criteria, position-reconstruction and spatial resolution of such events are presented. Furthermore, the impact
of various factors, such as electronics noise, cross-talk, and energetic 𝛿-electrons is investigated.

The method is demonstrated using 1 × 105 events simulated with the program PIXELAV [10]. The
response of a 150 µm thick silicon sensor with 25 µm × 100 µm pixels to 40 GeV/c pions, uniformly
distributed over one pixel with normal incidence, was simulated. Figure 1 shows the pixel layout of the
actual sensor used, which corresponds to the layout of a prototype pixel sensor for the CMS Tracker Phase-2
upgrade [7]. The coordinate normal to the 100 µm width is called 𝑥, the one normal to the 25 µm width,
𝑦, and 𝑧 the normal to the sensor plane. In the simulation the bond-pads, which have to match the RD53A
bond-pattern, are not included. The bond pads of the sensor, which are positioned above every second pixel
interface in the 𝑥-direction, are expected to cause non-negligible cross-talk due to capacitative coupling.
The distance between the pixel implants is about 16 µm in both directions. Simulation with the program
of Ref. [11], which assumes zero inter-pixel distance and does not include the range of 𝛿-electrons, gives
compatible results.

A p-type sensor with boron doping of 4.4× 1012 cm−3, biased at 120 V and operated at a temperature of
20 ◦C, was simulated. Electronics noise is implemented by adding a Gaussian-distributed random number
with mean zero, and width 𝜎el = 300 e, where e is the charge of the electron. Cross-talk (XT) is simulated
by multiplying the charge matrix by cross-talk matrices. Examples of how cross-talk is implemented are
given later in this section. The total simulated charge for a given event is called 𝑄. When plotted over many
events, 𝑄 follows the typical Landau-distribution as a probability function with a most-probable-value of
about 11.1 ke, and a mean of 14.1 ke. To reduce the effects of 𝛿-electrons, events with 𝑄 > 16 ke are
rejected.
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Figure 1: (a) Top view of four pixels of the silicon pixel detector used in this paper. (b) Cross section of two adjacent half pixels in the
25 µm direction. In the simulations the circular bond pads, which result in an asymmetric cross-talk, are not implemented. For figure
colors, refer to the online version; figure taken from [7, 12].

For every event, the charge collected by each pixel is denoted as Qpix,jy, where i and j represent the
row and column indices of the pixel in the sensor coordinate system, respectively. Therefore, pixels with
the same 𝑖-value share the same 𝑥-coordinate value, and likewise for 𝑗 𝑦. Charge values smaller than the
threshold Thr = 1200 e, are set to zero. A group of adjacent pixels with charge greater than zero defines
a cluster. For clusters in the 𝑥-direction the charges with the same ix-values, are summed over jy and are
called Qxix. The number of adjacent Qxix-values greater than zero is defined as the projected x-cluster-size,
x-cls. Next, events with x-cls= 2 are selected. The same procedure is followed for the 𝑦-direction. In the
following, to indicate events with a projected cluster-size of two in at least one of the two directions, the
term "cluster-size-two events" will also be used. Figure 2 shows two different x-cls= 2 events.

(a) (b)

Figure 2: Two events illustrating the calculation of the position 𝑥DUT for cluster-size-two events in the 25 µm direction. The vertical
lines with the filled circle on top indicate the simulated particle positions 𝑥true. The vertical grid lines show the pixel centres and
boundaries. The shaded histograms present the simulated charges above threshold, summed over the 100 µm direction. (a) The value
of 𝑥true = −11.676 µm, 𝜂𝑥 = 0.483, and the reconstructed position 𝑥DUT = −12.50 µm, corresponding to the boundary between
the pixels with 𝑄𝑥 > 0. (b) The value of 𝑥true = +11.084 µm, 𝜂𝑥 = −0.612, and the reconstructed position, 𝑥DUT = 12.50 µm,
corresponding to the boundary between the pixels with 𝑄𝑥 > 0.

For the events with x-cls= 2 the boundary between the two pixels with signals above the threshold is
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assigned to the reconstructed position and defined as 𝑥DUT, and the charge asymmetry

𝜂𝑥 =
𝑄𝑥2 −𝑄𝑥1
𝑄𝑥1 +𝑄𝑥2

(1)

is calculated; 𝑄𝑥1 is the charge in the pixels with the lower, and 𝑄𝑥2 the one with the higher 𝑥-value. The
𝑦-direction is treated analogously. The asymmetry is closely related to the parameter 𝜂Ref = 𝑄𝑥2/(𝑄𝑥1 +
𝑄𝑥2) introduced in Ref. [13], which has been used to measure the transverse diffusion of the charge carriers
drifting in the sensor, which is the physics basis of the proposed method.

Figure 3a shows a scatter plot of the residuals Δ𝑥 = 𝑥DUT − 𝑥true versus 𝜂𝑥 , and Figure 3b of Δ𝑦 =

𝑦DUT − 𝑦true versus 𝜂𝑦 , where 𝑥true and 𝑦true are the true 𝑥 and 𝑦 track-coordinates at the DUT provided by
the simulation. Here, and in the following sections, Δ is used to represent simultaneously the residuals for
both Δ𝑥 and Δ𝑦. This stylistic choice, without indices, is also used for 𝜂 and all other terms referring to 𝑥

and 𝑦 distributions at the same time.

(a) (b)

Figure 3: (a) Scatter plot of the residuals Δ𝑥 = 𝑥DUT − 𝑥true versus 𝜂𝑥 , and (b) Δ𝑦 versus 𝜂𝑦 . The fact that the boundary between
the pixels is assigned to 𝑥DUT and 𝑦DUT, whereas the true position moves towards the centre of the pixel for increasing |𝜂 |, causes
the S-shape. The solid black lines are regression of third-order polynomials for −0.6 < 𝜂 < +0.6, which can be used to correct 𝑥DUT
and 𝑦DUT.

It is noted that, in spite of the factor four difference in 𝑥- and 𝑦-pixel pitch, the scatter plots are similar
and only the fractions of events differ. For the 100 µm pitch there are approximately 100/25 = 4 times
less cluster-size two events than for the 25 µm pitch. For |𝜂 | ≈ 0, for which the charge in the two pixels
is approximately the same, the widths of the Δ distributions are less than 150 nm. With increasing |𝜂 | the
asymmetry increases, the true position moves inwards in the pixel with higher charge, whereas 𝑥DUT and
𝑦DUT remain at the pixel boundary. For |𝜂 | < 0.5 the shift is still smaller than 1 µm. If a higher accuracy
or an increase of the |𝜂 | range to gain statistics are required, a correction for the mean of Δ𝑥 and Δ𝑦 can be
made. For example, the corrected DUT position in 𝑥 is 𝑥DUT, corr = 𝑥DUT − ⟨Δ𝑥(𝜂𝑥)⟩, where ⟨Δ𝑥(𝜂𝑥)⟩ is the
mean of the Δ𝑥(𝜂𝑥) distribution shown in Figure 3a. Regressions by third-order polynomials in the range
−0.6 < 𝜂𝑥 < +0.6 were used to obtain a parametrization for ⟨Δ𝑥(𝜂𝑥)⟩. They are shown as black solid lines
in the figure. In an alternative method for determining the correction, 𝜂𝑥 is divided into intervals and the
median of Δ𝑥(𝜂𝑥) is calculated. In this way the sensitivity to outliers is reduced. An example is shown in
Figure 16. For the 𝑦-direction the same procedure is applied.

The correction is related to the diffusion of the charge carriers during their drift in the sensor and, as
discussed in Ref. [13], it depends on the sensor thickness, the doping concentration and the applied voltage.
For irradiated sensors, where charges are trapped, the knowledge of the trapping distance of the charge
carriers and of the weighting field is required in addition. Figure 4 shows the distribution of the residuals
Δ𝑥 and Δ𝑦 for the cluster-size-two events and different |𝜂 | cuts. Apart from the factor 4 reduction of events,
the distributions for the 𝑥- and 𝑦-directions are similar. When the value of the |𝜂 | cut is increased, events
are added at higher |Δ| values. As expected, the products of pixel pitch times the fraction of events after the
|𝜂 | cuts agree with the full-width-half-maximum of the Δ distributions.

Figure 5 shows the distributions of the residuals when the correction is applied, defined as Δ𝑥-corr =
𝑥DUT,corr − 𝑥true and Δ𝑦-corr = 𝑦DUT,corr − 𝑦true, respectively.
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(a) (b)

Figure 4: Residuals distributions Δ𝑥 = 𝑥DUT − 𝑥true and Δ𝑦 = 𝑦DUT − 𝑦true of the cluster-size-two events for different |𝜂 | cuts, (a) for
the 25 µm direction (x), and (b) for the 100 µm direction (y).
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Figure 5: Residuals distributions Δ𝑥-corr = 𝑥DUT,corr − 𝑥true and Δ𝑦-corr = 𝑦DUT,corr − 𝑦true of the cluster-size-two events for
different |𝜂 | cuts, (a) for the 25 µm direction (x), and (b) for the 100 µm direction (y). The 𝑥DUT,corr and 𝑦DUT,corr positions are
obtained by subtracting for a given 𝜂 the values of the third-order regression shown in Figure 3 from the DUT positions.

The fractions of events and the rms (root-mean-square) values as a function of the |𝜂 | cut are shown in
Figure 6. The fraction of events increases approximately linearly with the 𝜂 cut, and the ratio of events in
the 𝑥 to the one in the 𝑦-direction agrees with the inverse of the pixel pitches. The rms values for 𝑥 and 𝑦

agree. Whereas for the DUT the rms increases linearly with the 𝜂 cut, reaching a value of about 0.5 µm for
|𝜂 | < 0.5, the increase for DUTcorr is significantly less: below 0.4 µm for the entire 𝜂 range. It is concluded
that the proposed method should be able to precisely determine the resolution of the tracks reconstructed
in a beam telescope and extrapolated to the DUT. In addition, the dependence of the measured resolution
on the |𝜂 | cut provides an important cross-check.

(a) (b)

Figure 6: (a) Fraction of events with cluster-size-two as a function of the |𝜂 | cut. (b) rms of the residual distributions Δ and Δ-corr
for cluster-size-two events as a function of the |𝜂 | cut.
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2.2. Cross-talk
In the following, the influence of cross-talk (XT) between pixels on the determination of the cluster-size-

two resolution is investigated. As can be seen from the sensor design shown in Figure 1, a non-negligible
cross-talk is expected in the 𝑥-direction and significantly less in the 𝑦-direction. Cross-talk in the 𝑥-direction
is implemented by multiplying for every jy the cross-talk matrix Ax with the charge values of the individual
pixels, Qpix, jy, to obtain Qp′ix, jy. Results on the cross-talk towards pixels with lower ix values will be
presented. In this case the diagonal elements of Ax are 1 – XT, the elements to the right of the diagonal
are XT and all other elements are zero. Next, the Qp′ix, jy values exceeding the threshold, Thr, are summed
over jy to obtain Qx′ix. The remainder of the analysis is the same as for the situation without cross-talk.
For the results shown below, XT = 0.1 and Thr = 1200 e are chosen. For the cross-talk matrix in the
𝑦-direction, Ay, a unit matrix is assumed, which corresponds to no cross-talk. Figure 7 shows scatter plots
of Δ𝑥 = 𝑥DUT − 𝑥true versus 𝜂𝑥 and of Δ𝑦 = 𝑦DUT − 𝑦true versus 𝜂𝑦 .

(a) (b)

Figure 7: (a) Scatter plot of the residuals Δ𝑥 = 𝑥DUT − 𝑥true as a function of 𝜂𝑥 , and (b) Δ𝑦 as a function of 𝜂𝑦 , both with 10 %
cross-talk in the 25 µm direction (x). The continuous curves are regressions by third-order polynomials for − 0.6 < 𝜂 < + 0.6.

The Δ𝑦 distribution is similar to the one shown in Figure 3b, and thus not affected by the 10 % cross-
talk in the 𝑥-direction. However, the Δ𝑥 distribution is affected by the cross-talk. The fraction of events
with Δ𝑥 < −3 µm is significantly higher and ⟨Δ𝑥(𝜂)⟩ is shifted to lower values. This shift is essentially
negligible for negative 𝜂𝑥 values, however, becomes significant for high positive 𝜂𝑥 values. The first effect
is caused by genuine cluster-size-one events, which become fake cluster-size-two events by cross-talk. The
cluster-size-one events are approximately uniformly distributed in 𝑥, and, for cross-talk towards pixels with
lower indices, cause a flat negative Δ𝑥 distribution extending to ≈ −25 µm, the 𝑥-pixel pitch. This effect
is illustrated by the Δ𝑥-corr distribution for |𝜂𝑥 | < 1.0 shown in Figure 8. The second effect is caused by
cluster-size-two events which remain cluster-size-two events but with a changed 𝜂𝑥 value. The magnitude
of the 𝜂𝑥 shift can be understood with the help of Figure 2. For 𝜂𝑥 < 0, 𝑄𝑥2 < 𝑄𝑥1 (Figure 2b), and the shift
caused by cross-talk to lower pixel indices is small. For 𝜂𝑥 > 0, 𝑄𝑥2 > 𝑄𝑥1 (Figure 2a), and the shift, in
particular for high 𝜂𝑥 values, is bigger. Figure 8 shows how the |𝜂𝑥 | cut influences the Δ𝑥-corr distributions
for 10 % cross-talk. Without 𝜂𝑥 cut ( |𝜂𝑥 | < 1) there is a long tail of negative Δ𝑥-corr values. Its origin has
been discussed above. For |𝜂𝑥 | < 0.6, the tail is absent and the narrow distributions without cross-talk are
recovered.

Finally, in Figure 9 the dependence of the fraction of events and of the rms of the Δ𝑥, Δ𝑥-corr, Δ𝑦 and
Δ𝑦-corr distributions on the |𝜂𝑥 | and |𝜂𝑦 | cut are shown. It can be seen that without 𝜂𝑥 cut, about 40 % of
the events have an x-cls= 2, which is about twice the value without cross-talk in the 𝑥-direction. Thus,
half of the events are genuine cluster-size-one events and the remaining ones are caused by cross-talk. As
expected, the cross-talk in the 𝑥-direction does not influence the number of cluster-size-two events in the
𝑦-direction. Figure 9b shows the rms values of the residual distributions as a function of the |𝜂| cuts, which
can be compared to the corresponding values without cross-talk in the 𝑥-direction of Figure 6b. The values
for |𝜂 | < 0.6 agree. Only without 𝜂𝑥 cut (|𝜂𝑥 | < 1) the fake cluster-size-one events spoil the resolution
in x. It is concluded that also sensors with significant cross-talk can be used for the measurement of the
track-position resolution.
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Figure 8: Residuals distributions Δ𝑥-corr = 𝑥DUT,corr − 𝑥true for different |𝜂𝑥 | cuts and 10 % cross-talk in the 25 µm direction (x).
(a) and (b) show the same distributions, only the Δ𝑥-corr ranges differ.

(a) (b)

Figure 9: (a) Fraction of events with cluster-size-two as function of the |𝜂 | cut for 10 % cross-talk in the 25 µm direction (x). (b) rms of
the residual distributions Δ and Δ-corr for cluster-size-two events as a function of the |𝜂 | cut for 10 % cross-talk in the 25 µm direction
(x).

2.3. Electronics noise
For the study of the influence of electronics noise on the position accuracy of cluster-size-two events,

the 𝜎el of the Gaussian is increased in simulation from 300 e to 600 e. Given that the threshold for pixel
hits is 1200 e, a larger noise would result in an unacceptably high noise occupancy. Figure 10 summarises
the results.

(a) (b)

Figure 10: Corresponds to Figure 6 but with the electronics noise increased from 300 e to 600 e. (a) Fraction of events with cluster-
size-two as function of the |𝜂 | cut, and (b) rms of the residual distributions Δ and Δ-corr for cluster-size-two events as a function of
the |𝜂 | cut.
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Compared to the situation with 𝜎el = 300 e, the fraction of cluster-size-two events increases slightly,
and the rms values of the residual distributions increase by a factor ≈ 1.7. However, they typically are less
than 1 µm and it can be concluded that electronics noise has no relevant influence on the position accuracy
of such events.

2.4. 𝛿-electrons
The influence of energetic 𝛿-electrons on the spatial resolution of cluster-size-two events has been

investigated by selecting events with cluster charges 16 ke < Q < 20 ke and Q > 20 ke. The results for the
𝑥-direction are shown in Figure 11; for the 𝑦-direction they are similar.

(a) (b)

Figure 11: Scatter plot of the residuals Δ𝑥 = 𝑥DUT − 𝑥true versus 𝜂𝑥 for x-cls= 2, (a) for cluster charges 16 ke < Q < 20 ke, and (b)
for Q > 20 ke. Events with 𝛿-electrons are responsible for the events at high |Δ𝑥 |.

The most probable value of the charge distribution is 𝑄 ≈ 11 ke. Figure 3 shows that with the cut
𝑄 < 16 ke there are hardly any events outside of a narrow band in the Δ𝑥 vs. 𝜂𝑥 plot. In Figure 11a, where
events with 16 ke < 𝑄 < 20 ke are selected, the fraction of events outside of the band is significantly higher,
and for 𝑄 > 20 ke (Figure 11b) most events are outside, and the spatial resolution is seriously degraded. It
is concluded that removing events with charges exceeding ≈ 1.5 times the most probable value, essentially
removes the effects of energetic 𝛿-electrons.

2.5. Incident angle
Next, the sensitivity of the method to deviations of up to 5◦ from normal incidence of the beam is

investigated. The study uses simulated events generated as described at the beginning of this section, with
the only difference that the incident angle relative to the normal in the 25 µm direction was varied between
0◦ and 5◦ in 1◦ steps. Figure 12 shows for the 5◦ simulations the scatter plots Δ𝑥 = 𝑥DUT − 𝑥true and
Δ𝑦 = 𝑦DUT − 𝑦true versus 𝜂 for x-cls= 2 and y-cls= 2 events, respectively. Whereas the Δ𝑦 distribution
is the same as in Figure 4 and thus not affected by the 5◦ angle, the Δ𝑥 distribution is. As expected three
changes of the Δ𝑥 distribution are observed:

1. the fraction x-cls= 2 events increases,
2. the value of the slope | dΔ𝑥/d𝜂𝑥 | increases, and
3. the width of the Δ𝑥 band increases.

Item 1 is due to the 5◦ incident angle in the 𝑥-direction. Items 2 and 3 directly affect the 𝑥 resolution. This
can be seen in Figure 13 which shows the dependence of the rms of the Δ𝑥 distribution for |𝜂𝑥 | < 0.4 on
the angle of incidence. For the rms, the position of the pixel boundary of the x-cls= 2 cluster is assigned to
𝑥DUT, and for rms-corr the third-order regression, which is shown as black line in Figure 12a, is subtracted.

It can be concluded that, as long as angles are below a few degrees, position resolutions for cluster-
size-two events of 1 µm can be achieved by the proposed method. It is noted that the simulations with zero
and with 16 µm distance between the electrodes give compatible results, which shows that the electric field
distribution close to the electrodes has little influence on the spatial resolution of cluster-size-two events.

8



(a) (b)

Figure 12: (a) Scatter plot of the residuals Δ𝑥 = 𝑥DUT − 𝑥true versus 𝜂𝑥 , and (b) Δ𝑦 versus 𝜂𝑦 for an incident angle of 5◦ relative
to the normal in the 25 µm direction (x). Note the factor 2 difference in vertical scale. Whereas the Δ𝑦 distribution is not affected by
the incident angle and is the same as in Figure 3, the Δ𝑥 is markedly different: Both slope and width increase significantly. The solid
black lines are regression of third-order polynomials for −0.6 < 𝜂 < +0.6, which can be used to correct 𝑥DUT and 𝑦DUT.

rms(Δx)
rms(Δx-corr)

Figure 13: rms of the residuals distributions Δ𝑥 = 𝑥DUT − 𝑥true and Δ𝑥-corr = 𝑥DUT,corr − 𝑥true as a function of the incident angle
relative to the 25 µm direction (x) for |𝜂𝑥 | < 0.4. For rms, the position of the pixel boundary of the x-cls= 2 cluster is assigned to
𝑥DUT, and for rms-corr the third-order regression, which is shown as black line in Figure 12a, is subtracted.

2.6. Summary
A method is proposed to determine the track-position resolution of beam telescopes using silicon strip

or pixel detectors with charge-resolving readout and normally incident beam. The method exploits the
excellent spatial resolution of genuine clusters with projected cluster-size of two. It is straight-forward
and easily programmed: cluster-size-two events are selected, the charge asymmetry of the two signals is
calculated, events in a given charge-asymmetry interval are selected, and the pixel (or strip) boundary of
the two readout elements of the cluster is taken as reconstructed position. Position resolutions of about
1 µm or less are achieved. The spatial resolution can be further improved to values below 0.5 µm by a
small correction for the shift of the reconstructed position relative to the pixel boundary, which can be
obtained directly from the data as discussed in Section 2.1. The main disadvantage of the method is that
large event samples are required, as the fraction of events with projected genuine cluster-sizes of two is
small; depending on the sensor pitch about 5 to 20 %. Cuts on the charge-asymmetry further reduce the
sample by a factor two or more. The robustness of the method with respect to cross-talk, electronics noise,
𝛿-electrons and angular deviations from normal incidence of a few degrees has been demonstrated using
simulated data. In Section 3.2 the method will be used to measure the track-position resolution of the beam
telescope of the DESY II Test Beam Facility.

In principle, the same method should be applicable for segmented silicon detectors with binary readout
at normal incidence. In the absence of cross-talk and energetic 𝛿-electrons, the cluster-size-two events
will be confined to regions of widths of about Δcls=2 = 𝑓cls=2 · pitch centred at the boundaries between the
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electrodes. The fraction of events with cluster-size two is denoted 𝑓cls=2, and the pixel pitch pitch. The
rms resolution will be approximately Δcls=2/

√
12. By changing the threshold, Δcls=2 can be changed and

the resolution optimised. However, the method will be influenced by electronics noise, cross-talk and by
energetic 𝛿-electrons, which should be investigated using simulated or experimental data.

3. Validation using experimental data

3.1. Experimental setup and data taking
In this section, the experimental setup in the DESY II Test Beam Facility, the sensor used and the

data-taking conditions are briefly summarised. Figure 14 shows a sketch of the test beam setup [6]. A
pair of plastic scintillators provides the trigger. The beam track-position at the DUT is measured by two
beam telescopes [14], one upstream and one downstream of the DUT. Each telescope consists of 3 planes
of Mimosa26 Monolithic Active Pixel Sensors (MAPS) with a pitch of 18.4 µm× 18.4 µm thinned down
to a thickness of about 50 µm. The readout is binary, and the single-plane spatial resolution is 3.2 µm.
The MAPS are read out in 115 µs frames and a pixel sensor (Time REF) upstream of the scintillators is
used to select the track in coincidence with the signal in the DUT. Time REF is a CMS Phase-1 pixel
detector [15] with a pixel size of 100 µm× 150 µm and 8-bit digital readout at a frequency of 40 MHz. The
DUT is mounted on computer-controlled stages, which allow moving the DUT horizontally and vertically,
and rotating it around one axis.

Figure 14: Layout of the test beam setup: the six telescope planes, two trigger scintillators, the time reference detector, and the DUT.
The DUT material, relevant for multiple scattering and the energy loss of the electrons is: 150 + 150 µm Si for the sensor and the
RD53A chip, respectively, the SnAg bumps, and an 1 mm thick aluminum support plate on the downstream side of the sensor.

The DUT is a CMS Phase-2 prototype pixel sensor [7] read out by the RD53A chip. The sensor design
is shown in Figure 1. The pixel pitch is 25 µm× 100 µm and the thickness is 150 µm. The p-doping density
is 4.4 × 1012 cm−2, and the full-depletion voltage is about 70 V. The distance between the 𝑛+ implants of
adjacent pixels is about 16 µm. The linear front-end section of the RD53A chip [9], bump-bonded to the
sensor, is used for the readout. The chip is thinned down to a thickness of 150 µm. The readout operates
at a frequency of 40 MHz, and using the Time-over-Threshold (ToT) method, digitises the charge above an
adjustable threshold with 4-bit accuracy. The relation between the ToT value and the input charge can also
be adjusted. A typical setting used for the measurements yielded a value of about 11 ToT units for a charge
of 11 ke. It is noted that the relation between charge and ToT is only approximately linear.

The data were taken at room temperature and at a bias voltage of 120 V. The dark current of about
3 µA and the power dissipation of the RD53A chip was sufficiently low so that air-flow cooling was
sufficient. The electronics noise was about 70 e and the threshold for recording hits about 1250 e. The track-
position resolutions from the upstream (𝜎up) and the downstream (𝜎down) beam telescopes extrapolated
to the DUT are obtained using the "GBL Track Resolution Calculator" program of Ref. [16], with the
geometry and the materials given in Figure 14. The resolution values are reported in Table 1 together with
𝜎0.5 (up+ down) = 0.5 ·

√︃
𝜎2

up + 𝜎2
down, which corresponds to the track-position resolution assuming weights of

0.5 for the upstream and the downstream beam-track positions when calculating the residuals with respect
to the position measured by the DUT. Using the weights 𝜎up/(𝜎up +𝜎down) and 𝜎down/(𝜎up +𝜎down), a value
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of 4.19 µm is obtained, and the general broken-line fit performed through all six beam telescope planes
gives a value of 3.94 µm.

Table 1: Data-taking, sensor parameters, and calculated track-position resolutions, 𝜎, at the DUT.

𝐸𝑒 𝑧DUT 𝜎up 𝜎down 𝜎0.5 (up+ down) 𝑉𝑏 T 𝐼dark Noise Thr
[GeV] [mm] [µm] [µm] [µm] [V] [◦C] [µA] [e] [e]
5.2 284 5.14 7.01 4.35 120 ≈ +20 3.0 ≈ 70 ≈ 1250

3.2. Results
In this section the data discussed in Section 3.1 are used to determine the position resolution of the tracks

reconstructed in the beam telescope and extrapolated to the DUT. The resolution of the mean position of the
upstream and the downstream beam telescopes can be obtained in two ways: from half the difference of the
position of the tracks reconstructed in the two beam telescopes and extrapolated to the DUT, and from the
residuals of the positions from cluster-size-two events and the mean beam track-position at the DUT. The
comparison of the two results is a cross-check of the proposed method. In addition, the cluster-size-two
method allows determining the resolutions of the upstream and the downstream beam telescopes separately.

The reconstruction of the beam tracks and the alignment between DUT and beam tracks has been
performed as described in Ref. [11]. Events were selected that have a distance of less than 300 µm between
the position reconstructed in the DUT and the beam tracks extrapolated to 𝑥beam, 𝑦beam on the DUT. It
is noted that the angles of incidence of the beam were obtained from the data as a part of the alignment
procedure: the angles of the normal of the DUT plane relative to the beam were changed until the slopes of
⟨Δ𝑥⟩ versus 𝑥beam and of ⟨Δ𝑦⟩ versus 𝑦beam were zero; Δ𝑥 and Δ𝑦 are the residuals of the DUT and of the
beam track-positions for all cluster-sizes. The angles thus determined were < 1.2◦, with an uncertainty of
about 0.1◦.

Figure 15 shows the measured charge spectrum in units of ToT. The peak at 𝑄 = 15 ToT is due to
cluster-size-one events with a 𝑄 value which saturates the 4-bit range of the ToT. Up to ToT = 14, the
spectrum is similar to the expected energy-loss distribution in 150 µm silicon. However, there is a tail at
lower Q values, which is removed by the cut 𝑄 > 6 ToT. Events with energetic 𝛿-electrons are removed by
requiring 𝑄 < 16 ToT.
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Figure 15: Measured cluster charge spectrum for all events in ToT units. The peak at 15 corresponds to single-hit events which saturate
the 4-bit ToT-digitization of the RD53A chip.

Figure 16a shows the scatter plot Δ𝑥 = 𝑥DUT − 𝑥beam versus 𝜂𝑥 for x-cls= 2 events; 𝑥DUT is the 𝑥 position
of the pixel boundary of the cluster, and 𝑥beam the mean of the extrapolated 𝑥 positions of the upstream (𝑥up)
and downstream (𝑥down) beam telescopes. The corresponding scatter plot for the 𝑦-direction is displayed in
Figure 16b. The black diamond-shaped points are the median values for the different 𝜂 bins. Different to
Section 2, where the mean is used, the medians are shown, as they are less sensitive to outliers, which are
seen in the scatter plots. To the left and to the right of the events at 𝜂 = 0, there are empty bands, which
result from the 𝑄 cut and the 4-bit ToT accuracy. Up to |𝜂 | = 0.8, the median values are approximately
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(a) (b)

Figure 16: (a) Scatter plot of the residuals Δ𝑥 = 𝑥DUT − 𝑥beam versus 𝜂𝑥 , and (b) Δ𝑦 versus 𝜂𝑦 for 2000 events. For 𝑥beam the mean
of 𝑥up and 𝑥down at the position of the DUT is used and similarly for the 𝑦-direction. The black diamond-shaped points are the median
values of the Δ distributions for 0.1 intervals in 𝜂. Their 𝜂 dependencies are similar to the mean values shown in Figure 3, where the
dependence is discussed.

proportional to − 𝜂, with values of ± 4 µm at 𝜂 = ∓ 0.8. In Figure 16a many events with large |Δ𝑥 | are
observed at |𝜂𝑥 | > 0.8, which are caused by the cross-talk from genuine x-cls= 1 events. These events are
absent in the 𝑦-direction where hardly any cross-talk is expected.

xDUT -xbeam

(xup-xdown )/2

(a)

yDUT -ybeam

(yup-ydown )/2

(b)

Figure 17: (a) Comparison of the residual distribution Δ𝑥 = 𝑥DUT − 𝑥beam for |𝜂𝑥 | < 0.4 (points with error bars) to the distribution
of (𝑥up − 𝑥down )/2 (continuous line). For 𝑥beam the mean of 𝑥up and 𝑥down at the position of the DUT is used. The 0.5 · (𝑥up − 𝑥down )
distribution is normalised to the Δ𝑥 distribution. (b) Same for the 𝑦-direction.

In the following, the pixel boundaries of the two pixels of the clusters are assigned to 𝑥DUT and 𝑦DUT
and the small correction discussed in Section 2 is not applied. Figure 17 compares the residual distributions
Δ𝑥 and Δ𝑦 of cluster-size-two events with the distributions of 0.5 · (𝑥up − 𝑥down) and of 0.5 · (𝑦up − 𝑦down)
of all events for the 𝑥- and 𝑦-directions, respectively, with |𝜂 | < 0.4 and normalized to the Δ distributions.
The agreement between the two distributions demonstrates that with the proposed method the track-position
resolution can be determined. From Table 1 it can be seen that the calculated track-position resolutions
at the DUT of the upstream and the downstream beam telescopes differ. This results from the different
distances between 𝑧DUT and the adjacent planes of the two beam telescopes (see Figure 14), and is confirmed
by Figure 18a, which shows for the 𝑥-direction the distributions of the residuals 𝑥DUT − 𝑥beam, 𝑥DUT − 𝑥up
and 𝑥DUT − 𝑥down. Similarly, Figure 18b displays the distributions for the 𝑦-direction.

Figure 19 shows the𝜎 values obtained from Gaussian fits to the same residual distributions, as a function
of the |𝜂 | cut together with the calculated track-position resolutions discussed in Section 3.1. It can be seen
that up to |𝜂 | ≲ 0.6 the observed and the calculated 𝜎 values agree. The large increase in 𝜎𝑥 towards
|𝜂𝑥 | = 1 is caused by cross-talk. This increase is absent for 𝜎𝑦 , confirming the absence of significant
cross-talk in the 100 µm pitch direction.

In columns 2 to 4 of Table 2, the calculated and the measured track-position resolutions for an |𝜂 | cut of
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(a) (b)

Figure 18: (a) Comparison of the residual distributions 𝑥DUT − 𝑥beam, of 𝑥DUT − 𝑥up and of 𝑥DUT − 𝑥down, for |𝜂𝑥 | < 0.4. (b) Same
for the 𝑦-direction.
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Figure 19: (a) Resolutions, 𝜎, obtained from Gaussian fits to the residual distributions 𝑥DUT − 𝑥beam, of 𝑥DUT − 𝑥up and of
𝑥DUT − 𝑥down as a function of the |𝜂𝑥 | cut. (b) Same for the 𝑦-direction. The dashed horizontal lines indicate the resolutions given
in Table 1.

Table 2: Comparison of the calculated and the measured beam track-position resolutions. The values measured using the DUT
(columns 2 to 4) are for |𝜂 | < 0.4. The values of column 5 are obtained from the position difference of the upstream and the
downstream beam telescope. For all values, statistical errors are presented, except for the first row, where uncertainties arise from
systematic errors calculated by considering an error in the alignment procedure of 𝑧DUT of ±1 mm.

𝜎up [µm] 𝜎down [µm] 𝜎0.5 (up+down) [µm] 𝜎beam
0.5 (up−down) [µm]

calculated 5.14 ± 0.06 7.01 ± 0.07 4.35 ± 0.05 –
measured in 𝑥 5.2 ± 0.1 7.0 ± 0.2 4.6 ± 0.1 4.4 ± 0.04
measured in 𝑦 5.0 ± 0.2 6.6 ± 0.3 4.3 ± 0.2 4.4 ± 0.12

0.4 are reported with their uncertainties. The last column shows the 𝜎𝑏𝑒𝑎𝑚
0.5(𝑢𝑝−𝑑𝑜𝑤𝑛) values of one half of the

residuals of the upstream and downstream beam track-positions, which measure (without information from
the DUT) the resolution of the average of the upstream and the downstream beam track-positions extrapolated
to the DUT. The agreement with the corresponding calculated value, 𝜎0.5 (up+down) , demonstrates the validity
of the beam-resolution calculations. The agreement between 𝜎beam

0.5 (up−down) measured using the beam
telescopes and 𝜎0.5 (up+down) measured using the DUT, demonstrates the validity of the proposed method.
Similar agreements are observed between calculated and measured values of 𝜎up and of 𝜎down for both 𝑥-
and 𝑦-directions. It is noted that an experimental method to determine the track-position resolution of the
upstream and the downstream beam telescopes of the DESY II Test Beam Facility independently is not yet
available. It is concluded that cluster-size-two events have sufficient accuracy to determine the position
resolution of tracks reconstructed in the beam telescope and extrapolated to the DUT.
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4. Summary and conclusions

Beam tests are a standard technique to measure the spatial resolution of detectors. The residuals between
the DUT and the beam track-position at the DUT are measured, which requires the precise knowledge of the
beam track-position at the DUT. A straight-forward method is proposed to show how this can be achieved
with a segmented silicon detector with charge-resolving readout. It relies on the well-known fact that the
spatial resolution of segmented silicon detectors for tracks with normal incidence is excellent if they traverse
the sensor close to the boundaries between the electrodes. In the proposed method, events with projected
cluster-size-two are selected, the asymmetry, 𝜂, of the two charge values of the cluster is calculated, and the
boundary between the two elements is assigned to the position reconstructed in the DUT. Using simulated
events for a sensor of 150 µm thickness and 25 µm × 100 µm pixels, with a cut on the charge of less than
1.5 times the most-probable charge, a spatial resolution below 0.5 µm is found for |𝜂 | ≤ 0.4. The same
accuracy is obtained for the 25 µm and the 100 µm direction. Using the simulated events, the effects of
cross-talk between pixels, electronics noise, energetic 𝛿-electrons, and deviations from normal incidence
up to 5◦ are investigated, and it is found that with cuts on 𝜂 and on the total cluster charge, these can be
controlled.

The method is applied to data taken with a pixel sensor as DUT in the DESY II Test Beam Facility,
which is equipped with two beam telescopes, one upstream and one downstream of the DUT. For the DUT
a CMS Phase-2 prototype pixel sensor with pixels of 25 µm × 100 µm is used. One way of determining the
position resolution of beam tracks, which does not use the information from the DUT, uses the difference
of the positions reconstructed by the two beam telescopes extrapolated to the DUT; the other uses the
difference of the mean position reconstructed by the two beam telescopes and the position reconstructed by
the DUT using cluster-size-two events. The results agree, which demonstrates the validity of the proposed
method. This method also allows to determine experimentally the track-position resolution separately for
the upstream and the downstream beam telescope, which was not possible so far. It is observed that the
track-position resolutions of the upstream and downstream telescopes extrapolated to the DUT differ, which
is confirmed by calculations. It is noted that the sensors are read out by the RD53A test chip, with a 4-bit
accuracy of the charge measurement. Thus, the method also works for this coarse charge measurement.
In principle, the method can also be applied to detectors with binary readout; however, further studies are
needed to determine the limitations in this case.

Using data, which are not shown in this paper, with normal incidence in one view and shallow incidence
of 78.7◦ to the normal to the sensor plane in the other view, it can be shown that the spatial resolution for
the view with normal incidence is not affected. If the track-position resolution of the beam telescopes is the
same in both views, which is normally the case, the proposed method allows to determine it for every data
set even in angular scans. In our view the method is simple and can be easily implemented. It is hoped that
it will be useful for the precise determination of the spatial resolution of beam telescopes using segmented
silicon detectors in test beams.
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Appendix A. Comparison of the cluster-size 1 and 2 methods

In this section the proposed method, called cls = 2 method, is compared to the method used in
Ref. [2, 3, 4] which uses cluster-size-one events, and is called cls = 1 method in the following.

Figure A.1: Schematic comparison of the spatial distributions of the cls = 1 and of the cls = 2 events.

Figure A.1 provides a schematic explanation of the two methods. The spatial distributions of cls = 1
and cls = 2 events for normally incident particles uniformly distributed over a silicon pixel sensor are
shown. The cls = 2 events occupy narrow regions around the pixel boundaries, and the cls = 1 events
the remainder. The cls = 1 events are reconstructed in the centre of the pixels, resulting in a box-type
distribution for the residuals of reconstructed and true positions. After convolution with the track-position
resolution, the distribution can be described by the difference of two error functions with width parameters
corresponding to the track-position resolution.

Figure A.2 shows for the cls = 1 events of the data of Section 3.1 the residual distributions of the position
reconstructed in the DUT (pixel centres) and the beam track-position at the DUT for the 25 µm (𝑥) and the
100 µm (𝑦) directions, for the beam track-positions from the upstream and downstream beam telescopes,
and from their averages. Whereas in the 𝑦-direction the expected flat top is observed, it is absent in the
𝑥-direction. The reason is that for the 100 µm pixels the root-mean-square of a flat distribution with the
width of the pixel pitch, rms = pitch/

√
12 = 28.9 µm is large compared to the track-position resolution of

4.5 to 7.5 µm, which is not the case for the 𝑥-direction.
The continuous lines are fits by

𝑓 (𝑥) = 𝐴

2
·
(
erf

(
𝑥 − 𝑥0 + 𝑤𝑥/2√

2𝜎𝑥

)
− erf

(
𝑥 − 𝑥0 − 𝑤𝑥/2√

2𝜎𝑥

))
(A.1)

to the residual distributions. The free parameters of the fits are the normalisation, 𝐴, the mean position and
the full width of the box distribution, 𝑥0 and 𝑤𝑥 , and 𝜎𝑥 the rms of the convolution by the track-position
resolution, which is assumed to be Gaussian. Similarly for 𝑦. The values of the fitted parameters are given
in Table A.1.

Table A.1: Values and statistical uncertainties of the parameters from fits of Eq. A.1 to the data of Figure A.2.

Beam 𝑥0 [µm] 𝑤𝑥 [µm] 𝜎𝑥 [µm] 𝑦0 [µm] 𝑤𝑦 [µm] 𝜎𝑦 [µm]
⟨up, down⟩ 0.47 ± 0.04 17.3 ± 0.3 4.88 ± 0.12 −0.25 ± 0.10 94.5 ± 0.2 4.68 ± 0.15

up 0.02 ± 0.05 17.1 ± 0.5 5.52 ± 0.18 −0.37 ± 0.12 94.6 ± 0.3 5.20 ± 0.18
down − − − −0.04 ± 0.16 94.6 ± 0.3 7.33 ± 0.24

No parameter values are given for the fit for the downstream telescope in the 𝑥-direction. Although
the fit converges and provides a valid description of the data, the error matrix is practically singular:
The parameters 𝐴 and 𝑤 are correlated and the fitted values are not meaningful. This shows that the
cls = 1 method only works if the DUT spatial resolution 𝜎 ⪅ pitch/

√
12. It is noted that the flat top is

also absent for the other residuals in the 𝑥-direction, however the fits give reliable results. Comparing
the results for 𝜎 to the values of Table 2 of the cls = 2 analysis shows that the results agree within the
statistical uncertainties; however, the values of the cls = 1 analysis are systematically higher by a fraction
of a micrometer.
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Figure A.2: Residuals distributions Δ𝑥 = 𝑥DUT − 𝑥beam (left) and Δ𝑦 = 𝑦DUT − 𝑦beam (right), and the mean of the upstream and
downstream (top), the upstream (middle) and the downstream (bottom) beam tracks at the DUT, for cls = 1 events. The continuous
lines are the results of the fits of Eq. A.1 to the data. The values of the parameters and their statistical uncertainties are shown in
Table A.1.

To conclude: for tracks at normal incidence, both cls = 1 and cls = 2 methods can determine precisely the
position resolution of the tracks from beam telescopes extrapolated to the DUT. However, the cls = 1 method
cannot be used if the track-position resolution exceeds ≈ pitch/

√
12, and, in addition, a parametrization

of the resolution function has to be assumed. The cls = 2 method does not have these limitations and
determines the resolution function. So far, for the cls = 1 method a study of the influence of electronics
noise, threshold, cross-talk, angular misalignment and energetic 𝛿-electrons has not been published. This
paper shows for the cls = 2 method how these effects can be handled.
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