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1 Introduction

Liquid argon time projection chamber (LArTPC) detectors collect electrons ionized from argon
by charged particles for use in tracking and calorimetry [1]. Ionization electrons are drifted from
the point of production by a large electric field to a set of readout wire planes which measure the
charge. Critically, not all of the ionization electrons escape the cloud of argon ions at the point of
production. Depending on the charge density, a significant fraction recombines with argon ions at
the point of creation [2—6]. The rate of recombination has a non-linear dependence on the energy
per length, or dE/dx, deposited by charged particles. In addition, because the drift electric field
points in a specific direction, the recombination process may depend on the angle of the ionizing
track to the electric field [7, 8]. Measuring the rate of recombination across relevant variables is
necessary for LArTPC detectors to precisely leverage calorimetry for particle identification and energy
reconstruction. Any angular dependence in recombination is also of interest for argon-based dark
matter detectors, where it could be leveraged to identify weakly interacting massive particle dark
matter below the neutrino floor [9].

This paper reports on a measurement of electron-ion recombination and its dependence on the
angle of the ionizing particle direction to the drift electric field with the ICARUS LArTPC neutrino
detector [10, 11]. The measurement is applied in the absolute energy scale calibration of the ICARUS
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Figure 1. Diagram of the layout and enumeration of the ICARUS TPCs. Not to scale. The wire plane
orientations are mirrored in opposite TPCs. The East and West cryostats have the same layout.

TPC. The measurement is performed by fitting for the electronics gain and recombination parameters
in a single, self-consistent fit. This fit includes minimum-ionizing depositions from cosmic-ray muons
(which are included in the fit to anchor the gain) and highly-ionizing depositions from protons produced
in neutrino interactions at ICARUS from the Neutrinos at the Main Injector (NuMI) beam [12] (which
provide information on the non-linearity of recombination).

ICARUS is currently taking data as part of the Short-Baseline Neutrino Program [13, 14]. The
ICARUS detector consists of two cryostats each with two TPCs separated by a common central
cathode plane. All four TPCs are operated at a drift voltage of about 500 Vem™!. The TPCs all
have three planes of charge sensing wires: an unshielded front induction plane, a middle induction
plane, and a collection plane. The wires on the front induction plane are oriented along the horizontal
(beam) direction, and the wires on the middle induction and collection plane are oriented at +60°
to the horizontal direction, depending on the TPC. The results of this paper all use exclusively
charge measurements on the collection plane. A diagram of the layout and enumeration of the four
ICARUS TPCs is shown in figure 1. The data used for this measurement is taken from ICARUS
Run 1, which spanned from June 9 to July 9, 2022.

Each ICARUS TPC is instrumented to collect and digitize ionization charge with a linear gain and
minimal noise [11, 15]. Digitized waveforms are run through signal processing algorithms to further
reduce noise and produce a Gaussian shape for ionization charge. A hit-finding algorithm identifies
pulses on waveforms above a threshold and extracts the charge in the hit [16]. Charge measurements
in ICARUS are equalized to remove non-uniformities in space and time [17]. Hits are reconstructed
into particle tracks and events with the Pandora reconstruction framework [18, 19].

A Monte Carlo simulation of ICARUS is used to develop the analysis and compare its results with
expectation. The Monte Carlo simulates neutrino interactions as produced with the GENIE neutrino
generator [20] and cosmic-rays generated by CORSIKA [21]. Generated particles are propagated
through the detector by Geant4 [22]. Energy depositions are turned into ionization charge using the
angle-independent ArgoNeuT modified box model [5]. Ionization charge is simulated through the
ICARUS TPC detector response simulation, which applies the Wire Cell framework [23], with the
simulated field responses tuned to the observed ICARUS TPC signal shapes [17].



This paper is organized as follows. Section 2 discusses the expected energy loss for proton and
muon tracks used in the calibration. Section 3 discusses the models used to describe recombination
and how to include an angular dependence. Section 4 develops how stopping muon and proton tracks
are selected. Section 5 shows the fit results for the TPC gain and the angular dependent recombination
measurement. The fit is applied as the energy scale calibration for ionization calorimetry in ICARUS.
Applying this calibration, section 6 shows results for particle identification and calorimetric energy
measurements and compares data to Monte Carlo simulation. Finally, section 7 concludes the paper.

2 Particle track energy scale

The energy scale calibration is determined by fitting the observed ionization charge per length (dQ/dx)
to the expected energy loss per length (dE/dx) along the particle trajectory. Muon and proton energy
loss in the kinematic regime relevant to ICARUS is primarily by ionization. The mean energy loss
from ionization is given by Bethe-Bloch theory [24], with [25]

E 2me02ﬂ2Y2Tmax

Ix = {Tnax |In 3 - 2,32 - 6(py)
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The relevant parameters are the particle (muon or proton) mass M, the electron mass m,, the particle
velocity f, the Lorentz factor y, the mean excitation energy Iy, the argon charge number Z, the
argon mass number A, the argon mass density p, and the constant K, with units MeV x cm?/mol. In
these equations, T,x is the maximum energy transfer to a single electron, ¢, with units of inverse
length, encodes the rate of scattering, and ¢ is the correction from the density effect [26]. We
use the parameterization [27]

0 logloﬁy <02
S5(ByY) = {21n fy — 5.2146 +0.19559 x (3 — log,ofy)® 0.2 < log,ofy < 3 2.2)
21n fy — 5.2146 log oy > 3.

However, due to the large fluctuations in particle energy loss as described by Landau-Vavilov
theory [28, 29], the mean energy loss is challenging to measure. Instead, we calibrate to the
most-probable-value (MPV) of energy loss, which only depends on the peak of the distribution.
In the Landau limit, which is applicable to energy depositions far from the particle track Bragg
peak, this is given by [25]

dE dE
= = = 4 (T (log[22] +0.2 + %), 23
Tl = gt T (loglE] 402+ 7) 23)

where Z is the length of the muon observed by the wire (the track “thickness”). This effective length is



X (drift)

)

Wire plane

2

Figure 2. Diagram of relevant track angles. y, the angle of the track to the direction perpendicular to the wire
direction, determines the track pitch. ¢, the angle of the track to the drift electric field, controls any angular
dependence in electron-ion recombination. 6,.,,, the angle of the track between the drift electric field direction
and the direction perpendicular to the wire direction, controls the track ionization signal shape.

a function of the track angle, as well as transverse diffusion. It is given by [30]
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where y is the angle of the track to the direction perpendicular to the wire orientation (see figure 2),
p is the wire pitch, tg;i; is the drift time of the hit, and D7 is the transverse diffusion coefficient.
Previous LArTPC experiments have calibrated using the track pitch p/cosy as the value of Z. This
can cause a bias in the measured gain, as well as other measurements leveraging dQ/dx [30, 31].
This impact is significant because the size of the smearing caused by diffusion (up to ~1 mm) is
comparable in size to the wire spacing (3 mm).

The Landau approximation is quantified by the unitless quantity ¢ - Z, and is typically taken
to be valid when ¢ - 7 < 0.01 [25]. When this limit is violated, the distribution of particle energy
loss is not well modeled by a Landau distribution and equation (2.3) does not apply. The {
parameter monotonically decreases with increasing momentum, so the approximation is valid at
higher momentum, away from the Bragg peak.



Table 1. Numerical values of parameters that determine the muon and proton charge scale. A reference is
included for external measurements. Uncertainties are shown when their size is relevant.

Parameter Value
Energy loss coefficient K [25] 0.307 075 MeVcem? /mol
Mean excitation energy Iy [33] 197 +7eV
Transverse diffusion constant D2 7.5+02cm?s™!
Argon ionization work function Wig, [34] 23.6 £ 0.3eV
Argon density p 1.393 gmL~!
Drift electric field & 492.6 + 8.4Vem™!
Wire pitch p [10] 2.991 mm

In our calibration procedure, for the muon population we elect to only include depositions
where the analytic Landau approximation is valid. This limits us to depositions near the mimumum-
ionizing-particle (MIP) region, where recombination is close to linear. To provide information
on recombination, we also include highly-ionizing-particle (HIP) depositions from protons near
their Bragg peak. In this case, the distribution of energy loss is approximately a Landau-Vavilov
distribution [29], although there is a perturbation to the shape from diffusion [30]. The MPV of the
Landau-Vavilov distribution cannot be expressed analytically. We use the numerical computation
provided by the ROOT VavilovAccurate routine! [32].

The numerical values we have used to compute the muon and proton energy scale are listed
in table 1. The largest uncertainty in any parameter relevant to energy loss modeling comes from
the mean excitation energy. We do not specifically include an uncertainty from this parameter
in the energy scale fit, as other uncertainties in the fit dominate over the impact of the excitation
energy on the mean energy loss.

3 Recombination modeling

Electron-ion recombination in liquid argon is driven by the collective absorption of ionized electrons
by the cloud of argon ions along the particle track [2, 5] (the geminate fraction is negligible [35]).
Recombination occurs after electrons thermalize and before they diffuse significantly [36]. It happens
before the argon ions drift or diffuse significantly. Recombination thus takes place while the ionization
electrons are dragged by the drift electric field over a stationary cloud of argon ions. The rate of
recombination therefore may depend on the strength of the drift electric field and its orientation to
the particle track, as well as the particle stopping power (dE/dx).

We consider two models to parameterize the recombination of ionizing particle tracks in liquid
argon. The previous ICARUS measurement of recombination at Gran Sasso applied the Birks

'We have found in our simulation that in this region the MPV of the proton energy loss distribution is modeled well by
the ROOT numerical computation, using the track pitch (not the track thickness) as the input to the Landau parameter (Ay)
and x value used in the VavilovAccurate routine.

2This value is taken from an analysis in ICARUS in preparation to be published. The preliminary value applied here will
not change in the final result by an amount significant enough to impact the results of this paper.



equation [4]

Q 1 AL
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(3.1)

where W, is the argon ionization work function, & is the drift electric field, and A and k are
fit parameters. The ArgoNeuT experiment measured recombination in terms of their proposed
modified box model [5]

do log ((x + %";—f)
dx  BWon (3.2)
@=L
ép
where « and f are fit parameters. This equation is a modification of the Thomas-Imel box model [2].

In both of these models one fit parameter (A, ) is uncoupled to the electric field. At the ICARUS
drift field, these parameters control the amount of recombination for minimum-ionizing depositions.
Both models also include one parameter (k, f) which is coupled to the electric field and determines
the non-linearity of recombination with respect to dE/dx.

Neither of these models explicitly include a dependence on the track angle to the drift field,
which we refer to as ¢ (see figure 2). Different forms of the angular dependence derive from different
assumed shapes for the particle track ionization cloud. Two such examples are columnar [7] and
ellipsoid [8] shapes, which give an angular dependence to the k parameter in the Birks equation:

* Columnar: k(@) = kgg/sing

e Ellipsoid: k(¢) = kgo/\/sin2¢ +cos2¢/R2,

where kog is the value of k for tracks perpendicular to the drift electric field, and R is a parameter
of the ellipsoid model given by the ratio of the two semi-axes. The same angular dependence can
also be applied to the  parameter in the modified box model.

For this measurement, we elect to include an angular dependence with a general form by
promoting the parameters coupled to the drift field, k for Birks recombination and § for modified
box recombination, to functions of ¢: k(¢) and f(¢$). These are compared to the columnar and
ellipsoid model predictions. Neither phenomenological model assigns any angular dependence to
the parameters uncoupled to the electric field (A, @). We do not include any angular dependence in
these parameters in our measurement. We find that our results are well described by including an
angular dependence just on the parameters coupled to the electric field (k, f8).

In addition, we assume that there is no dependence of recombination on the particle type
(muon versus proton, e.g.). It is possible that at the same energy loss (dE/dx), muons and protons
would deposit different amounts of ionization (dQ/dx) because the two particles produce different
energy spectra of ionization electrons. Our results are well described by neglecting any particle type
dependence, although they do not include any data where the expected muon and proton energy loss
overlaps. The search for such an effect merits further study.

In the fit, we also include the electronics gain (¥) as a free parameter. The gain enters the fit

aQ _ 14d9

e apc = @ ax- The gain for the ICARUS TPC readout electronics has been previously

equations as



measured [15]. The gain in this fit should be understood as an effective parameter which encodes
any perturbations induced by signal processing and charge corrections. In addition, by including
the gain directly in the fit, we are able to include the uncertainty that the unknown effective gain
induces on the measurement of recombination.

4 Track selection

Separate track selections identify cosmic-ray muons and neutrino-induced protons useful for the energy
scale calibration. These are detailed in sections 4.1 and 4.2, respectively. The charge measured from
tracks is equalized across space, time, and track orientation, as described in section 4.3. Distributions
of dQ/dx are then constructed from hits along tracks, as discussed in section 4.4. Table 2 outlines
the selection for proton and muon hits.

Table 2. Overview of selection to identify hits from muon and proton tracks. The topological section is
specified in sections 4.1 and 4.2 for muon and protons, respectively. The extra fiducial cut in TPC WW removes
a problematic detector region. When hits are split into groups by the quantity, the number of bins is specified.

Selection Step Muons Protons

Topological Selection Cathode-crossing (as de- | From neutrino candidate (see sec-
fined in section 4.1) tion 4.2)

Calorimetric Selection Median dQ/dx inlast5 cm | p-like PID > 40, p-like PID < 80
>75ke” /cm (see figure 3)

Fiducial Volume X Inset (drift) 10 cm from anode and 15 cm from cathode

Fiducial Volume Y Inset (vertical) | 20 cm from top and bottom. 75 cm from top in TPC WW.
Fiducial Volume Z Inset (BNB) 50 cm from front and back

Hit Residual Range 33 bins, 80 to 300 cm 16 bins, 2 to 25 cm
Hit Pitch 0.3t0 0.4cm 0.3to1cm

Hit ¢ 70° to 85° 6 bins, 30° to 85°
Hit 0., 5° to 20° 5°t0 70°

Hit Drift Time 5 bins, 500 to 900 118 No cut

4.1 Cosmic-ray muon selection

Cosmic-ray muon tracks are required to cross the central cathode plane in either cryostat. The
identification of a track in both TPCs on either side of the cathode allows the arrival time of the muon
to be determined. The well-defined arrival time enables the charge of the track to be corrected for
attenuation due to argon impurities. These “cathode-crossing tracks” are identified by Pandora. The
muon is required to stop within a fiducial volume (see table 2), and is required to have a median dQ/dx
in the last 5 cm along the track greater than ~ 75 ke /cm 3 (2.6 MeV /cm). The cut was developed by
identifying the energy loss at the Bragg peak from hand-scanned cosmic muons. This cut increases
the stopping track purity by requiring the measured charge near the endpoint to be consistent with
the expectation from the muon Bragg peak. The region of the track where the cut is applied is not

3The cut value is expressed directly in terms of analog-digital counts (ADC) per centimeter. The cut is 1000 ADC/cm.
The written value is converted to a number of electrons (e™) applying an approximate gain of 75 e~ /ADC.



included in the calibration, and so the cut should not bias the measurement. This selection identifies
ninety-three thousand muon candidates. A Monte Carlo simulation study of this selection yields a 93%
purity of tracks stopping within 5 cm of the reconstructed endpoint. The remaining 7% consist almost
entirely of cosmic-ray muons where the endpoint is mis-reconstructed, either due to track splitting or
combining with a Michel electron. The dependence of energy loss on the muon momentum is small
for the range of muon momenta used in this measurement, so this impurity has a small impact. Tracks
are selected up to a length of 300 cm, which corresponds to a muon kinetic energy of 675 MeV.

4.2 Neutrino-induced proton selection

Neutrino-induced protons are selected by applying topological and loose calorimetric cuts. The
topological cuts reject downward-going cosmic-ray muons. First, candidate proton tracks are required
to originate from a neutrino candidate with a fiducial interaction vertex and at least two tracks with a
length of at least 25 cm each. Additionally, the candidate proton track must not be pointed downward —
acut of 135° is placed on the track angle to the vertical direction (where 0° is pointing directly upwards).

After the topological cuts, the proton track candidates are selected by applying a calorimetric
particle identification cut. This cut relies on PID variables which compare the reconstructed profile of
dE /dx along a track to the theoretical expectation for muon (u-like) and proton (p-like) hypotheses [37].
Calorimetric cuts are necessary to select proton tracks from muons and pions, and have been used in
prior recombination measurements leveraging protons [5, 38]. These variables are computed using a
basic energy scale calibration which assumes the ArgoNeuT recombination measurement [5] and fits for
the TPC electronics gain using the cosmic muon track sample. Distributions of the particle identification
variables in ICARUS Monte Carlo simulation are shown in figure 3. Candidate proton tracks must
be contained in a fiducial volume and have p-like PID < 80 and p-like PID > 40. This selection
identifies 4.4 thousand proton candidates. The sample has a 97.5% purity of true protons in a Monte
Carlo simulation study. We have performed the recombination measurement with variations on the
calorimetric cuts and have found that our result is not sensitive to the particular choice of the cut values.

Contained, Cosmic Rejected Tracks

0016 ICARUS MC ICARUS MC MC Categories
. 1 0.030 1 i
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Figure 3. Distribution of proton-like (left) and muon-like (right) particle identification (PID) variables in
ICARUS NuMI neutrino + CORSIKA cosmic-ray Monte Carlo simulation. Distributions are shown after
applying the topological cuts in section 4.2. The particle ID variables are computed by comparing the profile of
dE/dx along a track to the theoretical expectation for the proton and muon hypotheses.



4.3 Charge equalization

Charge signals measured from muon and proton tracks per-wire on the collection plane are equalized per-
hit in space and time by applying the charge equalization procedure developed for ICARUS [17]. This
procedure equalizes the detector response by applying corrections obtained from charge depositions
by thoroughgoing cosmic muons.

A small (~2.5%) angular dependence is also observed in the charge reconstruction for particle
tracks as derived by comparing charge reconstruction methods in ICARUS simulation and data. There
are two methods for measuring charge in a hit in ICARUS reconstruction. The Integral method
fits a Gaussian shape to the hit pulse and defines the charge as the area of the fit. The SummedADC
method sums the ADC values over the range of the hit. The hit range is defined as the region
between two local minima below the (baseline subtracted) zero-point of the waveform on either
side of a hit pulse that goes above a set threshold. Monte Carlo simulations in ICARUS indicate
that the SummedADC method has a worse charge resolution but no angular dependence, whereas the
Integral method has a better resolution and a moderate angular dependence. The TPC signal shapes
in ICARUS Monte Carlo simulation have been tuned to directly match the data signal shapes [17], so
we are confident that the Monte Carlo simulation is able to precisely model the amount of angular
dependence in the charge reconstruction.

We use the Integral charge method for calibrating the ICARUS TPC energy scale, but use the
SummedADC method to diagnose the angular dependence. The ratio of the Integral to SummedADC charge
reconstruction is taken as a charge scale correction factor as a function of the track angle 0,.,,* (see
figure 2). Figure 4 plots the correction factor in Monte Carlo simulation and data. A systematic
uncertainty of 0.2% on the correction is assigned to cover the differences.

Selected protons are required to have 0,.,, < 70° so that this correction is applicable. For muons,
instead of making a correction, we restrict the 6,,, range between 5° < 0,,, < 20°, over which the
angular dependence is not significant (< 0.2%).
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Figure 4. Relative scale of charge reconstruction as a function of the track angle 0., (see figure 2), determined in
ICARUS data and Monte Carlo simulation. The scale factor is obtained as the ratio of Integral and SummedADC
charge reconstruction, as is described in section 4.3. A systematic uncertainty of 0.2% on the correction is
assigned to cover the difference between data and Monte Carlo simulation.

4This angle determines the shape of the ionization charge signal from a track, and therefore controls any orientation
dependence in the charge reconstruction.



4.4 dQ/dx measurements

After selection and charge scale corrections, hits from protons and muons are divided into groups. The
MPV dQ/dx is extracted in each group. Both muon and proton hits are required to be contained in a
fiducial volume which removes regions where drift electric field distortions are the largest. Muon hits
are required to have a reconstructed pitch less than 4 mm and a track angle ¢ > 70°. They are grouped
by TPC, drift time, and residual range (the length of the muon after that hit). The subdivision by residual
range and drift time selects for a single expected energy loss MPV in each distribution. The subdivision
by TPC checks for any variations in the gain that were not removed by the charge equalization
procedure. Proton hits are required to have a pitch less than 1 cm and are grouped by residual range
and the track angle ¢. See table 2 for the overview of the cuts applied to muon and proton hits.

The MPV dQ/dx is obtained in each group by fitting the distribution of dQ/dx values to a
Landau distribution convolved with a Gaussian distribution. The fit includes a statistical uncertainty
on the MPV. Due to the uncertainty in the charge scale corrections to remove angular dependence
(section 4.3), as well as spatial and temporal variations [17], we also assign a 1% systematic uncertainty
on each proton dQ/dx MPV. The systematic uncertainty is added in quadrature with the uncertainty
from the fit. The uncertainty in the muon dQ/dx MPV is separately validated by verifying that the fit
uncertainty is consistent with the residuals of the MPVs to a linear fit to the data (since recombination
is linear for the minimum-ionizing muon depositions). Thus, no additional systematic uncertainty
is added to the muon dQ/dx MPVs.

S Energy scale fit

5.1 Procedure

The end results of the track and hit selection described in section 4 are dQ/dx MPVs for muon and
proton tracks as a function of mean pitch, residual range, and (for muons only) drift time. Each
dQ/dx MPV is matched to an expected dE/dx MPV by applying the energy scale modeling from
section 2. The measured dQ/dx MPVs are fit to the expected dE/dx MPVs with either the Birks
or modified box recombination model. The electronics gain is included as a free parameter in both
fits. The A parameter in Birks recombination is degenerate with the gain in the fit, so we use the A
value from the ICARUS Gran Sasso measurement [4]. The parameters coupled to the electric field,
k(¢) for Birks recombination and S(¢) for modified box recombination, are allowed to be different
in each proton angular bin. The muon data bridges two of the proton angular bins, 70° < ¢ < 80°
and 80° < ¢ < 85°. We use the average ff and k values from those two bins to calculate the expected
amount of recombination. We have verified in a Monte Carlo simulation study that this method is
able to reproduce the simulated recombination and electronics gain parameters.

The external values of parameters used in the fit are listed in table 1. There is a 1.7% uncertainty
in the electric field which translates directly into an uncertainty in f and k which is fully correlated
across angular bins. The uncertainty in the electric field arises from distortions due to space charge and
bending of the cathode observed in both cryostats in ICARUS. There is an additional localized drift
field distortion in one TPC (the East TPC in the East cryostat, TPC EE) due to a failure in the field cage.
We have confirmed that removing data from that TPC does not change the measurement by more than
the uncertainty on the drift electric field. We therefore include data from that TPC in the measurement.
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Figure 5. Fits of measured MPV dQ/dx to expected MPV dE/dx for muons in the East cryostat (left) and the
West cryostat (right). The two lines compare the Birks and modified box fits.

5.2 Results

The result of the fit comparing measured dQ/dx and expected dE/dx is shown for muons in figure 5
and for protons in figure 6. The y? values of the modified box and Birks fits are compared for the
proton data in table 3 (there is no significant difference for the muon data). The modified box fit
results in a lower y? across all proton angular bins. This reduction is greater than can be accounted
for by the additional degree of freedom from the extra parameter in the modified box fit (o). We use
the modified box fit for the energy scale calibration for ICARUS. Figure 7 plots all of the modified
box fits together, and shows the ¢ dependence in the f parameter in the fit.

We observe a clear difference in the measured MPV dQ/dx between different proton track angle
bins. This can be seen both in the proton data in figure 6, as well as in the  parameter fit in figure 7.
At the largest measured dE/dx value (12 MeV /cm), this is a difference of 10% on the measured proton
charge between the largest and smallest ¢ bins. We have closely examined any possible angular biases
in the charge reconstruction. None were found outside of the 2.5% correction detailed in section 4. We
attribute the angular dependence observed here to an angular dependence in electron-ion recombination
in liquid argon. The success of the modified box fits demonstrates that this can be parameterized by
including a dependence on the track angle to the drift electric field (¢) in the § parameter.

Table 3. y? values in the modified box and Birks equation fits to proton data, broken down by the (¢) angle bin.
There are 16 data points in each angular bin. The Birks fit has 7 free parameters (k(¢), &), and the modified box
fit has 8 (6(¢), @, ©).

Proton Angle Bin | Birks Fit y> | Modified Box Fit y?
30° < ¢ < 40° 40.6 13.9

40° < ¢ < 50° 57.7 11.7

50° < ¢ < 60° 53.2 6.1

60° < ¢ < 70° 523 54

70° < ¢ < 80° 523 39

80° < ¢ < 85° 37.7 4.8

Total y*/nd.o.f. | 293.8/89 45.8/88
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Figure 6. Fits of measured MPV dQ/dx to expected MPV dE/dx for protons. The two lines compare the Birks
and modified box fits.

We investigate the ¢ dependence of the  parameter by comparing three models of the angular
dependence, as implemented into the modified box model:

¢ Constant: S(¢$) = oo

* Columnar [7]: f(¢) = Poo/sing

- Ellipsoid [81: f(9) = foo/sin’$ +cos’¢ /2,

where fgoo (= £(90°)) and R are fit parameters. The R parameter of the ellipsoid model interpolates
between the constant (R = 1) and columnar (R — oo) models. Figure 7 compares the three models
to the measured ratio of f(¢) to f(82.5°) (the ratio removes the correlated uncertainty due to the
drift electric field). Neither the constant nor columnar models match the dependence. However,
the ellipsoid model fit is able to describe it well.
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Figure 7. (Left) Modified box fit in each proton angle bin. (Right) Ratio of f(¢) measurements in the modified
box fit to the value in the 80° < ¢ < 85° bin. This ratio is compared to three models of the angular dependence,
as described in the text. All three models are normalized to match the data in the 80° < ¢ < 85° bin.

Putting this together, we find that the ellipsoid modified box (EMB) model of recombination

do o8 (a+ () E)

dx B ($)Wion 5.1)
B4 = fn
%p\/sinzqﬁ +cos?¢/R?

is able to describe the muon and proton data across all measured angles. The ICARUS measurement
of the EMB model is obtained by re-fitting the dQ/dx data. The result is

a: 0.904 +0.008 R: 1.25+0.02
Boo: 0.204 = 0.008 (kV/MeV)(g/mL),

with the ICARUS electronics gain (¥) measured as 75.0+ 1.1 e”/ADC. Figure 8 displays the correlation
matrix of the uncertainties in the fit. The measured R parameter is 12.5 standard deviations away
from a value consistent with no angular dependence in recombination (R = 1).

The ArgoNeuT experiment previously measured electron-ion recombination, including its angular
dependence, in liquid argon with protons and deuterons at a drift field strength close to the field
strength in ICARUS [5]. A comparison is shown in figure 9. The two measurements appear consistent.
While ArgoNeuT recommended its result be applied in an angular independent way, we have found
that the angular dependence in the EMB model is critical to properly calibrate the ICARUS LArTPC.
Section 6 demonstrates the impact of the angular dependence on particle identification.

6 Impact on particle identification and calorimetry

The measurement of ellipsoid modified box (EMB) electron-ion recombination (equation (5.1)) and
the ICARUS electronics gain presented here provides the TPC energy scale calibration in ICARUS.
This calibration enables the use of calorimetric particle identification (PID) and energy reconstruction
for ionizing particle tracks. Figure 10 shows the distribution of calibrated energy depositions for
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Figure 9. Comparison of the modified box recombination model fit between this measurement and the ArgoNeuT
angle-dependent result [5]. ArgoNeuT measured the modified box parameters separately in each ¢ bin, and then
averaged them together to obtain its angle-independent modified box result applied elsewhere in this paper. Our
fit is not completely comparable to the ArgoNeuT fit because we keep the o parameter fixed across the different
angular bins. Beyond this limitation, the measurements appear consistent.

selected stopping muons and protons. The figure demonstrates both the accuracy of the calibration
and the ability of the ICARUS TPC to calorimetrically separate muon and proton tracks.

In this section, the performance of ICARUS calorimetry is compared in detail between data and
Monte Carlo simulation. Furthermore, the application in data of the ICARUS EMB-based calibration
(equation (5.1)) and an ArgoNeuT angle-independent modified box based calibration (equation (3.2))
are compared. The EMB model values are taken from this paper. The ArgoNeuT modified box
values are taken from ref. [5]. The electronics gain in the ArgoNeuT modified box-based calibration
is determined from a fit to muon dQ/dx data.
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6.1 Particle identification

Ionization calorimetry can be applied to separate muon and proton tracks with the p-like PID and p-like
PID scores, as is shown for ICARUS Monte Carlo simulation in figure 3. Modeling the distribution of
these scores precisely is critical for physics analysis. A data to simulation comparison of the p-like PID
score for proton-like tracks is shown in figure 11. Proton-like tracks are selected with the topological
track selection detailed in section 4.2. They also must have a p-like PID score less than 80. The
comparison is made for energy depositions in data calibrated with the EMB model (equation (5.1))
and with the angle-independent ArgoNeuT modified box model.

20.0
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17.5-‘:‘ ® Muon
Proton
_ 15.01]-.
S1254 -
q) .
Z10.01
X
-E ;
7.5 R R
Expecteq MPV gE/ciy
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Residual Range [cm]

Figure 10. Scatter plot of calibrated energy depositions from selected stopping muons and protons in ICARUS data.

The data in the comparison is taken with the NuMI beam. The cosmic triggered component is
removed by subtracting off-beam data, normalized to the trigger livetime. In the Monte Carlo simulation,
NuMI neutrino interactions are modeled by GENIE [20] and cosmic-ray muons are generated by
CORSIKA [21]. Energy depositions are turned into ionization charge using the angle-independent
ArgoNeuT modified box model. There is a significant uncertainty in the normalization of the Monte
Carlo simulation prediction due to neutrino interaction and flux modeling. This uncertainty is mostly
removed by the area normalization in the plot. Only statistical uncertainties on the data are shown.

Including the angular dependence in the EMB recombination correction dramatically improves
the agreement of the p-like PID score distributions between data and simulation for stopping protons.
There remains some residual disagreement in the broadness of the distribution. A similar effect is
also seen in the proton energy reconstruction (see next section).

6.2 Proton energy reconstruction

We further examine the performance of calorimetry in ICARUS by comparing the energy reconstructed
by range and by calorimetry for stopping protons. This comparison is made for both data and
Monte Carlo simulation. As for particle identification, we also compare the impact of applying
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Figure 11. Monte Carlo simulation to data comparison of the p-like PID score applying the angle-independent
ArgoNeuT modified box-based calibration (left) and with the angular dependent EMB-based calibration (right).
Tracks are selected as detailed in section 6. The data is taken with the NuMI beam. The cosmic-triggered
component of the data is subtracted with off-beam data.

either the EMB or angle-independent ArgoNeuT modified box recombination model to calibrate
the calorimetric energy reconstruction in data.

Protons are identified using the selection detailed in section 4.2. The energy is measured along
the last 25 cm of the track. The range energy is measured with a lookup table mapping proton length
to energy. This table applies the continuous-slowing-down-approximation (CSDA) [27], with the
mean energy loss taken from equation (2.1).

To precisely reconstruct proton calorimetric energy, a so-called “Q-tip” energy reconstruction
technique has been developed. The charge from the last 3 cm of the proton track is summed into a total
charge which is converted to a total tip energy (this is based on the method developed by ArgoNeuT
for “blip” energy depositions [39]). Charge in subsequent hits is corrected for recombination hit-by-hit
and then summed into a total energy. This method is more precise than correcting for recombination
hit-by-hit along the whole track because charge near the proton tip gets smeared out by diffusion and
edge effects. The value of energy loss is also changing rapidly near the proton tip due to its Bragg
peak, and so this smearing biases the energy reconstruction at the tip if it is applied hit-by-hit.

The comparison of the calorimetric and range based energy reconstruction is shown for ICARUS
data and Monte Carlo simulation in figure 12. Calorimetric energy calibrations applying the ArgoNeuT
angle-independent modified box model and the EMB model are also compared for the data. The
result with the EMB-based calibration is both less biased and has a better resolution than for the
ArgoNeuT modified box-based calibration.

The full width at half maximum (FWHM) of the relative difference between the range and (EMB
calibrated) calorimetric energy values is 8% in ICARUS data. This resolution is about twice as large
in data as in simulation. The resolution of the range-based measurement is likely simulated well by the
ICARUS Geant4-based simulation, so the calorimetric energy measurement would be dominating the
discrepancy. In principle, this effect could be explained by an underestimation of the inherent charge
resolution of the detector in ICARUS simulation. However, as is shown in the next section, for muons
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Figure 12. Comparison of calorimetric energy (Ecalo) and range energy (Erange) reconstruction (as defined in
section 6.2) for selected protons in ICARUS data (top) and Monte Carlo simulation (bottom). The comparison is
made in data for the ArgoNeuT angle-independent modified box-based calibration (top-left) and the EMB-based
calibration (top-right). The Monte Carlo simulation applies the ArgoNeuT angle-independent modified box
model for both simulating recombination and correcting for it. The data points are fit to a sum of two Gaussian
distributions with centers (y, p») and standard deviations (oy, 02). The ratio of the amplitudes of the Gaussian
distributions is quoted as Nj/N>.

(which have mostly minimum ionizing depositions) there is no such disagreement. This points to an
effect specific to highly ionizing depositions. In particular, it is possible that fluctuations in ionization
recombination are underestimated for highly ionizing depositions in the ICARUS simulation.

6.3 Muon energy reconstruction

Stopping muons are identified by the selection from section 4.1. The same angular cuts are applied
requiring 5° < 0, < 20° and 70° < ¢ < 85°. The energy is measured along the whole track. The
calorimetric energy is computed with the “Q-tip” energy reconstruction. It also includes a correction for
missing hits along the track: for any wire along the track without a reconstructed hit, the mean energy
loss at the inferred value of residual range is summed into the calorimetric energy. This correction
ameliorates cases where charge depositions along the track go below the signal-to-noise threshold to
create hits (especially along the minimum-ionizing part of the muon). It is a 5% correction on average.

Figure 13 shows the comparison of range and calorimetric energy for stopping cosmic-ray muons
in ICARUS data and simulation. The comparison to data is only made for the EMB-based calibration
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because the difference in recombination modeling is not significant for (mostly minimum-ionizing)
muon tracks. Unlike in the proton comparison, the distribution of the relative difference in data is
described well by ICARUS Monte Carlo simulation.
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Figure 13. Comparison of calorimetric energy (Ecao) and range energy (Erange) reconstruction for selected
muons in ICARUS data (left) and Monte Carlo simulation (right). The EMB-based calibration is applied in data.
The Monte Carlo simulation applies the ArgoNeuT angle-independent modified box model for both simulating
recombination and correcting for it. The calorimetric energy applies the “Q-tip” energy reconstruction and
includes a correction for missing hits along the track. The data points are fit to a sum of two Gaussian
distributions with centers (y, p») and standard deviations (oy, 02). The ratio of the amplitudes of the Gaussian
distributions is quoted as N /N>.

7 Conclusion

This paper has detailed a new measurement of electron-ion recombination in liquid argon and its
application in the energy scale calibration of the ICARUS time projection chamber. This measurement
observes a significant angular dependence in recombination for highly-ionizing particles in liquid
argon. The ellipsoid modified box (EMB) model of recombination (equation (5.1)) is able to describe
the data across all measured angles.

The recombination measurement is used to calibrate calorimetry in the ICARUS TPC for use
in particle identification and energy reconstruction. Distributions of particle identification variables
match well between ICARUS data and Monte Carlo simulation when the EMB recombination model is
used to calibrate the data. The difference between calorimetric energy reconstruction and the estimation
of energy by the track length has a FWHM of approximately 10% and a resolution of about 5% for both
muons and protons in ICARUS data. This matches the expectation for muons from ICARUS simulation
but is larger than the expectation for protons. This effect could be the result of larger fluctuations in
electron-ion recombination for highly ionizing energy depositions than what is simulated.
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