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Abstract

A search for a new charged particle X with mass between 0.3 and 2.0 TeV decaying to
a W boson and a photon is presented, using proton-proton collision data at a center-
of-mass energy of 13 TeV, collected by the CMS experiment and corresponding to an
integrated luminosity of 138 fb−1. Particle X has electric charge ±1 and is assumed
to have spin 0. The search is performed using the electron and muon decays of the
W boson. No significant excess above the predicted background is observed. The
upper limit at 95% confidence level on the product of the production cross section
of the X and its branching fraction to a W boson and a photon is found to be 94
(137) fb for a 0.3 TeV resonance and 0.75 (0.81) fb for a 2.0 TeV resonance, for an X
width-to-mass ratio of 0.01% (5%). This search presents the most stringent constraints
to date on the existence of such resonances across the probed mass range. A statistical
combination with an earlier study based on the hadronic decay mode of the W boson
is also performed, and the upper limit at 95% confidence level for a 2.0 TeV resonance
is reduced to 0.50 (0.63) fb for an X width-to-mass ratio of 0.01% (5%).
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1 Introduction
Many extensions of the standard model (SM) of particle physics, such as unified field the-
ories [1], two Higgs doublet models [2], and folded-supersymmetry models [3], predict the
existence of charged resonances decaying to a pair of SM gauge bosons. In this paper, a search
for a particle X decaying to a W boson and a photon (Wγ) is presented. Particle X has electric
charge ±1 and is assumed to have spin 0. The search utilizes proton-proton (pp) collision data
at center-of-mass energy

√
s = 13 TeV delivered by the CERN LHC and collected with the CMS

detector in 2016–2018 with a total integrated luminosity of 138 fb−1.

Previous searches for X decaying to Wγ (and Zγ, when it is not possible to distinguish the two
massive bosons) have been performed by the ATLAS Collaboration using pp collision data
at

√
s = 8 TeV [4] and 13 TeV [5, 6] in leptonic and hadronic final states. Recently, the CMS

Collaboration presented a search in the hadronic channel, also using 138 fb−1 of 13 TeV data [7].
An excess of events over background expectations was reported near a Wγ resonant mass
of 1.58 TeV. The local significance was 2.8 standard deviations assuming a narrow resonance
(ΓX/mX = 0.01%, where ΓX is the width and mX is the mass). For a broad (ΓX/mX = 5%)
resonance, the local significance was 3.1 standard deviations. A search for Wγ with leptonic
W boson decays, which is both complementary and more sensitive within the range of the
reported excess, is the focus of this paper. Additionally, a combination of leptonic and hadronic
channels is performed.
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Figure 1: Leading order Feynman diagram for a heavy particle X decaying to a W boson and a
photon; the W boson subsequentially decays leptonically.

Figure 1 depicts the leading order (LO) diagram for the production of X with decay to a final
state containing a photon γ, a charged lepton ℓ, and a neutrino ν. This search primarily focuses
on the W boson decaying to eν and µν. The decays of the W boson to a tau lepton and a
neutrino followed by the decay τ → ℓνν (ℓ = e, µ) are also included in the signal sample.
Although the branching fraction of the W boson to final states containing eν and µν is small
(≈26% [8]), this search benefits from a reduced background as compared to the hadronic case,
especially when studying low-mass resonances. The signature of a ν is the missing transverse
momentum pmiss

T . Because the longitudinal component of the neutrino momentum cannot be
measured or inferred directly, the variable used for the resonance search is the transverse mass
mT, defined using only transverse energies and momenta as follows:

(mT)
2 =

(
ET (γ) + ET (ℓ) + pmiss

T
)2 − | p⃗T(γ) + p⃗T(ℓ) + p⃗ miss

T |2, (1)

where the transverse energy ET is defined as
√

m2 + p2
T, ET (γ) is the transverse energy of the

photon, ET (ℓ) is the transverse energy of the lepton, p⃗T(γ) is the transverse momentum of the
photon, and p⃗T(ℓ) is the transverse momentum of the charged lepton.
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The search results are interpreted in terms of limits on the product of the cross section and
the branching fraction to Wγ within a mass range of 0.3–2.0 TeV for both narrow and broad
resonances. The width of the narrow resonance is negligible compared to the 2–7% experimen-
tal resolution in the considered mass range. The tabulated results are provided in a HEPData
record [9].

2 The CMS detector
The CMS apparatus [10, 11] is a multipurpose, nearly hermetic detector, designed to trigger
on [12, 13] and identify electrons, muons, photons, and (charged and neutral) hadrons [14–16].
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity (η) coverage provided by the barrel and endcap detec-
tors. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke
outside the solenoid.

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of 4 µs [13]. The second level,
known as the high-level trigger (HLT), consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
around 1 kHz before data storage [12].

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [10].

3 Data sets and simulated samples

The data used in this search correspond to a total integrated luminosity of 138 fb−1 at
√

s =
13 TeV and were recorded by the CMS experiment. In years 2016, 2017, and 2018, the data
collected correspond to integrated luminosities of 36, 42, and 60 fb−1, respectively [17–19].

The data selection process relies on a combination of triggers. Events containing W bosons that
decay to the eν final state are selected with an isolated single-electron trigger with a transverse
momentum pT requirement of 27 (32) GeV for 2016 (2017 and 2018). A single-photon trigger
with a pT requirement of 175 (200) GeV for 2016 (2017 and 2018) is also used, to recover events
where the electron track is not correctly reconstructed by the HLT software at high pT, causing
the electron to be classified as a photon. The primary trigger for events containing W bosons
that decay to the µν final state requires an isolated muon with a minimum pT of at least 27
(24) GeV for the 2017 (2016 and 2018) data.

Simulated signal samples are produced at LO in perturbative quantum chromodynamics within
a mass range of 0.3–2.0 TeV for both narrow (ΓX/mX = 0.01%) and broad (ΓX/mX = 5%) reso-
nances. These samples are employed to calculate the signal efficiency and optimize the analysis
selection. The interference with SM Wγ production is neglected because of its negligible influ-
ence on the signal kinematic properties.

The analysis utilizes a background model obtained directly from data. However, simulated
background events are used in the analysis optimization and to check the robustness of the
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background modeling. The dominant background is the irreducible SM Wγ process. Other
nonnegligible background processes are Zγ, other SM multi-bosons (e.g., γγ, WW, WZ, WWγ,
and WZγ), V + jets where V is W or Z, γ + jets, tt , and tW production.

The tt and tW processes are generated with POWHEG (v2.0) [20–23], while all the other signal
and background events are simulated with MADGRAPH5 aMC@NLO 2.2.2 (2.4.2) [24]. For all
simulated samples, the pp interaction simulation is supplemented with NNPDF3.0 NLO [25]
(NNPDF3.1 NNLO [26]) parton distribution functions (PDFs) for 2016 (2017 and 2018) condi-
tions. The event generator PYTHIA 8.205 (8.230) [27] is used to simulate fragmentation, parton
showering, and hadronization, with the CUETP8M1 [28, 29] (CP5 [30]) underlying event tune
for 2016 (2017 and 2018) samples.

All simulated samples are processed with the full CMS detector model based on GEANT4 [31].
The instantaneous luminosity delivered by the LHC results in additional pp interactions in
the same or neighboring bunch crossings, known as pileup. The average number of pileup
interactions in the 2016 (2017 and 2018) data set is about 23 (32). Pileup effects are taken into
account by superimposing simulated minimum bias events on the hard scattering interaction,
with a multiplicity distribution reweighted to match that observed in the data [32].

4 Event reconstruction
The particle-flow (PF) algorithm is a global event reconstruction technique [33] that aims to
reconstruct and identify every particle in an event, with an optimized combination of informa-
tion from the various elements of the CMS detector, as a PF candidate.

Electrons are reconstructed by geometrically matching charged-particle tracks from the track-
ing system with energy clusters deposited in the ECAL. The reconstruction efficiency is higher
than 95% for ET > 20 GeV [14]. The electron momentum is evaluated by combining the energy
measurement in the ECAL with the momentum measurement in the tracker. The momentum
resolution for electrons with pT of ≈45 GeV from Z → ee decays is 1.7–4.5%. It is generally bet-
ter in the barrel region than in the endcaps, and it also depends on the bremsstrahlung energy
emitted by the electron as it traverses the material in front of the ECAL [14].

Muons are reconstructed from compatible tracks in the inner tracker and the muon detec-
tors [15]. They are measured in the pseudorapidity range |η| < 2.4 with detection planes
made using three technologies: drift tubes, cathode strip chambers, and resistive-plate cham-
bers. The single-muon trigger efficiency exceeds 90% over the full η range, and the efficiency
to reconstruct and identify muons is greater than 96%. The momenta of muons are obtained
from the curvature of their corresponding tracks. Matching muons to tracks measured in the
silicon tracker results in a relative pT resolution, for muons with pT up to 100 GeV, of 1% in the
barrel and 3% in the endcaps. The pT resolution in the barrel is better than 7% for muons with
pT up to 1 TeV [15].

The energies of photons are obtained from ECAL measurements. In the barrel section of the
ECAL, an energy resolution of about 1% is achieved for unconverted or late-converting photons
in the tens of GeV energy range. The energy resolution of the remaining barrel photons is about
1.3% up to |η| = 1, increasing to about 2.5% at |η| = 1.4. In the endcaps, the energy resolution
is about 2.5% for unconverted or late-converting photons and is 3–4% for all others [34].

The energies of charged hadrons are determined from a combination of their momenta mea-
sured in the tracker and their corresponding ECAL and HCAL energy deposits, which are cor-
rected for the response function of the calorimeters to hadronic showers. Finally, the energies
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of neutral hadrons are obtained from the corresponding corrected ECAL and HCAL energies.

Jets are clustered from PF candidates using the anti-kT algorithm [35, 36] with a distance param-
eter of 0.4. Jets found within ∆R ≡

√
(∆η)2 + (∆ϕ)2 = 0.4 from an identified muon, electron,

or photon are removed, where ϕ is the azimuthal angle. Jet flavor tagging is performed using
the DEEPJET [37] tagger at the medium working point. DEEPJET is a multi-class flavor tagger
algorithm that combines information from charged and neutral PF candidates, reconstructed
secondary vertices, and global variables using a deep neural network [37, 38]. The medium
working point is characterized by a 1% misidentification probability for light-quark or gluon
jets and an efficiency of 80% for tagging jets originating from a b quark. Rejecting events with
a b jet passing the medium working point reduces the tt backgrounds significantly.

The missing transverse momentum vector p⃗ miss
T is computed as the negative vector sum of

the transverse momenta of all the PF candidates in an event, and its magnitude is denoted as
pmiss

T [39]. The p⃗ miss
T is modified to account for corrections to the energy scale of the recon-

structed jets in the event.

The primary vertex (PV) is taken to be the vertex corresponding to the hardest scattering in the
event, evaluated using tracking information alone, as described in Section 9.4.1 of Ref. [40].

5 Event selection
Events are selected in two steps. A basic selection is applied with loose lepton and photon
selection criteria to veto backgrounds with multiple leptons and photons. Then a tighter event
selection is applied to improve the signal sensitivity.

In the basic selection, candidate electrons, muons, and photons are selected using the standard
CMS “medium” photon and electron and “tight” muon identification (ID) requirements [14,
15]. Many of the kinematic variable thresholds are the same for both lepton channels because
their signal kinematic distributions and background compositions are very similar.

Leptons are required to have pT > 10 GeV, and photons pT > 15 GeV. Leptons are also required
to satisfy η selections to ensure they are in the regions of the detector where they will be well
measured. Since the leptons from the signal process are typically isolated, backgrounds from
jets being misidentified as an electron are reduced by requirements on IPF,rel, defined as the
summed pT of reconstructed PF candidates within a cone centered on the electron momentum
vector divided by the electron pT. Similar isolation criteria are integrated into the CMS standard
muon and photon identification requirements. Leptons and photons must be separated by
∆R > 0.4. These kinematic and identification requirements are referred to as the “basic object
selections” and are summarized in Table 1. Leptons and photons passing these requirements
are referred to as basic electrons, muons, and photons later.

To reduce backgrounds from tt and multi-boson processes, events with more than one lepton
or photon passing the basic requirements are rejected.

To further reduce backgrounds, an optimization is performed on additional kinematic vari-
ables. The selected electron and muon are required to match the trigger object that caused the
event to be selected by the HLT. The lepton pT requirements are increased to 35 (30) GeV in
the electron (muon) channels to exclude events near the trigger threshold where the trigger
efficiency changes significantly. The CMS standard “tight” identification requirement on the
electron is used [14]. A threshold of 40 GeV on pmiss

T is required in both channels.

For the signal, there is an approximately linear relationship between pT (γ) and mT. This
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Table 1: Basic object selection requirements. Definitions are described in more detail in the text.

Selection Electron Muon Photon
pT >10 GeV >10 GeV >15 GeV
η |η| < 1.44 or 1.57 < |η| < 2.1 |η| < 2.4 |η| < 1.44 or 1.57 < |η| < 2.5
ID Medium Tight Medium
Isolation Integrated with ID IPF,rel < 0.15 Integrated with ID
∆R ∆R(γ, e) > 0.4 ∆R(γ, µ) > 0.4 ∆R(γ, e) > 0.4 and ∆R(γ, µ) > 0.4

feature can be used to select signal-like events and reject background-like ones. Requiring
pT (γ) > 0.4 mT rejects SM Wγ process events, which generally tend to have a softer pT (γ)
spectrum, while requiring pT (γ) < 0.55 mT preferentially rejects tt events. These mT-dependent
pT (γ) selection cuts achieve a background rejection of more than 55% while preserving about
90% of signal events. The requirement on the photon pseudorapidity is also tightened to
|η| < 1.44, thus selecting only photons reconstructed in the barrel section of the calorimeters.
To further reject tt backgrounds, events containing b-tagged jets passing the medium working
point of the DEEPJET tagger are rejected.

In the electron channel, to suppress Z → ee events where one of the electrons is mistakenly
reconstructed as a photon, a pixel detector seed veto (PSV), which rejects photon candidates
with more than two hits in the pixel detector, is applied [14]. The contribution of this process is
further reduced by rejecting events where the invariant mass of the electron and photon is near
the Z boson mass—specifically between 71 and 111 GeV, corresponding to roughly ±5 widths
of a reconstructed Z boson peak. These selections are summarized in Table 2.

Table 2: Event selection requirements for the electron and the muon channels. Definitions are
described in more detail in the text.

Selection Electron channel Muon channel
e/µ sel. pT(e) > 35 GeV and tight ID pT(µ) > 30 GeV and tight ID
pmiss

T >40 GeV
γ sel. 0.4 mT < pT (γ) < 0.55 mT and |η| < 1.44
Z veto |meγ − 91.0| > 20 GeV and PSV —
b veto No medium b-tagged jets

Signal efficiencies estimated from the simulation of leptonically decaying W bosons are shown
in Fig. 2. Events in the first bin require exactly one reconstructed basic electron or muon and
one photon, satisfying the selection criteria reported in Table 1. The next bin contains events
satisfying the HLT, and the subsequent bins have the selections listed in Table 2 applied se-
quentially. The tight photon selections, which are necessary to reduce the backgrounds, have
the largest impact on the efficiency. The narrow (0.01%) and broad (5%) resonances exhibit
similar efficiencies within the displayed mass range. Events containing W bosons that decay to
the τν final state with τ subsequently decaying to e or µ are considered as signal and included
in the acceptance. They constitute about 10% of the selected events.

Signal efficiencies for all simulated signal samples, separately for the electron and muon chan-
nels, are shown in Fig. 3. The product of detector acceptances and analysis selection efficiencies
are shown at three consecutive stages: event reconstruction, HLT, and final signal selection.
The total signal efficiency ranges from 3.4 (4.8)% to 12.7 (13.9)% for the electron (muon) chan-
nel. The efficiency increases with mX . The efficiencies for the electron channel are generally
1–2% lower than those for the muon channel.

The merged distributions from the electron and muon channels for mT and pT (γ) are shown
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Figure 2: Product of detector acceptance and analysis selections efficiency for different particle
mass assumptions—300, 1000, and 2000 GeV, in red, blue, and orange, respectively—to pass
sequential requirements in the broad-width case. The narrow-width case is similar. The first
bin represents selecting events with exactly one reconstructed basic electron or muon and one
photon, satisfying the selection criteria reported in Table 1. The next bin contains events satisfy-
ing the HLT, and the subsequent bins have the selections listed in Table 2 applied sequentially.
The left (right) plot is for the electron (muon) channel.
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Figure 3: Product of detector acceptance and analysis selection efficiency in the electron (left)
and muon (right) channel as functions of the particle X mass in the broad-width case. The
narrow-width case is similar. Three analysis requirements are applied consecutively: event
reconstruction, HLT, and final signal selection. The product of detector acceptance and analysis
selection efficiencies are shown at each stage in red, blue, and orange, respectively.
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in Fig. 4. The observed data are consistent with the background expectation from simulation.
The dominant background is the SM Vγ process (where V is W or Z), followed by V/γ + jets
(V + jets, γ + jets), and top (tt , tW) backgrounds. Other background sources contributing to
the distributions are grouped under the label “Other”.
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Figure 4: Distributions of mT (left) and pT (γ) (right) from simulation (stacked histograms) and
data events (black points) passing all analysis selections. The number of events is divided by
the width of each individual bin. The simulation distributions agree with data within statistical
uncertainty. Four signal distributions, with two mass assumptions and two width assumptions,
are also overlaid (dashed and solid lines). Each signal is plotted with a total cross section of
3 fb. Because of the limited number of simulated events, in the high mass region, progressively
larger bin sizes are used. The last bin includes the overflow events. The lower panel shows the
ratio of data to simulation.

6 Signal and background modeling
The mT distributions from simulations corresponding to the three data-taking periods (i.e.,
2016, 2017, and 2018) are similar, with only minor variations reflecting the differences in the
modeling of the pileup, the trigger requirements, and the detector performance. To reduce the
signal modeling uncertainties, the simulated signal samples from the three data-taking peri-
ods are combined. The resulting distribution is fit with a double-sided Crystal Ball (DSCB)
function [41, 42]. This six-parameter function has a central core with a Gaussian distribution
characterized by two parameters: mean transverse mass mT and resolution σmT

. The mT distri-
bution obtained from this combined fit is consistent with that obtained from each of the three
individual data-taking periods.

The background simulation samples shown in Fig. 4 play a crucial role in our selection opti-
mization and provide insights into the underlying processes. However, the background esti-
mation does not rely on the simulation. Instead, it is modeled analytically via a fit to the data
using functions described below:

p0x∑N
i=1 pi logi−1(x), (2)

p0
(1 − x)p1

x∑N
i=2 pi logi−2(x)

, (3)
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p0ep1xx∑N
i=2 pi logi−2(x), (4)

where x is mT/
√

s. The parameters pi vary freely in the fit, and the index i ranges up to the
order N of each function. These functions are commonly used in similar searches [4–7]. The
number of free parameters in each functional form is determined using a Fisher F-test [43]. In
all data-taking years and lepton channels, the number of parameters determined by this pro-
cedure is either three or four. To increase the flexibility of the background modeling, a discrete
profiling method [44] is employed to consider all functions when performing the ultimate fit to
the data. This approach optimizes the background parameters of each function independently
to determine which function represents the background best.

The fit to the data with the background-only hypothesis is shown in Fig. 5 for both the elec-
tron and the muon channels. The fit parameters have no correlation among the years and all
are set to be freely floating. This smooth background parametrization provides an adequate
description of the data over the entire mass range probed.
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Figure 5: Background-only fit to data (black points) with the fitted background model shown
as a blue line. The green (inner) and yellow (outer) bands show, respectively, the 68% and
95% confidence level statistical uncertainties in the fitted model. Four signal models are also
overlaid. Their total cross sections are set to the expected limits at 95% confidence level
from this search with leptonic decays of the W boson. There are two mass assumptions—500
and 1400 GeV, in red and magenta, respectively—and two width assumptions—narrow (solid
curves) and broad (dashed curves). The lower panel contains the pull distribution, defined
as the difference between the data yield and the background prediction divided by their com-
bined uncertainty. The left (right) panel is the electron (muon) channel with all three years’
data combined.

7 Systematic uncertainties
Systematic uncertainties affect both the normalization and shape of the signal distributions.
They are included in the fit in the form of log-normal (normalization uncertainty) or Gaussian
(shape uncertainty) priors for the nuisance parameters.

The primary systematic uncertainties in the signal normalization are uncertainties on the inte-
grated luminosity, the PDFs, the choices of renormalization and factorization scales, the lepton



9

trigger and identification efficiencies, the photon identification efficiency, the pileup descrip-
tion, the b tagging efficiency, and an ECAL trigger mistiming correction [13]. These systematic
uncertainties increase for higher resonance masses and are independent of the width-to-mass
ratio.

Lepton and photon identification and reconstruction: uncertainties arising from lepton identifica-
tion and reconstruction criteria, as well as trigger efficiencies, are included as normalization
uncertainties. Muon-related uncertainties range from 0.5 to 1.2% [15], while electron-related
uncertainties are higher, spanning from 1.5 to 3.8% [14]. The photon identification uncertainty
is significant in both the electron and muon channels. It is included as a normalization uncer-
tainty, ranging from 1.4 to 5.2% [14].

Integrated luminosity: the integrated luminosities for the 2016, 2017, and 2018 data-taking years
have 1.2–2.5% individual uncertainties [17–19], while the overall uncertainty for the 2016–2018
period is 1.6%. These are included as normalization uncertainties.

Renormalization/factorization scales and PDFs: theoretical uncertainties arise from the choice of
the renormalization and factorization scales in the matrix elements calculation and the pro-
ton PDFs. These uncertainties are estimated by varying the renormalization and factorization
scales independently by factors of 0.5 and 2, excluding the extreme cases (0.5,2) and (2,0.5), and
assessing the uncertainty to be the largest difference from the nominal distribution of mT of the
signal. Additionally, signal distributions are generated using different sets of NNPDF3.1 [25,
26] replicas to account for the PDF uncertainties. The combined uncertainty from these sources
varies from 1.9 to 4.4% as normalization uncertainties.

Minor uncertainties: systematic uncertainty from pileup reweighting is quantified by varying
the total inelastic cross section within its ±5% uncertainty range [32]. The data-to-simulation
ratios of the b jet tagging efficiency and misidentification probability are used to apply event
weights to simulated samples. The uncertainties on these ratios result in uncertainties on the
weights, from which systematic uncertainties are inferred. These sources, as well as the ECAL
trigger mistiming correction uncertainty [13] and jet energy scale and resolution uncertainties,
contribute less than 1% to the signal normalization uncertainty.

A summary of the systematic uncertainties affecting the signal normalization is shown in Fig. 6
for each lepton channel separately. Uncertainties are divided into five categories: photon-
related, lepton-related, theoretical, integrated luminosity, and all other uncertainties (shown
as “Other”). Their quadrature summation is also included (“Total”). Driven by the increased
photon-related uncertainty, the relative signal yield uncertainty grows from 3.2 (2.9) to 8.3
(6.7)% for resonance masses from 300 GeV to 2 TeV, in the electron (muon) channel. The narrow
and broad resonances have similar values for all uncertainties. All uncertainties are correlated
between the electron and muon channels with the exception of lepton-related uncertainties.

The signal distribution, modeled by the DSCB function, is primarily characterized by two im-
portant parameters from the Gaussian distribution part: the mean transverse mass mT and
resolution σmT

. These parameters are correlated across years for each resonance mass. Uncer-
tainties in lepton, photon, and jet energy scales and resolutions can affect the shape of the signal
distribution. Their effect is included in the fit as an additional uncertainty in mT and σmT

that
varies as a function of the resonance mass.

To assess the effects of systematic uncertainties in these parameters, alternative signal mT distri-
butions are generated by varying the fundamental kinematic quantities, e.g., photon pT, lepton
pT, etc., within their systematic uncertainty and reevaluating mT for each event. The difference
in the resulting signal fit parameters mT and σmT

are taken as one-standard-deviation uncer-
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Figure 6: Systematic uncertainties affecting the signal normalization in the electron (upper)
and muon (lower) channels for the broad resonance are shown. Error bars represent the asym-
metric uncertainties (downward and upward variations), with the central value representing
the average uncertainty. The total systematic uncertainty (black) increases steadily with the
resonant mass assumption. The uncertainties for the narrow-width case are nearly identical.
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tainties. All of these uncertainties are combined in quadrature, and their combined effect is
much smaller than the normalization uncertainties. In most cases, the total uncertainty is pre-
dominantly driven by the variation in the photon energy scale. The uncertainty in mT is 0.3%
at the lowest considered mass and 1.9% at the highest, while the uncertainty in σmT

varies from
3 to 7 (3 to 4)% for narrow (broad) resonance signals.

As previously described in Section 6, we treat the normalization and shape of the background
distribution as free parameters and evaluate them during the fit to the data. These parameters
are individually evaluated for each signal mass and width hypothesis and are not correlated
from year to year.

A dedicated study focused on systematic effects affecting the background shape is conducted
to confirm that no systematic bias on the signal extraction is present. Pseudo-data are gener-
ated from the background model to produce many mT spectra—some containing signal and
others without. Each of these spectra is fit in the same fashion as the data using the nominal
discrete-profiling background model. During these fits, both the signal strengths and the back-
ground normalizations are allowed to vary freely. All distributions of fitted signal strength
minus injected signal strength divided by the signal strength uncertainty—typically called a
“pull” distribution—are centered around zero and have width of unity. Therefore, any poten-
tial systematic bias arising from our background fitting procedure is negligible compared to
the statistical uncertainties inherent in the fit. This analysis is dominated by statistical uncer-
tainties; the overall impact of the systematic uncertainties is small.

8 Results
No signal-like excess of events above background expectations is observed. Model-specific
upper limits are set on the product of the X production cross section and its branching fraction
to Wγ for both the narrow and broad resonance scenarios. We determine these limits with the
CLs method [45–47] and the asymptotic approximation [48] using the CMS statistical analysis
tool COMBINE [49]. The test statistic is derived from a likelihood ratio within the asymptotic
approximation.

Systematic uncertainties are incorporated into the likelihood model as penalty terms with nui-
sance parameters. All nuisance parameters are fully correlated across the years with the excep-
tion of the integrated luminosity uncertainty, the ECAL trigger mistiming correction, and the
background distribution parameters.

Figure 7 shows the expected and observed limits on σB(X → Wγ) at 95% confidence level
(CL) for both the narrow- and broad-width resonance hypotheses. The limits for the narrow-
width resonance hypothesis are 15% to 20% better than the ones for the broad-width resonance
hypothesis.

An earlier study based on the hadronic decay mode of the W boson using the same 13 TeV data
sample [7] identified a small excess of events over background expectations near a Wγ reso-
nance mass of 1.58 TeV, with 2.8 (3.1) standard deviations of local significance for the narrow
(broad) signal hypotheses. The event selections of this search and the previous one are orthog-
onal; only the integrated luminosity uncertainties are correlated. In this search, the largest local
significance for the narrow (broad) signal hypotheses is 1.7 (1.6) standard deviations. The com-
bined limits on σB(X → Wγ) are shown in Fig. 8. The local p-values for the background-only
fit are presented in Fig. 9, with the left (right) plot showing the results for the narrow (broad)
resonance hypothesis. Both separate and combined p-values are shown over the common mass
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Figure 7: Expected and observed limits at 95% CL on σB(X → Wγ) from events with leptonic
decays (solid black lines) of the W boson as a function of the X resonant mass. The limits from
the hadronic decays (dashed red lines) of the W boson are taken from [7] and included for
comparison. The results for the narrow (broad) width assumption are shown on the left (right).
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Figure 9: Observed local p-values for narrow (left) and broad (right) resonance width hypothe-
ses with the background-only fit in the hadronic (from [7]) and leptonic (this analysis) chan-
nels. The blue line shows the observed local p-values after their combination. In the hadronic
channel (violet line), the largest excess corresponds to a local significance of 2.8 (3.1) standard
deviations (s.d.) for narrow (broad) signals. In the leptonic channel (orange line), the largest
local significance is 1.7 (1.6) standard deviations. After combining with the leptonic channel,
the largest excess is 2.7 (2.5) standard deviations.

range. The maximal excess observed in the earlier study is reduced to 2.7 (2.5) standard devia-
tions of local significance for the narrow (broad) signal hypotheses.

9 Summary
This study presents a search for a new particle X decaying into a W boson and a photon with
mass hypotheses from 0.3 to 2.0 TeV and X width-to-mass ratio hypotheses of 0.01% (narrow)
and 5% (broad). Events with a muon or an electron, large pmiss

T , and a high-pT photon are
analyzed. The transverse mass of the lepton, photon, and pmiss

T is the primary kinematic ob-
servable. The search utilizes proton-proton collision data collected at a center-of-mass energy
of 13 TeV with the CMS detector at the LHC throughout 2016–2018, corresponding to an inte-
grated luminosity of 138 fb−1.

This search reveals no statistically significant excess of events above the background. Upper
limits at the 95% confidence level on the product of the cross section and branching fraction for
Wγ resonances are set. These limits span a range from 94 (137) to 0.75 (0.81) fb for the narrow
(broad) resonance hypothesis. These findings represent the most stringent constraints to date
on the existence of such resonances across the probed mass range.

This search complements an earlier study based on the hadronic decay mode of the W boson
using the full 13 TeV data sample [7]. By combining searches for both leptonic and hadronic
decays of W bosons, the largest local excess seen in the hadronic channel is reduced from 3.1
to 2.5 standard deviations for the broad signal-width hypothesis. The upper limit at the 95%
confidence level at 2 TeV is reduced from 0.75 (0.81) to 0.50 (0.63) fb for the narrow (broad)
resonance hypothesis.
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