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Abstract

A search is presented for a heavy resonance decaying into a Z boson and a Higgs
(H) boson. The analysis uses data from proton-proton collisions at a centre-of-mass
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nos. The H boson is reconstructed with a single large-radius jet, recoiling against the
Z boson. The search is designed for the hadronic H boson decay modes H → cc̄ and
H → VV∗ → 4 quarks, where V denotes a W or Z boson. It achieves complemen-
tary sensitivity to previous searches targeting the H → bb̄ decays for high resonance
masses.
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1 Introduction
The standard model (SM) of particle physics is a powerful theory with remarkable predictive
power. Nonetheless, there are indications that the SM is neither complete nor final. A plethora
of theories extending the SM have been proposed and are currently being tested by experimen-
tal searches at the CERN LHC [1].

From an experimental perspective, direct searches for new elementary particles are typically
not sensitive to all the free parameters of the underlying theory, but instead only to those that
affect the production and decay rates of the new particles being searched for. As a consequence,
simplified descriptions are commonly used in which the complete theory is approximated by
an effective interaction that captures the dynamics of the targeted signal. One such simplified
model is the Heavy Vector Triplet (HVT) model [2], which describes the production and decay
of electroweak spin-1 resonances that arise from different theories such as weakly coupled [3–
6], little Higgs models [7, 8], and composite Higgs scenarios [9–13]. Previous searches for a
heavy resonance decaying to an SM Higgs (H) boson and an electroweak vector (V = W, Z)
boson have already been carried out in semileptonic final states [14–20] and in fully hadronic
final states [20–22] by the ATLAS and CMS Collaborations. The results of these searches are
converted into upper limits on the production cross sections and lower limits on the heavy
resonance masses in the HVT model. In this note, advanced jet identification algorithms using
machine learning techniques are used to exploit the H boson decays to a pair of charm quarks
(cc) and four quarks through the intermediate H → VV∗ decay. These identification techniques
significantly improve the sensitivity at high resonance masses in the ZH channel of the spin-1
resonance decays, compared to a previous analysis by the CMS Collaboration [16].

This note presents a new model-independent search for a heavy resonance decaying into a Z
and an H boson, where the H boson decays hadronically and the Z boson decays into a pair of
oppositely charged leptons, e+e− or µ+µ−, or neutrinos. The H boson decay is identified with
emphasis on the c flavour decay H → cc, and the four-prong decay H → VV∗ → 4 quarks,
which are explored for the first time in a search in the ZH channel. The results of this analysis
represent a significant improvement in sensitivity compared to the previous CMS analysis [16].

The event reconstruction proceeds as follows. A pair of oppositely charged leptons or the miss-
ing transverse momentum is used to identify the Z boson decay. A large-radius jet recoiling
against the reconstructed Z boson is used to identify the H boson decay. The substructure and
the flavour of the H jet provide powerful tools to discriminate a potential signal from the SM
background. Jet tagging plays an essential role in this analysis and state-of-the-art techniques
are employed to improve the sensitivity for high resonance masses. The search is performed
in a signal-enriched region by examining the distribution of the invariant mass or transverse
mass of the reconstructed ZH system for a localised excess over a monotonically decreasing
background distribution. The prediction of the SM background is obtained by fitting a one-
dimensional function to the observed data and does not rely on simulation. The procedure
is validated in a background-enriched validation region with kinematic properties similar to
the signal region. The search uses proton-proton (pp) collision data at a centre-of-mass energy
of 13 TeV, collected by the CMS experiment between 2016 and 2018, corresponding to a total
integrated luminosity of 138 fb−1.

2 The CMS detector and object reconstruction
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
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tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are measured in gas-ionisation detectors embedded in the steel flux-return yoke outside
the solenoid. More detailed descriptions of the CMS detector, together with a definition of the
coordinate system used and the relevant kinematic variables, can be found in Refs. [23, 24].

Events of interest are selected using a two-tiered trigger system [25]. The first level, composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of 4 µs [26]. The second level,
known as the high-level trigger (HLT), consists of a farm of processors running a version of the
full event reconstruction software optimised for fast processing, and reduces the event rate to
around 1 kHz before data storage [25].

The particle-flow algorithm [27] aims to reconstruct and identify each particle in an event, with
an optimised combination of information from the various elements of the CMS detector. The
energy of photons is obtained from the ECAL measurement [28]. The energy of electrons is de-
termined from a combination of the electron momentum at the primary interaction vertex as de-
termined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of
all bremsstrahlung photons spatially compatible with originating from the electron track [28].
The energy of muons is obtained from the curvature of the corresponding track [29]. The en-
ergy of charged hadrons is determined from a combination of their momentum measured in
the tracker and the matching ECAL and HCAL energy deposits, corrected for the response of
the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from
the corresponding corrected ECAL and HCAL energies. Jet momentum is determined as the
vectorial sum of all particle momenta in the jet, and is found from simulation to be, on average,
within 5 to 10% of the true momentum over the whole pT spectrum and detector acceptance.
Additional pp interactions within the same or nearby bunch crossings (pileup) can contribute
additional tracks and calorimetric energy depositions, increasing the apparent jet momentum.

The pileup per particle identification algorithm (PUPPI) [30, 31] is used to mitigate the effect of
pileup at the reconstructed particle level, making use of local shape information, event pileup
properties, and tracking information. A local shape variable is defined, which distinguishes be-
tween collinear and soft diffuse distributions of other particles surrounding the particle under
consideration. The former is attributed to particles originating from the hard scatter and the
latter to particles originating from pileup interactions. Charged particles identified to be orig-
inating from pileup vertices are discarded. For each neutral particle, a local shape variable is
computed using the surrounding charged particles compatible with the primary vertex within
the tracker acceptance of |η| < 2.5, where η denotes the pseudorapidity. Both charged and neu-
tral particles are used in the region outside of the tracker coverage. The momenta of the neutral
particles are then rescaled according to their probability of originating from the primary inter-
action vertex deduced from the local shape variable, superseding the need for jet-based pileup
corrections [30].

The large-radius jets used in this analysis are clustered with the FASTJET package [32] using
the anti-kT algorithm [33] with a distance parameter of R = 0.8 (AK8 jets). The soft drop (SD)
algorithm [34], which is a generalisation of the modified mass drop tagger algorithm [35], is
used to identify the subjets of a boosted H boson candidate jet. This algorithm, with angular
exponent β = 0 and soft cutoff threshold zcut < 0.1, is applied to AK8 jets reclustered using the
Cambridge–Aachen algorithm [36, 37], and removes soft, wide-angle radiation from the jet.

Jet energy corrections are derived from simulation studies so that the average measured energy
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of jets becomes identical to that of jets at the particle level. In situ measurements of the mo-
mentum balance in dijet, γ+jet, Z+jet, and multijet events are used to determine any residual
differences between the jet energy scale in data and simulation, and appropriate corrections
are made [38]. Additional selection criteria are applied to each jet to remove jets potentially
dominated by instrumental effects or reconstruction failures [30].

The missing transverse momentum vector ~p miss
T is computed as the negative vector sum of

the transverse momenta of all the PF candidates in an event and its magnitude is denoted as
pmiss

T [39]. The PUPPI algorithm is applied to reduce the pileup dependence of the ~p miss
T observ-

able. The ~p miss
T is computed from the PF candidates weighted by their probability to originate

from the primary interaction vertex [39]. The ~p miss
T is modified to account for corrections to the

energy scale of the reconstructed jets in the event.

3 Data and simulated samples
Data events were collected with the CMS detector in pp collisions in the years 2016 to 2018 at√

s = 13 TeV, corresponding to an integrated luminosity of 138 fb−1. The data analysed in this
search were recorded by triggers requiring the presence of a single lepton or significant pmiss

T .
To collect events where the Z boson decays into a pair of electrons, a combination of isolated
and non-isolated electron triggers, and photon triggers is used to achieve optimal efficiency
over the whole range of electron energies. Single muon triggers without isolation criteria are
chosen to avoid losses in case of very collimated dimuon events.

The signal samples are generated using the HVT model [2]. Two free parameters are introduced
to describe the coupling of the heavy spin-1 resonance to the H and V bosons (cH), and to the
fermions (cF). The universality of lepton and quark couplings is assumed. These parameters
are chosen to be dimensionless coefficients that control the relative contributions to the total
interaction strength gV . Two benchmark scenarios are considered in this analysis [2],

• Model A, with cH = −0.556, cF = −1.316 and gV = 1, and

• Model B, with cH = −0.976, cF = 1.024 and gV = 3.

We generate signal samples for different heavy resonance masses mZ′ in the range of 1400 to
5000 GeV. The signal simulations use the narrow-width approximation, where we have verified
that the natural widths of the signals are negligible compared to the detector resolution. The
spin-1 resonance Z′ decays to a Z boson and an H boson in all simulated events. Only Z boson
decays to leptons are simulated, whereas all possible decays of the H boson in the SM are
considered.

The main backgrounds in this search originate from V boson production with additional jets
(V+jets), which includes W+jets and Z+jets production. Both signal and V+jets events are gen-
erated with MADGRAPH5 aMC@NLO 2.6 [40, 41] at leading order (LO) in perturbative quantum
chromodynamics (QCD). Subdominant background processes include diboson and top quark
pair production, which are generated with PYTHIA 8.240 [42] at LO and POWHEG v2 [43–47] at
next-to-LO (NLO), respectively. The cross section for the tt background is adjusted to a predic-
tion at next-to-NLO (NNLO) accuracy in perturbative QCD, using a next-to-next-to-leading-
logarithmic soft-gluon approximation, obtained with the TOP++ 2.0 program [48].

For all simulated samples, the parton showering and hadronisation processes are simulated
with PYTHIA 8, the underlying event simulation uses the CP5 tune [49], and the NNPDF 3.1 [50]
NNLO parton distribution function (PDF) sets are employed.
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All simulated samples are processed through a GEANT4-based [51] simulation of the CMS de-
tector. To simulate the effect of pileup collisions, additional inelastic events are generated us-
ing PYTHIA 8 with a minimum bias cross section of 69.2 mb [52] and superimposed on the
hard-scattering events. The simulation is corrected such that the distribution in the number of
primary vertices matches that observed in the data.

4 Event selection and reconstruction
The final state targeted in this search consists of an energetic jet from the hadronic H boson
decay, recoiling against a pair of charged leptons or pmiss

T from the Z boson decay. Events are
placed into mutually exclusive categories based on the flavour of the reconstructed leptons.
Events in the charged lepton channels `+`− (` = e, µ) must have two leptons of the same
flavour and opposite signs. Events with different-flavour leptons are discarded. In the `+`−

channels, events are considered where at least two leptons have pT > 52 GeV and |η| < 2.4.
The invariant mass of the dilepton pair must be within 81–101 GeV, consistent with the Z boson
mass. To select Z bosons that possibly originate from the decay of a heavy resonance, we
require the selected lepton pair to have pT > 200 GeV and it must be isolated from the other
activity in the event, except for the leptons from each other. In Z+jets events, the two leptons
are expected to have a large angular separation compared to signal events, where the angular
distance is defined as ∆R(`1, `2) =

√
∆η(`1, `2)

2 + ∆φ(`1, `2)
2, with ∆η and ∆φ denoting the

differences in η and the azimuthal angle φ. We require that the angular separation between
the two leptons must be less than 0.45. The neutrino channel requires the absence of a charged
lepton and pmiss

T > 250 GeV, originating from the undetected neutrinos of the Z boson decay.

In all channels, events must contain at least one AK8 jet with pT > 200 GeV and |η| < 2.4.
The H boson candidate is reconstructed as a single AK8 jet, and must have a large azimuthal
distance to the reconstructed Z boson system, ∆φ(H, Z) > 2.

The previous CMS result [16] has been obtained by using a combination of two mutually ex-
clusive event categories. These are based on the number of b-tagged subjets of a boosted H
boson candidate jet that includes all decay products of the H boson decay chain [53–55]. The
two categories have been obtained by separating events into cases where the H jet contains two
(2b category) or one or less (≤1b category) b-tagged subjets. While the first category targets the
H → bb decays, the latter category includes all remaining hadronic H boson decays. In this
work, the H boson candidates are rejected if all the SD subjets are b tagged. We introduce this
requirement to exclude events that are part of the 2b category of the previous CMS analysis in
the ZH channel [16]. We use the DEEPCSV algorithm [56] to identify subjets originating from
the hadronisation of b quarks, identical to the previous analysis [16]. The chosen working point
corresponds to a 10% misidentification rate for jets originating from light quarks or gluons, and
an efficiency between 80 and 90% in selecting b-quark-initiated jets.

The primary source of background arises from V+jets production. For such events, the V boson
is produced in association with a highly energetic jet, which is misidentified as an H boson jet.
In the neutrino channel, the second largest source of background events are W+jets events
where the charged lepton from the leptonic W boson decay is not reconstructed. The signal is
searched for in the distributions of the reconstructed invariant mass of the ZH system, denoted
by mrec

Z′ , in the charged lepton channels. In the neutrino channel, the sensitive distribution is
the transverse mass,

mT
Z′ =

√
2pH

T pmiss
T (1− cos ∆φ(H,~p miss

T )), (1)

where pH
T is the transverse momentum of the H jet and ∆φ(H,~p miss

T ) is the angular difference
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Figure 1: Distributions in mrec
Z′ for the dimuon (upper left), dielectron (upper right), and in

mT
Z′ for the neutrino (lower) channels after the kinematic selections. The data are compared to

simulation. The ratios to the total SM background are shown in the lower panels, where the
statistical and total uncertainties are displayed as grey regions. The signal distributions are
shown for an arbitrary cross section of 1 pb.

in azimuth between the H jet and ~p miss
T . Figure 1 shows the distributions in mrec

Z′ for the charged
lepton channels (upper) and the distribution in mT

Z′ for the neutrino channel (lower).

The flavour content of the selected H jet provides discriminative power between signal and
background processes. In V+jets events, jets are produced from initial or final state radiation
and originate most commonly from the fragmentation of gluons or light-flavour quarks. Con-
versely, jets originating from decays of boosted H bosons are characterised by a more complex
substructure and a larger component from the fragmentation of heavy-flavour quarks.

We improve the signal-to-background ratio by applying the PARTICLENET [57] algorithm to
the H jet. This algorithm is based on a deep neural network (DNN) with several classification
nodes as output. A combination of the PARTICLENET discriminants for the H boson decays
to bb, cc, qq is used to discriminate H boson-initiated jets from light quark and gluon jets.
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Figure 2: The product of signal acceptance and efficiency for signal events as a function of mZ′

for the charged lepton and neutrino channels in the SR. The efficiency is calculated with respect
to Z boson decays to neutrinos and to charged leptons for the neutrino and charged lepton
channels, respectively. For comparison, the results from the ≤1b category of the previous CMS
search in the ZH channel [16] are shown as dashed lines.

This combination of DNN scores is used to define our signal region (SR) by requiring that
the combined score of the AK8 jet has to be greater than 0.95, corresponding to a background
misidentification rate of 1%.

The product of the geometrical acceptance and the selection efficiency for different channels
in the SR for all simulated signal samples is shown in Fig. 2. In the neutrino channel, the
efficiency is calculated with respect to Z boson decays to neutrinos, and in the charged lepton
channels with respect to Z boson decays to electrons, muons and τ leptons. We observe a gain
in the product of signal acceptance and efficiency by about a factor of two compared to the
≤1b category of the previous CMS analysis.

5 Signal and background modelling
The search is performed by examining the distributions in mrec

Z′ and mT
Z′ in the SRs for a lo-

calised excess over a monotonically decreasing background distribution. The SM background
prediction is obtained by fitting the free parameters of a one-dimensional function to the data.
This reduces statistical fluctuations and systematic uncertainties associated with the simulation
of background processes. The parametric background model is validated in a background-
enriched validation region (VR), defined by inverting the selection on the DNN score. The VR
has similar kinematic properties as the SR such that the functional form of the background
prediction can be tested on data before examining the SRs.

The functional form used to fit the background component in the mrec
Z′ distribution is given by

fN(x) = exp

(
N

∑
i=0

pix
i

)
, (2)

where N represents the degree of the polynomial function in the exponent and the coefficients
pi are free parameters. We test this function in fits to simulated events in the SR and VR, as
well as in fits to data in the VR. Different values of N are tested, ranging from N = 1 to 3. A
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Figure 3: Fits of the background functions to the mZ′ and mT
Z′ distributions in data in the VRs

(left) and simulation in the SRs (right) for the muon (upper), electron (middle), and neutrino
(lower) channels. Each bin is divided by the bin width. The fit range excludes the kinematic
turn-on, created by the selection criteria.
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good description of the simulated backgrounds and the data in the VR is observed for N > 1
over the whole range up to 5 TeV. Fits of the background functions to the distributions in mrec

Z′
and mT

Z′ are shown in Fig. 3 for simulated events in the SR and collision data in the VR. An
F-test [58] is used to determine the minimum number of free parameters needed to describe
the distributions well. The result is N = 2, where functions with N = 1 are not able to describe
the high-mass tail in the VR of the neutrino channel, and N = 3 does not lead to a statistically
significant improvement of the fit quality. The simulation in the SR and the data in the VR
have a higher statistical precision than the data in the SR, giving confidence that the chosen
background function can reliably describe the background shape and normalisation in the SRs.
The best-fit parameters and their uncertainties obtained from the simulation in the SR and the
data in the VR are not used further in the analysis to not introduce a kinematic bias in the SR
fits.

The line shape of the simulated signals in mrec
Z′ consists of a Gaussian core centred around the

generated mZ′ and a long tail towards smaller masses. These asymmetric tails result from the
off-shell production of the heavy resonance and from decay particles not reconstructed in the
jet. The distributions in mrec

Z′ of the signals are modelled with a Crystal-Ball function [59, 60],
which describes well the line shape of the simulated signals.

6 Systematic uncertainties
The analysis is dominated by the statistical uncertainty from the limited size of the data set.
This is reflected in the uncertainties in the fit parameters of the background functions from
Eq. (2), which have the largest effect on the sensitivity of the analysis. Several additional
sources of systematic uncertainties are considered, as these can affect the normalisation and
lineshapes of the signal distributions. The effect of each source of systematic uncertainty on the
signal normalisation is summarised in Tab. 1 and briefly described in the following.

Discrepancies in selection efficiencies between data and simulation are corrected with data-
to-simulation scale factors (SFs). The experimental uncertainties are evaluated by varying the
SFs up and down by one standard deviation for each uncertainty source. The resulting sys-
tematic uncertainties are treated as fully correlated across channels. The largest experimental
systematic uncertainty is related to the H jet identification using the PARTICLENET algorithm
and amounts to 2–5%. The uncertainty related to the rejection of double-b-tagged jets amounts
to 0.4–1.0%. The jet energy scale and resolution uncertainties amount to up to 2% each. Un-
certainties in the trigger efficiency, lepton identification and isolation are considered in the
charged lepton channels, leading to uncertainties of 3–6% for the electron channel and up to
1% for the muon channel. Additional systematic uncertainties originate from estimations of
the pileup contribution, the integrated luminosity [61–63], and trigger prefiring due to detector

Table 1: Sources of systematic uncertainties considered in this analysis, and their effect on the
signal normalisation. The uncertainty ranges correspond to different signal masses.

Source uncertainty
H jet identification 2.0–5.0%
b tagging veto 0.4–1.0%
Jet energy scale and resolution 0.2–2.0%
Pileup 0.3–1.8%
Luminosity 1.6%
Prefiring 0.3–0.8%

Source uncertainty
Trigger 0.9–1.5%
Muon identification 0.1–0.3%
Electron identification 5.2–5.9%
Lepton reconstruction 0.9–1.7%
PDF 0.3–13.4%
QCD scales 6.6–17.2%
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timing issues [26], each amounting up to 2%. While most of these uncertainties affect both,
the normalisation and shape of the signal distributions, the effect on the normalisation is the
dominating effect.

In addition, we consider theoretical uncertainties related to the production of the heavy reso-
nance. The signal cross sections are affected by the choice of the QCD renormalisation and fac-
torisation scales, as well as the uncertainties in the PDFs used to generate the signal samples.
The effect of these is estimated following the PDF4LHC recommendations [64], and results in
uncertainties of 6.6–17.2% and 0.3–13.4% for the scale variations and PDFs, respectively. The
uncertainties increase towards higher signal masses. We include these theory uncertainties in
the predictions of the production cross sections for Models A and B.

7 Results
The modified frequentist approach [65–67], known as the CLs criterion with the profile likeli-
hood ratio as the test statistic, is used in this search for setting limits on the possible presence
of a signal. We use the mZ′ and mT

Z′ distributions measured in the three SRs for the statistical
interpretation. The distributions in data are shown in Fig. 4. The background functions have
been obtained from a fit with the background-only hypothesis, where the parameters of the fit
functions have been left unconstrained to ensure an unbiased result. The data are in agreement
with the predicted backgrounds from SM processes.

We set upper limits at the 95% confidence level (CL) on the product of the resonance production
cross section σ (pp → Z′) and the branching fraction B (Z′ → ZH) as a function of mZ′ . The
expected limits obtained for the individual channels and their combination are shown in Fig. 5
(left). The neutrino channel is the most sensitive channel over the entire mass range because
of the larger branching fraction and the higher selection efficiency. The final expected and
observed exclusion limits resulting from the combination of the muon, electron and neutrino
channels are shown in Fig. 5 (right). The observed upper limits agree with the expected limits
from the background-only hypothesis within about one standard deviation over the full mass
range considered.

We observe an improvement in the sensitivity and the mass exclusion limit compared to the
the previous CMS analysis [16]. For mZ′ > 2.4 TeV, the analysis has better sensitivity than
the ≤1b category alone from the previous analysis by up to 50% on σ (pp → Z′)B (Z′ → ZH).
The analysis has better sensitivity than the 2b category for mZ′ > 3.4 TeV, where previously this
crossing point was at 3.85 TeV. The lower Z′ mass limits from this analysis alone are at 2.8 TeV
and 3 TeV for Models A and B, respectively. This is the first time that identification of H boson
decays to c quarks improves the sensitivity of a BSM search. These results demonstrate that the
sensitivity for very high resonance masses can be improved by considering alternative decay
channels than the H → bb decay, despite its much larger branching fraction. The best possible
constraints on the HVT model will be obtained from a combination with the 2b category of the
previous analysis.

The upper limits on the cross sections are translated into two-dimensional upper limits on the
coupling parameters for fermions, gF = g2cF/gV , and bosons gH = cH gV in the HVT model,
where g is the SU(2)L gauge coupling. The resulting exclusion contours are shown in Fig. 6.
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Figure 4: Distributions in mrec
Z′ and mT

Z′ for data in the SRs, together with fits of the background
functions under the background-only hypothesis for the muon (upper left), electron (upper
right), and neutrino (lower) channels. The number of observed events in each bin is divided by
the bin width. The signal predictions are shown for different Z′ masses.
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(left). The expected and observed limits from the combination of all final states are compared
to predictions from the HVT and limits from a previous analysis [16] (right).
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8 Summary
A search has been presented for the resonant production of a spin-1 particle with mass in the
range of 1.4–5 TeV and the decay into a Z and a Higgs (H) boson. The analysis is performed
using data recorded with the CMS detector at a centre-of-mass energy of 13 TeV, corresponding
to an integrated luminosity of 138 fb−1.

The final states explored include the Z boson decays into a pair of electrons, muons or neutri-
nos, and the hadronic decays of the H boson reconstructed as a single large-radius jet. A novel
approach analysing the flavour content and substructure of the H boson jet was deployed to
improve the sensitivity for high resonance masses. This analysis shows for the first time the
benefit of including H boson decays into cc and VV∗ → 4 quarks, where V denotes a W or Z
boson, besides the commonly used H → bb decays in searches for new physics.

Exclusion limits at 95% confidence level are set on both the mass of a heavy resonance and the
couplings to fermions and bosons in the HVT model. Resonances with masses below 3 TeV are
excluded.
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