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Abstract

We study analytic properties and integrable structures of the meson spectrum in large Nc

QCD2. We show that the integral equation that determines the masses of the mesons, often
called the ’t Hooft equation, is equivalent to finding solutions to a TQ-Baxter equation.
Our analysis extends some of previous results by Fateev et al. to general quark masses
m = m1 = m2, as a perturbative series of the mass parameter. This reformulation, together
with its relation to an inhomogeneous Fredholm equation, makes accessible the analytic
structure of the spectrum in the complex plane of the quark masses. We also comment on
applications of our techniques to non-perturbative topological string partition functions.
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1 Introduction

Understanding the mechanism of confinement in gauge theories has proven to be one of the

most challenging and intriguing unresolved questions in quantum field theory. The enduring

objective of analytically describing confinement in Quantum Chromodynamics (QCD) in

3+1 dimensions, as well as more generally, in strongly coupled gauge theories across various

dimensions, remains beyond our current capabilities. Consequently, in order to advance our

comprehension of the fundamental mechanisms underlying confining dynamics, it is often

advantageous to thoroughly analyse toy models that exhibit similar characteristics within

more controlled settings, enabling a more effective analytic approach to the problems.

Following this spirit, in this paper we focus on the 1+1-dimensional version of QCD,

coupled with quarks in the fundamental representation of the gauge group. This is one

of the most celebrated toy model for confining gauge theories, and significant effort has

been devoted, both analytically and numerically, to exploring its various aspects over the

years (See [1] and reference therein for a review of the topic). Upon considering the double

scaling limit in which the number of colors Nc is sent to infinity while taking the ’t Hooft

coupling g = g2YMNc fixed, the theory, widely known as ’t Hooft model in this limit and firstly

introduced in [2], becomes particularly simple and tractable. By taking the large Nc limit, all

but the Feynman diagrams that can be drawn on a two-dimensional sphere are suppressed,

and many emergent features of QCD2, that would not be evident from the Lagrangian,

are made accessible by this simplification [3]. Some of those characteristics, such as the

absence of deconfined quark states and the Regge-like behavior of meson spectra, are shared

with the four-dimensional version, making the ’t Hooft model one of the most intriguing

low-dimensional models for mesons in QCD4.

Remarkably the problem of determining the mass spectrum of mesons and their wave-

functions in the ’t Hooft model can be reformulated as an eigenvalue problem, which we

present here for reference, deferring a comprehensive explanation of its significance to the

main text:

2π2λn ϕn(x) =

[
α1

x
+

α2

1− x

]
ϕn(x)−

 1

0

dyP 1

(x− y)2
ϕn(y) (1.1)

Here α1,2 and λn are related to the quark masses m1,2 and the meson mass Mn by

α1,2 =
πm2

1,2

g
− 1 , λn =

M2
n

πg
, (1.2)

with g being the ’t Hooft coupling g = g2YMNc. This eigenproblem, often referred to as ’t
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Hooft Equation, can be solved numerically with arbitrary precision and accuracy. The main

benchmark characteristics of this theory that we have listed above can be directly inferred

by direct numerical solution of (1.1) [2,4,5]. However, we believe that the eigenproblem (1.1)

deserves a more thorough analytical treatment for reasons that we describe below.

Firstly, in the seminal work [6], Fateev, Lukyanov and Zamolodchikov found that the

’t Hooft equation, when quark masses are set to a special value (α1 = α2 = 0), can be

reformulated as a Baxter TQ-system — the equations that describe the spectrum of general

(1 + 1)-dimensional integrable systems. While this observation was intriguing, it remained

unclear whether it was just a mathematical coincidence or indicative of deeper underlying

structures, as their analysis was limited to the specific mass value1. In this paper, we extend

their findings by demonstrating that these structures persist for general masses, providing

compelling evidence for the existence of hidden structures in the ’t Hooft model. Secondly,

there has been a recent resurgence of interest in the study of adjoint QCD in two dimensions,

i.e. two-dimensional Yang-Mills theory coupled to quarks in the adjoint representation of the

gauge group [7–21]. This serves as an interesting toy model of confining fluxtubes since the

quarks in the adjoint representation can introduce nontrivial dynamics without making the

fluxtubes to break2. In particular, there are indications that the dynamics on the confining

fluxtube may become integrable in certain limits [24–28]. To address this question more

concretely, it is valuable to thoroughly study an integrable structure of a simpler, solvable

theory like the ’t Hooft model. This is precisely what we aim to achieve in this paper.

To be more specific, we illustrate that, in the Fourier space relative to the rapidities

θ = 1
2
log
(

x
1−x

)
, ’t Hooft equation can be can be transformed into a finite-difference operator

that has the same structure as a Baxter TQ-relation:

Q(ν + 2i) +Q(ν − 2i)− 2Q(ν) =
−4πλ

2α
π
+ ν coth

(
π
2
ν
) Q(ν), α =

α1 + α2

2
(1.3)

On top of unveiling a very interesting structure typical of integrable systems, this reformu-

lation of the problem is particularly suitable for analytical methods, especially for the case

α1 = α2 = α. Starting from the TQ system, we can construct expressions for the following

spectral sums:

G
(s)
+ (α) =

∞∑
n=0

1

λs2n
, G

(s)
− (α) =

∞∑
n=0

1

λs2n+1

, (1.4)

1In [6], they reported preliminary results for general α’s without derivations, announcing an upcoming
publication. However, the paper announced never appeared to our knowledge.

2This is true only for massive quarks. As discussed in [17, 22, 23], the theory is not confining when the
quark masses are zero.
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Such results for α = 0 have been obtained by Fateev, Lukyanov and Zamolodchikov [6]. We

will extend those results by developing a systematic perturbation in the mass parameter α.

Another noteworthy result that we can extract from the TQ-system is an asymptotic

approximation for the meson wavefunctions, which, although being constructed to be only

asymptotic, turn out to approximate remarkably well the numerical solutions. These results

are potentially useful for the evaluation of scattering amplitudes of mesons, which are known

to be given by overlaps of meson wavefunctions [1, 4, 29].

In addition to this, we deduce important properties of the model that we anticipate

here: as a function of the complex parameter α, λ(α) exhibits a square-root branch point

at α1 = α2 = −1 where the chiral symmetry becomes exact and a massless meson emerges.

One of the pivotal advantages of recasting ’t Hooft equation in ν-space is that it makes

straightforward to extend the analysis to the complex plane of the masses α ∈ C. Indeed, we
illustrate that as we analytically continue onto the second sheet beyond the chiral-symmetry

branch cut, there are infinitely many branch-point singularities accumulating at λ = ∞ at

special values of the (complex) masses corresponding to which one of the even eigenvalues

turns zero.

Notably, this emergent structure is not specific to the ’t Hooft model. We can consider

an extension of the ’t Hooft model known as the generalized Yang-Mills (gYM2), obtained by

replacing the kinetic term for the field strength F with a BF coupling involving an adjoint

scalar field B and introducing an arbitrary potential V (B) for it:

L =
N

8π
TrB ∧ F − N

4π
V (B) + ψa (iγ

µDµ −ma)ψa (1.5)

For this very large class of models, we demonstrate that, employing the same spectral rep-

resentation, the associated bound state ’t Hooft equation can be casted into the exact same

form of (1.3), with a transfer matrix T (ν) determined in a closed form for any given V (B).

Many of the key features of the ’t Hooft model that we demonstrate in this paper persist

in this generalization. Presenting the properties of these models is the subject of the sec-

ond part of this project [30]. This, together with other results, suggest that the analytical

structures unveiled in this problem, and in particular the singularities in the complex plane

of the couplings, might be a universal feature of confining two-dimensional theories and are

therefore worth investigation.

Furthermore, similar spectral problems of integral operators and TQ-systems appear

in the context of topological string [31–35]; we comment on possible applications of our

techniques in Section 7.
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The outline of the paper is the following: In Section 2, we review the derivation of

the ’t Hooft equation, which determines the spectrum of mesons. In Section 3, we explain

how to rewrite the ’t Hooft equation into a TQ-Baxter equation and extend it to arbitrary

values of the meson mass λ by introducing an inhomogeneous term to the ’t Hooft equation.

This can be achieved systematically using the framework of the inhomogeneous Fredholm

equation. In Section 4, we discuss the properties of the meson spectrum as we analytically

continue the quark masses to complex values. In particular, we show that the complex

quark mass plane contains infinitely many branch cuts, each of which starts from a point

where one of the mesons becomes massless. We suggest that each of those points describes

a “critical point”; namely their infrared dynamics is described by a nontrivial CFT. Further

results, both numerical and analytical, as well as the results for wavefunctions are provided in

Section 6. Quite surprisingly, the asymptotic expansion of the wavefunction approximates

them quite well even for the low-lying spectrum. In Section 5, we explain how to extract

the spectral data from the TQ-equation, generalizing the discussion in [6] for a special quark

mass. The techniques employed here are likely to be useful in other setups in which the

inhomogeneous Fredholm equation and TQ-equations show up, such as non-perturbative

topological string discussed in Section 7. Finally in Section 8, we give a summary and

discuss various future directions. Appendices are included to explain technical details.

Notes Added: After the first version of this paper, a beautiful paper [36] appeared in

arXiv, which determined the spectral sums and the asymptotic expansion of the Q-functions

and the meson masses, fully non-perturbatively in α. The methods employed here are

different since we performed the perturbative expansion in α which leads to different analytic

structures of the relevant function. Nevertheless the resulting expressions are in agreement

with those in [36], once expanded in α. Also, the first version of this paper contained

some analysis on the asymptotic expansion of the meson spectrum. However, the argument

employed there relied on the use of conjectural identities (generalizing (2.17) of [6]), which,

upon further inspection, we concluded is not trustworthy. We thus removed a relevant

subsection.
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2 Review: The ’t Hooft model for mesons

2.1 Conventions

Before starting our discussion, let us summarize notations and conventions used in this

paper. We work with two-dimensional Minkwoski metric g00 = −g11 = 1, and we take the

γ-matrices γ0 = ( 0 1
1 0 ), γ

1 = ( 0 −1
1 0 ). We define lightcone coordinates as: x± = 1√

2
(x0 ± x1),

p± = 1√
2
(p0 ± p1). In this coordinates, the γ-matrix algebra takes the form {γ+, γ−} = 2,

γ2+ = γ2− = 0.

2.2 Derivation of the ’t Hooft equation

We now review the key features of the ’t Hooft model that will be useful for our discussion.

For more details, see the original paper [2], which is quite pedagogical. ’t Hooft considered

an SU(N) YM theory in two dimensions coupled to fundamental massive fermions. In the

large number of colors limit N → ∞ the theory admits a double scaling limit taken for the

’t Hooft coupling g = g2YMN being fixed. The Lagrangian is the standard YM Lagrangian

with a = 1, · · · , Nf being the flavour index:

L = −1

4
TrF ∧ ⋆F +Ψa(i /D −ma)Ψa (2.1)

As customary in 2-dimensional theories, we take lightcone coordinates, where the theory

greatly simplifies upon fixing lightcone gauge A− = 0 as the field strength is linear in the

fields, there are no ghosts and non-linear interactions between gauge fields are set to zero.

Denoting A+ = A, in this gauge the Lagrangian is:

L = −1

2
(∂−A)

2 +Ψa(iγµ∂
µ −ma − gYMγ−A)Ψa (2.2)

Exact quark propagator. The lightcone gauge leads to a drastic simplification of Feyn-

man rules. Since the quark-antiquark-gluon vertex only involves γ− satisfying γ2+ = γ2− = 0

and γ+γ−γ+ = 2γ+, the terms proportional to ip+γ− +ma in the quark propagator (high-

lighted in red below) do not contribute when they appear in internal legs3:

⟨Ψa(p)Ψa(−p)⟩ =
ip−γ++ip+γ− +ma

2p+p− −m2
a + iϵ

, (2.3)

3These terms do give non-vanishing contributions if the fermion propagators show up in the external
legs. We can however project them out by multiplying γ−’s from outside. In the subsequent analysis, we
implicitly perform such a projection.
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As a result, we can focus on the component proportional to γ+ and the Feynman rules

simplify to

i i
j j

⟨A(p)A(−p)⟩ = −i 1
p2−

, (2.4)

i, a i, a ⟨Ψa(p)Ψa(−p)⟩ =
ip−

2p−p+ −m2
a + iϵ

, (2.5)

i, a

j, a

i

j
⟨Ψa ΨaA⟩ = −2igYM , (2.6)

while fermionic loops are subleading in a 1/N expansion and are absent in the planar limit.

These simplifications make it possible to obtain an explicit expression for the full (non-

perturbative) fermion propagator S(p) obtained by a resummation of the 1PI contribution

Σ(ma, p):

S
p p

=
p

+ 1PI
p p

+ 1PI 1PI
p p

+ · · ·

=
ip−

2p+p− −m2
a − p−Σ(ma, p) + iϵ

(2.7)

In the planar limit, the 1PI contribution can be bootstrapped through the Dyson equation:

Σ(ma, p) = 1PI
p p

= S
p

k

p

p− k

(2.8)

that can be remarkably solved explicitly in this case (see [2] for a derivation) leading to

Σ(ma, p) =
g

π

(
sgn(p−)

ρ
− 1

p−

)
S(p) =

ip−
2p+p− −m2 + g/π − g|p−|/(ρπ)

(2.9)

where ρ is an IR regulator that must be introduced to cancel the infrared divergence. The

introduction of this sharp cutoff should be regarded as an intermediate step since, in any

gauge-invariant observables, factors containing ρ cancel in the limit ρ → 0. On the other
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hand, any UV divergence is absent (upon symmetric regularisation) as a consequence of the

super-renomalizability of QCD2.

The form of the propagator illustrates the confining nature of the interaction: upon

sending ρ→ 0, the pole of the full propagator, i.e. the effective mass that re-summes all the

quantum corrections, is moved to ∞, signalling the absence of on-shell free quark states in

this model. One can also understand it directly from the Lagrangian (2.2) by integrating

out the gauge field and obtaining a confining linear potential between quarks:

A(x+, x−) = −
∑
a

g

2

ˆ
dy− |y− − x−| ja(x+, y−), ja = ΨaΨa

L ⊃
ˆ
dx1 dx2 j

0(x0, x1)|x1 − y1| j0(x0, y1)
(2.10)

These arguments already capture the qualitative behavior of the quark-antiquark states and

lead to the expectation that, in the quark-antiquark vertex, only bound state are formed

and the spectrum is purely discrete.

Bethe-Salpeter equation. The remarkable feature of this model is that we can go beyond

this rudimentary analysis and construct explicitly the meson states. Generically, bound

states arise as a result of summing up infinitely many interaction diagrams between their

constituents. Such a resummation leads to the so-called Bethe-Salpeter equation, which can

be viewed as a Schrödinger equation for bound states. Its derivation is standard textbook-

material by now and we briefly review it here. In quantum field theory, the spectrum of

particles can be read off from poles of the Green function. This statement, well-known for

the one-particle spectrum, holds true also for bound states. Namely, two-particle bound

states appear as poles of the two-particle Green function G(4) ≡ G(4)(x1, x2;x3, x4). The

Green function satisfies an inhomogeneous Dyson equation analogous to (2.8),

G(4)(x1, x2;x3, x4) = S(x1 − x3)S(x2 − x4)

+

ˆ
d2y1 · · · d2y4 S(x1 − y1)S(x2 − y2)K(y1, y2; y3, y4)G(4)(y3, y4;x3, x4)

(2.11)

where K(y1, y2; y3, y4) is the full irreducible interaction kernel and S in the full two-point

function of the constituents of the meson (the S we computed above). As stated above,

G(4)(x1, x2;x3, x4) will have poles in momentum space corresponding to the mass of the

bound state M2, so that, in the vicinity of a pole, the Green function can be approximated
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as G(4)(p, r, P ) ∼ Φ(r,p)Φ(p,r)
P 2−M2 where Φ is bound state wavefunction4. Then, the 4-point Dyson

equation near the pole reduces to the following homogeneous Dyson equation,

Φ(p, r) = S(p)S(p− r)

ˆ
d2kK(k, p, r) Φ(p+ k, r) (2.12)

which is known as the Bethe-Salpeter equation. In general, K(k, p, r) is a complicated object,

containing all the interactions among the constituents. Normally, one then approximates the

full interaction kernel by considering only a subset of diagrams. The most common approx-

imation is the so-called rainbow-ladder approximation in which one only resums rainbow

diagrams for each constituents and ladder diagrams between constituents. Normally, this

is just a (non-systematic) approximation scheme. However, in the planar limit, it gives an

exact answer since fermionic loops are suppressed by 1/Nc

ΦA
B(p, r) = ΦA

B

S

S

p− rp− r

pp

=
S

S

S

S
ΦA

B

p− r p− r

pp

k

p+ k − r

p+ k

(2.13)

and contains the full quantum dynamics of the quark-antiquark bound states. Explicitly, it

takes the form:

ΦA
B(p, r) = −4g

i
S(p)S(p− r)

ˆ
dk+ dk−
(2π)2

ΦA
B(p+ k, r)

k2−
(2.14)

with S(p) being the full propagator in (2.9). Although it is not possible to solve analytically

for this equation, it can be recast into a one dimensional eigenvalues problem. Namely, upon

employing the variables:

αa,b =
πm2

a,b

g
− 1, 2r+ r− = πgλ, x =

p−
r−
, x ∈ [0, 1], (2.15)

the “average” function ϕa
b (x) =

´
dp+Φa

b (p, r) is readily shown to satisfy the following equa-

tion [2]:

2π2λϕa
b (x) =

(
αa

x
+

αb

1− x

)
ϕa
b (x)−

 1

0

dy
ϕa
b (y)

(y − x)2
=: H ϕa

b (x) (2.16)

widely referred to as the ’t Hooft equation5.

4More precisely, it is a transition amplitude between the constituents and the bound state: ⟨Ω|ψ ψ|Φ⟩.
5Since in the planar limit fermion loops are suppressed, ’t Hooft equation depends on the flavour symmetry

only through the masses of the quarks pairwise. In addition, since this equation describes gauge-invariant
bound states, any dependence on the regulator ρ has disappeared.
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Boundary condition and hermiticity. The eigenproblem (2.16) is the main focus of

our paper and therefore its characteristics deserve a thorough discussion. The behavior of

the wavefunction close to the boundaries at x = 0 and 1 cannot be simply deduced from the

equation itself; rather it requires careful analysis on the regularity near the boundaries and

the hermiticity of the Hamiltonian.

Assume that the solutions have a power-law behavior near the boundaries of[0, 1]:

ϕa
b (x ∼ 0) ≃ xβa , ϕa

b (x ∼ 1) ≃ (1− x)βb . (2.17)

As shown in [2], the hermiticity of the Hamiltonian requires the wave function to vanish

at the boundaries i.e. βi ≥ 0. In addition, it turns out that one needs to impose βi < 1.

To see this, let us analyze the behavior of (2.16) near x = 0. The first term on the RHS,

αa
ϕ(x)
x
, behaves as ∝ xβ1−1. To reproduce the LHS, which decays faster as xβ1 , it needs to

be cancelled by the integral term, which can be approximated as

−
 1

0

dy
ϕ(y)

(x− y)2
x∼0∼

πβ1 cot(πβ1)xβ1−1 β1 < 1 ,

O(1) β1 ≥ 1 .
(2.18)

As shown above, for β1 < 1 the boundary behavior is singular and can be computed simply

by substituting ϕ(x) = xβ1 to the integral. On the other hand, for β1 ≥ 1 the integral is

dominated by the behavior of ϕ away from x ∼ 0, and is generically O(1). Thus, requiring

the cancellation forces us to take β1 < 1. A similar analysis at x ∼ 1 shows that β2 < 1 as

well. To be more precise, the cancellation is guaranteed if βi satisfies the following6 :

αi + πβi cot(πβi) = 0, 0 ≤ βi < 1 (i = a, b) . (2.19)

See also §29 of [37] or recent discussions in [38]. For any fixed αi ≥ −1, the solution to these

conditions (2.19) is unique and it unambiguously determines the boundary behavior7.

For this space of functions with the boundary conditions, the “Hamiltonian” H is Her-

6For integral equations of the Cauchy kind on a finite interval on the complex plane, which only contains
first-order poles (unlike ours which contains second-order poles), the boundary behavior of solutions is well-
studied [37]. The most general boundary condition in such cases is βi = Reβi + iImβi with −1 ≤ Reβi ≤ 0,
Imβi ∈ R. Our results can be retrieved from it by imposing the reality condition and performing a simple
differentiation [38] since the double pole principal value regularization (Hadamard regularization) is nothing

but the derivative of the Cauchy principal value, i.e.
ffl b

a
f(t)

(t−x)2 = d
dx

ffl b

a
f(t)
t−x . Complex boundary conditions

will show up also in our analysis, as we extend the problem to imaginary masses (αi < −1).
7For αi > −1, the exponents are strictly positive, and henceforth (2.17) correspond to Dirichlet boundary

conditions in the box [0, 1]. On the other hand for α = −1, the eigenfunction does not vanish at the boundary.
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mitian and positive definite [2]:

(ϕ,Hψ) =

ˆ 1

0
dx

[
α1 + 1

x
+
α2 + 1

1− x

]
ϕ∗(x)ψ(x) +

1

2

ˆ 1

0
dx

ˆ 1

0
dy

(ϕ∗(x)− ϕ∗(y)) (ψ(x)− ψ(y))

(x− y)2

(2.20)

Furthermore, the divergence of the potential at boundary of the box guarantees that the

spectrum is purely discrete and non-degenerate. This confirms our expectations and shows

that the spectrum of QCD2 (at least at the leading order in 1/N) only contains mesonic

bound states and no free quark states, as the latter would be associated with a continuous

spectrum. We remark that as a function of αi ∈ C, the Hamiltonian is explicitly not-

Hermitian. For R ∋ α < −1, i.e. for purely imaginary quark masses, the scalar product is

not longer positive definite and the Hamiltonian in this case is non-Hermitian as well.

Charge conjugation/parity. Solving the (discrete) eigenproblem defined by (2.16), al-

lows us to extract the physical spectrum of mesons in the ’t Hooft model: the eigenfunction

(ϕa
b )n correspond to the n-th excited bound state of the quark-antiquark meson and the cor-

responding eigenvalues µ2
n is related to the invariant mass of the bound state. The eigenstates

can be chosen to be real ϕ∗(x) = ϕ(x), given that the equation is real and the spectrum is

non-degenerate. Solutions of (2.16) are also eigenstates of the charge conjugation C, which
is an exact symmetry of H and acts as a parity in x-space8:

(ϕb
a)n(x) = (−1)n(ϕa

b )n(1− x) . (2.21)

3 ’t Hooft equation as a TQ-system

For many years, the eigensystem (2.16) has been investigated either by means of numerical

methods or by the WKB approximation (for instance [39]). Although this approach has been

fruitful in illustrating many interesting features of the model, here we pursue the approach

initiated in [6] that illustrates rich and emergent analytical structures that can be used to

construct explicit analytical solutions in terms of asymptotic series. The paper [6] focused

on the special case α1 = α2 = 09. Here, we extend their results to the more general case

α1 = α2 ̸= 0, following closely the arguments in [6]. Some of our results apply also to the

most general case of α1 ̸= α2.

8To see that this is the correct parity in the box, one can go to the “Regge” limit µ2 → ∞ where
ϕn ∼ sin(nπx).

9Recall that this does not correspond to any special physical limit of the problem but simplifies greatly
the eigenproblem.
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3.1 Spectral representation

The crucial idea is considering a suitably defined “Fourier space” (or the “Mellin space”)

defined by the Fourier transform with respect to the “rapidity” variable10 θ = 1
2
log
(

x
1−x

)
:

Ψ(ν) = F [ϕ(x)](ν) =

ˆ 1

0

dx

2x(1− x)

(
x

1− x

) iν
2

ϕ(x) =

ˆ +∞

−∞
dθ eiνθϕ(θ) (3.1)

Being a Fourier transform, this integral transformation can be inverted as follows:

ϕ(x) = F−1[Ψ(ν)](x) =

ˆ +∞

−∞

dν

2π

(
x

1− x

)− iν
2

Ψ(ν) (3.2)

It is worth noting that essentially the same rewriting was used in the analysis of the so-called

ladder-limit of Wilson loop in N = 4 super Yang-Mills [41–43], in order to reformulate the

Bethe-Salpeter equation governing the spectrum of operators into the Baxter TQ-system.

’t Hooft equation in the spectral space. Let us express (2.16) in the ν-space. To do

that, it is convenient to multiply x(1 − x) to (2.16). Then upon going to rapidity space,

x = 1
1+e−2θ , we can just apply the usual properties of the Fourier transform, together with

the identity:

x(1− x)

ˆ +∞

−∞

dν

2π

 1

0

dy
1

(x− y)2

(
y

1− y

)i ν
2

Ψ(ν) = F−1
[πν
2

coth
(π
2
ν
)
Ψ(ν)

]
, (3.3)

to obtain the following form of (2.16) in the ν-space:

λ

ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh
(
π
2
(ν − ν ′)

) Ψa
b (ν

′) =

[
ν coth

(π
2
ν
)
+
α1 + α2

π

]
Ψa

b (ν)

+

ˆ +∞

−∞
dν ′ P i(α2 − α1)

2 sinh
(
π
2
(ν − ν ′)

)Ψa
b (ν

′) .

(3.4)

The factor of i multiplying the term proportional to the mass difference is crucial. Charge-

conjugation C, that is an exact symmetry of the system for real values of α, is readily shown

to act in ν-space with complex conjugation of the wavefunctions:

(
Ψb

a

)∗
n
(ν) =

ˆ 1

0

dx

2x(1− x)

(
x

1− x

)− iν
2

(ϕa
b )n (1− x) = (−1)n (Ψa

b )n (ν) . (3.5)

10This representation was considered also in [40].
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Then, the complex conjugate of (3.4) is satisfied by (Ψa
b ) (ν) rather than

(
Ψb

a

)
(ν), and the

factor of i in the last term takes care of exchanging the masses of the two quark constituents

αa ↔ αb under the complex conjugation.

Let us now specialize to α1 = α2 = α and use the notation Ψa
a(ν) = Ψ(ν). We then arrive

at the following form of the ’t Hooft equation in the ν-space

λ

ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh
(
π
2
(ν − ν ′)

) Ψ(ν ′) =

[
ν coth

(π
2
ν
)
+

2α

π

]
Ψ(ν) . (3.6)

The solutions Ψ(ν) have to decay at ν → ±∞ to guarantee that the norm of the eigenfunc-

tions is finite; we will refine this below by showing that the decay is actually exponential.

A key advantage of recasting the problem in the ν-space (3.6) is that this transformation

turns a highly singular kernel affected by a (double-pole) principal-value prescription to a

regular one. In fact, upon redefining further the function Ψ as:

ϕ(ν) =
√
f(ν)Ψ(ν), f(ν) = ν coth

(π
2
ν
)
+

2α

π
, (3.7)

the equation (3.6) takes a form of a homogeneous Fredholm equation of the second kind, a

well-studied subject in mathematics: [44,45]:

ϕ(ν) = λ

ˆ ∞

−∞
dν ′ κ(ν, ν ′)ϕ(ν ′), κ(ν, ν ′) :=

π(ν − ν ′)

2 sinh
(
π
2
(ν − ν ′)

) 1√
f(ν) f(ν ′)

. (3.8)

For α > −1, the kernel κ(ν, ν ′) defines a Hilbert–Schmidt integral operator11 [44]. This

follows from the following properties of f(ν),

∂f(ν)

∂(2α
π
)
= ν coth

(π
2
ν
)
+ 1 > 0 ∀ν, min

ν∈R
f(ν)

∣∣∣∣
α=−1

= 0 , (3.9)

which guarantees that f(ν) never vanishes in the considered ranges of αi and κ(ν, ν ′) has

a finite L2(R2) norm. This, together with (fast) decaying of the wavefunctions at infinity,

is sufficient to show the uniqueness of the solution of (3.8) in L2(R) [44]. By contrast, the

analysis for α = −1 is more subtle as we will discuss below.

11Note the similarities with the kernel in (2.1) of [46], also considered in [47]. See also related works
[32,33,48,49] and references therein,
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Parity and norm. The Fourier-space function also enjoys similar parity properties, as

illustrated by the simple calculation:

Ψn(−ν) =
ˆ +∞

−∞
dx

ϕn(x)

x(1− x)

(
x

1− x

)− iν
2

=

ˆ +∞

−∞
dx

ϕn(1− x)

x(1− x)

(
x

1− x

) iν
2

= (−1)n Ψn(ν);

(3.10)

As discussed in [2], the wave functions ϕn(x) form an orthonormal and complete set in the

considered Hilbert space of functions. This can be rephrased in ν-space as:

λn δnm = λn

ˆ 1

0

dxϕn(x)ϕ
∗
m(x) = (3.11)

= λn

ˆ +∞

−∞

dν

2π

ˆ +∞

−∞

dµ

2π
Ψn(ν)Ψ

∗
m(µ)

ˆ 1

0

dx

(
x

1− x

) i
2
(ν−µ)

= λn

ˆ +∞

−∞

dν

2π

ˆ +∞

−∞

dµ

2π
Ψn(ν)Ψ

∗
m(µ)

π(ν − µ)

2 sinh
(
π
2
(ν − µ)

)
(3.6)
=

ˆ +∞

−∞

dµ

2π

f(µ)

2π
Ψn(µ)Ψ

∗
m(µ) (3.12)

The measure f(µ) is the same as the one defined in (3.7). Another important fact is the

asymptotic behavior of the Ψ(ν): in order to guarantee finiteness of the L2-norm, Ψ(ν) needs

to decay at least polynomially fast on the real axis.

Massless quarks. At α = −1, the quarks are exactly massless and the theory possesses

exact chiral symmetry. f(ν) has a (double) zero in ν = 0 and the conditions above are not

satisfied. Indeed we can see that, for α = −1 and λ = 0, (3.6) reduces to:[
ν coth

(π
2
ν
)
− 2

π

]
Ψ(ν) = 0 (3.13)

and both Ψ(ν) = δ(ν) and Ψ(ν) = δ′(ν) solve the equation above. While the first solution

in x-space is just the constant ϕ(x) = 1, the second correspond to a logarithmic solution

F [δ′(ν)] = i log
(

x
1−x

)
, with finite L2[0, 1] norm:

ˆ 1

0

(
log

(
x

1− x

))2

=
π2

3
. (3.14)
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Although the solution diverges logarithmically at the boundaries, it can be verified explicitly

that it solves the ’t Hooft equation in x-space with λ = 0:

 1

0

dx
log
(

x
1−x

)
(x− y)2

= lim
ϵ→0+

1

2

[ˆ 1

0

dx
log
(

x
1−x

)
(x− y + iϵ)2

+

ˆ 1

0

dx
log
(

x
1−x

)
(x− y − iϵ)2

]
(3.15)

= − lim
ϵ→0+

1

2

[
log(−y + iϵ)− log(1− y + iϵ)

(1− y + iϵ)(y − iϵ)
+

log(y + iϵ)− log(−1 + y + iϵ)

(1− y − iϵ)(y + iϵ)

]
(3.16)

Now, given that y ∈ (0, 1), we have to be careful while performing the limit ϵ → 0+ to take

the correct logarithmic branch:

lim
ϵ→0+

log(−ζ + iϵ) = log
(
ζ e+iπ

)
= log(ζ) + iπ; ζ = y, (1− y) > 0 (3.17)

Thus, we have  1

0

dx
log
(

x
1−x

)
(x− y)2

= −
log
(

y
1−y

)
y(1− y)

, (3.18)

from which we deduce that the ’t Hooft equation (2.16) with α = −1 is satisfied by log
(

x
1−x

)
.

Nevertheless this solution does not correspond to a physical mesonic state. This degener-

acy between physical and unphysical solutions leads to interesting analytic structure of the

spectrum (as a function of mass squared) as we will discuss thoroughly in section 4.

Bethe-Salpeter approximation in Ising Field Theory. Before proceeding further, let

us point out a similarity with the so-called Ising field theory (IFT), i.e. Ising CFT perturbed

by both magnetic field and temperature. In the “rapidity” variable, the ’t Hooft equation

(2.16) takes the form(
π2λ

2 cosh2 θ
− αa + αb

2
+
αa − αb

2
tanh θ

)
ϕb
a(θ) = −2

 +∞

−∞
dφ

1

sinh2(θ − φ)
ϕb
a(φ) . (3.19)

In the equal mass limit, this equation is similar to the Bethe-Salpeter approximation of

IFT [50]. In a small external magnetic field approximation of IFT, the stable particles in

the spectrum share similarities with bound states in QCD2 behaving exactly as mesons (see

[50]). In this limit, one can expand around the free theory of Majorana fermions with mass

m and obtains the Bethe-Salpeter equation by looking at the eigenstates of the perturbed

Hamiltonian Hfree+h
´
σ that are only of the form of two-particle state, and ignoring all the
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higher-particle contributions:(
m2 − M2

cosh2 θ

)
Ψ(θ) = f0

 +∞

−∞

dθ′

2π

(
2
cosh(θ − θ′)

sinh2(θ − θ′)
+

1

4

sinh θ sinh θ′

cosh2 θ cosh2 θ′

)
Ψ(θ′) (3.20)

(Here f0 is the “string tension” scale and is proportional to the strength of the magnetic field

h.) This equation determines the spectrum of the Ising mesons that share many interesting

features with the ones of the ’t Hooft model, which we will discuss in Section 4.4. Higher-

particle states will contribute at higher order in h, with the two particle sector being the

dominant in h→ 0. In this sense, h plays the same role of 1/N in the ’t Hooft model.

3.2 TQ-relation

Let us consider again the ’t Hooft equation with equal masses (3.6), that we display here for

convenience:

λ

ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh
(
π
2
(ν − ν ′)

) Ψ(ν ′) =

[
ν coth

(π
2
ν
)
+

2α

π

]
︸ ︷︷ ︸

=:f(ν)

Ψ(ν) .
(3.21)

The function
√
f(ν)Ψ(ν) is a solution to a Fredholm equation of the second kind with a

Hilbert-Schmidt kernel. In particular the right hand side f(ν)Ψ(ν) does not have any singu-

larities in the strip (−2i, 2i) where we can analytically continue both the l.h.s. and the r.h.s.

of the equation12. Then, the Q-function defined by

Q(ν) = sinh
(π
2
ν
)
f(ν)Ψ(ν) (3.22)

does not have any singularity in the strip [−2i, 2i], grows slower than an exponential at

ν → ±∞ on the real line, and satisfies the related integral equation:

Q(ν) = λ sinh
(π
2
ν
)ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh
(
π
2
(ν − ν ′)

) Q(ν ′)

sinh
(
π
2
ν ′
)
f(ν ′)

, (3.23)

Furthermore, it follows from the absence of poles of f(ν)Ψ(ν) as well as (3.23) that

Q(0) = Q(±2i) = 0 , (3.24)

12If we analytically continue outside of the strip, the integral kernel gets modified because of poles crossing
the integration contour. We will discuss this in detail in Section 4.
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where sinh
(
π
2
ν
)
vanishes. The equation (3.24) can be regarded as the “quantization” condi-

tion as we will discuss in Section 3.3.

We can extend the asymptotic behavior of the Q-functions to the entire strip [−2i, 2i].

To do so, we use (3.23) to verify that the Fourier transform of Q(ν) := Q(ν)

sinh(π
2
ν)

,

Q̂(y) := F [Q(ν)] (y) =

ˆ +∞

−∞
dν

Q(ν)

sinh
(
π
2
ν
)eiνy , Q̂ξ(y) := F [Q(ν + iξ)](y) , (3.25)

satisfies the following relation:

Q̂ξ(y) = λ
πe−yξ

cosh2(y)
F [Q/f ] (y) = λ

πe−yξ

cosh2(y)
F [Ψ] (y) . (3.26)

Since Ψ(ν) is L2 and decays at least polynomially on the real axis, (3.26) implies automati-

cally that also Q̂ξ(y) and consequently Q(ν+ iξ) are L2 for any |ξ| < 2. We thus deduce that

Q(ν) decays at least polynomially for any Im ν ∈ [−2i, 2i] at |Re ν| → ∞. Upon evaluating

(3.26) at ξ = ±2, one can easily show

Q̂2(y) + Q̂−2(y) = −2Q̂(y) + (4πλ)F [Q/f ] (y) . (3.27)

This is the Fourier transform of the following difference equation13,

Q(ν + 2i) +Q(ν − 2i) + 2Q(ν) =
4πλ

f(ν)
Q(ν) , (3.28)

which can be further rewritten in terms of the original Q-function as follows14:

Q(ν + 2i) +Q(ν − 2i)− 2Q(ν) =
−4πλ

ν coth
(
π
2
ν
)
+ 2α

π

Q(ν) (3.29)

This illustrates the advantage of going into the ν-space. Here the integral equation

was recast into the finite-difference equation having the form of the so-called TQ-Baxter

equation, which appears in the study of integrable systems. To each solution Ψ(ν) of (3.6)

decaying at least polynomially at |Re ν| → ∞, there is an associated solution Q(ν) of (3.29)

analytic in the strip (−2i, 2i), and growing slower than any exponential at |Re ν| → ∞.

13We also present an alternative and more direct proof of (3.28) and (3.29) in Appendix A.
14The reason for which we prefer this latter formulation in terms of Q(ν) rather than Q(ν) will be clear only

in section 3.3 where we extend the problem to an inhomogeneous one; at this level the two are completely
equivalent.
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This asymptotic behavior, together with the quantization condition (3.24), determines the

discrete spectrum of the ’t Hooft equation. As we will discuss respectively in Section 5 and

6.1, this reformulation as the TQ-system makes possible to obtain asymptotic expansions

for eigenvalues and as well as for the eigenfunctions.

From TQ back to ’t Hooft. With the aforementioned asymptotic behavior, the converse

is also true: any solution Q(ν) to the TQ-system subject to the asymptotic conditions gives

a solution to (3.6). This can be proven15 by noting that if Q(ν) satisfies (3.29), the difference

between the l.h.s. and r.h.s. of (3.23),

h(ν) = Q(ν)− λ sinh
(π
2
ν
)ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh
(
π
2
(ν − ν ′)

) Q(ν ′)

sinh
(
π
2
ν ′
)
f(ν ′)

, (3.30)

extends to a periodic function

h(ν + 2i) + h(ν − 2i) = 0 , (3.31)

that is also entire and bounded in the strip as it does not have poles and decays at infinity; the

only such function is a constant function and it has to be h(ν) = 0 as fromQ(0) = Q(±2i) = 0

we deduce that h(±2i) = h(0) = 0. This completes the proof of the equivalence between the

Baxter-TQ equation (3.29) and the integral equation determining the spectrum of mesons in

the ν-space (3.6), and illustrates an interesting “integrable” structure underlining ’t Hooft

equation.

Decay of the eigenfunctions. As a simple application of the TQ-system presented above,

let us derive a stronger16 condition on the decay of the eigenfunctions of the ’t Hooft equation.

For any q(ν) periodic with period 2i and growing less than exponentially, Q(ν) ≍ eπkνq(ν)

satisfies the ν ≫ 1 limit of (3.29):

Q(ν + 2i) +Q(ν − 2i)− 2Q(ν) +
4πλ

ν
Q(ν) ≍ −4eπkνq(ν) sin2(kπ) +O(ν−1) (3.32)

as long as k ∈ Z. Now, given that q(ν) can be chosen arbitrarily, in order to guarantee

that Q(ν) grows slower than an exponential, we must require k ≤ 0. Henceforth, this al-

ready slightly more refined analysis demonstrates that requiring Q(ν) less than exponentially

15A similar argument is used in [51] to prove Lemma 2 and 3.
16Stronger then the polynomial decay.
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growing and Ψ(ν) decaying at infinity, automatically implies that the solutions Ψ(ν) decay

exponentially at infinity.

Potential relation to W∞-algebra. This connection to integrability opens up various

promising directions for future exploration. Before proceeding further, let us remark that a

hidden algebraic structure of the ’t Hooft model was discussed long ago based on the collective

field approach [52]. By reformulating the ’t Hooft model in terms of bilocal fields,Mij(x, y) =
1
N
tr
[
(ψa

i )
†(x)ψa

j (y)
]
, they found that mesons at large Nc transform under representations

of the algebra17 WL
∞ ⊗WR

∞ ⊗ U(Nf ). This infinite-dimensional algebra acts as a spectrum-

generating algebra of mesons since it does not commute with the Hamiltonian. In standard

integrable systems, a similar role is played by Yangian or quantum group. It would be

interesting to understand a connection between thisW∞-algebra and the integrable structure

that we observed here.

3.3 Extending to an inhomogeneous problem

Solutions to the TQ-Baxter equation satisfying the quantization condition (3.24) (and the

aforementioned asymptotic behavior) exist only for the discrete values of λ in the spectrum,

and our task is solving simultaneously for Q
(α)
n (ν) and λn. This, in general, is as difficult as

the problem we started with in (2.16).

One way of making progress is to develop a systematic large λ expansion, which refines

and improves the WKB expansion at large quantum number. For this purpose, it is im-

portant to first extend λn from discrete values to arbitrary values of λ ∈ R. The situation

is analogous to the large spin expansion in conformal field theory, for which a systematic

analysis was made possible by the Lorentzian inversion formula [53] that enables the analytic

continuation of the conformal data away from integer spins.

To achieve this, we pursue the strategy presented in [6], and simply introduce an ap-

propriate inhomogeneous term F (ν) (which we specify later) to the ’t Hooft equation (3.6).

Then the solution ϕ(ν|λ) (stressing now the dependence on the continuous parameter λ)

satisfies the inhomogeneous Fredholm equation that extends (3.8),

F (ν)√
f(ν)

= ϕ(ν|λ)− λ

ˆ ∞

−∞
dν ′ κ(ν, ν ′)ϕ(ν ′|λ), (3.33)

Solutions to this equation exist for arbitrary λ ∈ R, and they admit the Liouville-Neumann

17A W∞ algebra in this context arises in the large N limit as a limit of WN for any finite number of colors.
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(L-N) series representation, which can be obtained by successive iterations of the inhomoge-

neous term:

ϕ(ν;λ) =
∞∑
n=0

λn ϕn(ν), ϕn(ν) =

ˆ
dµKn(ν, µ)

F (µ)√
f(µ)

, (3.34a)

Kn(ν, µ) =

ˆ
dρ1 · · · dρn−1 κ(ν, ρ1) · · ·κ(ρn−1, µ), K0(ν, µ) := δ(ν − µ) . (3.34b)

To express the results more compactly, it is convenient to introduce the resolvent R(µ, ν|λ)
(see also relevant discussions in [47]), defined by R := κ

1−λκ
. By definition, it satisfies the

related integral equation (independent of the inhomogeneous term F ):

R(µ, ν|λ)− λ

ˆ +∞

−∞
dρR(µ, ρ|λ)κ(ρ, ν) = κ(µ, ν) , R(µ, ν|λ) =

∞∑
n=0

λnKn(µ, ν) . (3.35)

In terms of the resolvent, the solution ϕ(ν|λ) is simply ϕ(ν|λ) =
´ +∞
−∞ dµR(ν, µ|λ) F (µ)√

f(µ)
.

Let us now specify the inhomogeneous term. As in [6], we choose the following basis of

the inhomogeneous extensions, each of which has a definite parity under ν → −ν:

F+(ν) =
ν

sinh
(
π
2
ν
) , F−(ν) =

1

sinh
(
π
2
ν
) . (3.36)

It is interesting to note that they correspond to a quadratic (even) and a linear (odd)

potential in the [0, 1] box:

F [F+(ν)] ∝ x(1− 2x), F [F−(ν)] ∝ (−1 + 2x) , (3.37)

As already said, each of the two, through the L-N series, drives a unique solution of the

extended eigenproblem Ψ±(ν|λ) (= ±Ψ±(−ν|λ)) (cf. (3.33)) :

F±(ν) = f(ν)Ψ±(ν|λ)− λ

 +∞

−∞
dν ′

π(ν − ν ′)

2 sinh
(
π
2
(ν − ν ′)

) Ψ±(ν
′|λ) . (3.38)

The solutions to this inhomogeneous equation are (fast) decaying at ν → ±∞ as well. A

direct way to see this is by noting that each of the ϕn(ν) decays as infinity given that both

the Kn and F± are exponentially suppressed.

At special values λ = λn, the inhomogeneous equation above has to reduce to the homo-

geneous one (3.6). This implies that the inhomogeneous eigenfunctions Ψ±(ν|λ) are singular
at λ = λn with Ψn(ν|λn) being the residue at λ = λn. More precisely, because of the parity,
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we have18

Ψ+(ν|λ) ∼
∞∑
k=0

c2nΨ2n(ν)

λ− λ2n
, Ψ−(ν|λ) ∼

∞∑
k=0

c2n+1Ψ2n+1(ν)

λ− λ2n+1

. (3.39)

TQ-system. The inhomogeneous Q±(ν|λ) defined as:

Q±(ν|λ) = sinh
(πν

2

)
f(ν)Ψ±(ν|λ) = ∓Q±(−ν|λ) (3.40)

satisfy the related inhomogeneous integral equation:

sinh
(π
2
ν
)
F±(ν) = Q±(ν)− λ sinh

(π
2
ν
)ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh
(
π
2
(ν − ν ′)

) Q±(ν
′)

sinh
(
π
2
ν ′
)
f(ν ′)

(3.41)

From (3.41), it immediately follows that

Q+(±2i) = ±2i , Q+(0) = 0 , Q−(±2i) = Q−(0) = 1 . (3.42)

As is clear from these, the quantization conditions (3.24) are not satisfied for the inhomoge-

neous extensions.

An argument analogous to the one presented below (3.23) implies that Q±(ν) grow less

than an exponential in the entire strip [−2i, 2i]. In addition, Q±(ν) are analytic (without

poles) in the strip. This is guaranteed by the sinh
(
π
2
ν
)
factor in the definition Q(ν) =

sinh
(
π
2
ν
)
Q(ν), which cancels the poles in F±, and is ultimately the reason behind using

Q(ν) rather than Q(ν).

Now, since F± satisfies

sinh

(
π(ν + 2i)

2

)
F±(ν +2i) + sinh

(
π(ν − 2i)

2

)
F±(ν − 2i)− 2 sinh

(π
2
ν
)
F±(ν) = 0 , (3.43)

one can follow the derivation of the previous subsection to show that Q±(ν|λ) satisfies the
same TQ-Baxter equation19 as in the homogeneous problem,

Q±(ν + 2i|λ) +Q±(ν − 2i|λ)− 2Q±(ν|λ) =
−4πλ

f(ν)
Q±(ν|λ) (3.44)

18As noted in [6], the coefficients ck’s are proportional to the matrix elements of Ψ̄γµΨ and Ψ̄Ψ. We plan
to go back to studying correlation functions of this model somewhere else.

19This TQ-system admits exponentially growing solutions at ν ≫ 1 as well (see also the discussions around
(3.32)). However, they do not correspond to solutions of (3.41). The two problems are equivalent only under
the asymptotic condition that Q grows less than an exponential.

21



but this time for any value of λ ∈ R.

Wronskian. The Wronskian constructed out of the two independent solutions Q±(ν|λ):

W (ν|λ) = Q+(ν + i|λ)Q−(ν − i|λ)−Q+(ν − i|λ)Q−(ν + i|λ), (3.45)

results to be a periodic function as following from the straightforward computation:

W (ν + i|λ)
W (ν − i|λ)

=
Q+(ν + 2i|λ)Q−(ν|λ)−Q+(ν|λ)Q−(ν + 2i|λ)
Q+(ν|λ)Q−(ν − 2i|λ)−Q+(ν − 2i|λ)Q−(ν|λ)

= 1 . (3.46)

Furthermore the asymptotic growth condition at |Re ν| ≫ 1 and the analyticity of Q± in the

strip guarantee that W (ν|λ) is a constant, depending only on the normalization of Q±(ν|λ).
With our normalization, fixed in (3.36) (see also (3.42)), we have:

W (ν|λ) = W (i|λ) = Q+(2i|λ)Q−(0|λ) = 2i. (3.47)

As mentioned before, at λ = λn, one of the solutions Q± develops a pole ∝ 1/(λ − λn).

Owing to the identity W (ν|λ) = 2i, this in turn means that the residue of (3.45) must be

zero:
Q2n(ν + i)Q−(ν − i|λ2n)−Q2n(ν − i)Q−(ν + i|λ2n) = 0 ,

Q+(ν + i|λ2n+1)Q2n+1(ν − i)−Q+(ν − i|λ2n+1)Q2n+1(ν + i) = 0 .
(3.48)

Here Qn is the homogeneous Q-function for λ = λn. These equations imply that Q2n and

Q− (and similarly Q2n+1 and Q+) coincide up to a multiplication of a periodic function when

λ is part of the discrete spectrum. Therefore, at these values of λ, we only have a single

non-degenerate solution to the TQ-system satisfying the required asymptotic behavior.

Spectral determinants. We have extended the problem (3.6) to homogeneous one (3.38)

that can, in principle, be solved by means of the L-N series (3.34) resulting in two independent

solutions for each λ ∈ R. Yet, the solutions obtained in that way are only indirectly related

to the solutions of the original problem that has a discrete spectrum. Fortunately, there is

a way to relate the two explicitly making use of the crucial property of the kernel κ(ν, ν ′);

it belongs to the class of “completely integrable kernels” in the language of [54,55]. For this

class of kernels, it is known that the resolvent is given in a closed form in terms of the two

independent solutions. This is discussed in Appendix B of [6]. In our case, this translates
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into the following expression:

R(µ, ν|λ) =
2 sinh

(
π
2
µ
)
sinh

(
π
2
ν
)

π sinh
(
π
2
(µ− ν)

) √
f(µ) f(ν) [Ψ+(ν|λ)Ψ−(µ|λ)−Ψ−(ν|λ)Ψ+(µ|λ)] .

(3.49)

In turn, this implies that the two spectral determinants

D+(λ) =

(
8π

e

)λ ∞∏
n=0

(
1− λ

λ2n

)
e

λ
n+1 , D−(λ) =

(
8π

e

)λ ∞∏
n=0

(
1− λ

λ2n+1

)
e

λ
n+1 . (3.50)

satisfy the following non-trivial integral identities :

∂λ log(D+(λ)D−(λ)) = 2 +

ˆ +∞

−∞
dν

π

2

[
Q+(ν|λ) ∂νQ−(ν|λ)−Q−(ν|λ) ∂νQ+(ν|λ)

f(ν)
+

tanh
(
π
2 ν
)

ν

]
,

∂λ log

(
D+(λ)

D−(λ)

)
= −

ˆ +∞

−∞
dν

π2

2

Q+(ν|λ)Q−(ν|λ)
sinh(πν)f(ν)

,

(3.51)

This follows from the facts that the logarithm of the spectral determinants are given by

logD±(λ) = (log(8π)− 1)λ−
+∞∑
s=1

s−1G
(s)
± λs G

(s)
+ =

∞∑
n=0

1

λs2n
, G

(s)
− =

∞∑
n=0

1

λs2n+1

,

(3.52)

and that the spectral sums G
(s)
± are encoded in to the traces of the resolvent as (cf. eq (8.9)

and (8.10) of [6], and Appendix 7.2 for an analogous computation20):

∞∑
s=1

λs−1
(
G

(s)
+ +G

(s)
−

)
= C +

ˆ +∞

−∞
dµ
[
R(µ,−µ|λ) +R(0)(µ)

]
,

∞∑
s=1

λs−1
(
G

(s)
+ −G

(s)
−

)
=

ˆ +∞

−∞
dµR(µ, µ|λ) .

(3.53)

With the choice of R(0)(µ) in (3.51), tanh(πν/2)/ν, one can check that the integrals are

convergent using the asymptotic properties of the inhomogeneous Q-functions, and that the

constant C is 2.

Using these expressions, we can extract the spectral data associated with the homoge-

20The specific form of the F±(ν) is paramount to obtain these expressions (see discussion in Appendix B
of [6], or the similar non-trivial trigonometric identities in (7.23) )

23



neous problem from the inhomogeneous solutions Q±(λ). Specifically, we will illustrate in

Section 5 how to extract analytical expressions for the meson masses λn as well as for spectral

sums thereof (3.52).

4 Meson spectrum at complex quark mass and critical points

In this section we discuss the properties of the eigenvalues λ(α) as the masses of the quarks

are analytically continued to the complex plane α ∈ C21.

4.1 Poles of Ψ(ν) and boundary conditions

The key players in the following discussions are zeros of f(ν) and associated poles of Ψ(ν).

We thus first explain their basic properties.

The starting point is the defining functional equation (3.6) that we report here for con-

venience:

f(ν)Ψ(ν) =

(
2α

π
+ ν coth

π

2
ν

)
Ψ(ν) = λ(α)

ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh π
2
(ν − ν ′)

Ψ(ν ′) (4.1)

For α > −1, given that the kernel is continuous for any real value, the function Ψ(ν) has

poles only in correspondence with the location of the zeros of f(ν):

f(ν) =
2α

π
+ ν coth

(πν
2

)
= 0 , (4.2)

and it is regular anywhere else in the strip Im ν ∈ [−2i, 2i]. The zeros of f(ν) do not admit a

closed form expression, but can be shown to lie for α > −1 on the imaginary axis νk = ±iuk,
with 2ki < νk < 2(k + 1)i, i.e. the the first zero lies in ν0 ∈ (0, 2i), the second ν1 ∈ (2i, 4i),

and so on. At each of these points ±νk, Ψ(ν) displays simple poles.

The closest poles of Ψ(ν) to the real axis regulate the exponential decay of the wavefunc-

tion in the Fourier dual space of ν, that is the space of rapidities θ = 1
2
log x

1−x
as:

ϕ(θ) ∼ F
[

1

ν + iu0
± 1

ν − iu0

]
= −i (Θ(θ)±Θ(−θ)) e−u0 |θ| , u0 > 0 , (4.3)

where Θ(x) is the Heaviside step function. The farther poles are subleading contributions.

21After the first version of this paper appeared in arXiv, we learned that partial results on numerical
investigation of the meson spectrum at complex quark mass and criticality was presented by Zamolodchikov
in a talk [56]. See here.
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This is consistent with the boundary conditions in x-space as exp(−u0|θ|) ∼ xu0/2 for x ∼ 0

and exp(−u0|θ|) ∼ (1 − x)u0/2 for x ∼ 1; then the comparison between (4.2) and (2.19)

(determining the allowed boundary conditions βi) demonstrates that β = ±u0/2 (equal

masses). Indeed we see that the 0 ≤ |β| ≤ 1 is consistent with 0 ≤ |u0| ≤ 2. Thus, this

argument provides an alternative derivation for the boundary conditions of the wavefunctions

in position space, which we derived in (2.19). From this perspective the condition 0 ≤ β ≤ 1

simply follows from the position of the closest (dominant) pole.

Instead, choosing non-regular boundary conditions for ϕ(x) corresponding to β < 0, pro-

duce exponentially divergent wavefunctions eu0 |θ|. These non-normalizable wavefunctions do

not correspond to any solution of the spectral problem (3.6) (it is not possible to produce any

such exponentially divergent solution by Fourier transform of any Ψ(ν)). They correspond

in ν-space to solutions of the problem outside of L2.

4.2 Criticality in the chiral limit

In the limit where the chiral symmetry becomes exact α → −1, the poles of Ψ(ν) surface to

the real axes and degenerate into a double zero, ν0(−1) = 0:

±ν0(α → −1) = ±2i

π

√
α
√
α + 1 → 0 . (4.4)

Hence, Ψ(ν), that was regular on the real axis for any α > −1, now becomes singular at

the origin in the chiral limit. Indeed, we already saw in section 3.1 that the eigenfunction

for the lowest eigenvalue is singular in the chiral limit being proportional to the δ(ν) and is

degenerate with δ′(ν). We can also recover this results from the qualitative analysis of the

previous subsection: the ground state Ψ0(ν) must have no zeros on the real axis and parity

even. So, taking the + sign in (4.3) and sending u0 → 0, we indeed recover Ψ0(ν) = δ(ν). To

obtain the other solution δ′(ν), we use the fact that f(ν) now has a double zero at the origin

and therefore Ψ(ν) can have a double pole. This leads to ϕ(θ) ∼ F
[

1
(ν−iϵ)2

+ 1
(−ν+iϵ)2

]
=

θ e−ϵ|θ|, corresponding to Ψ(ν) = δ′(ν), that is logarithmically divergent in x-space at the

boundaries.

To further explore analytical properties of the eigenvalues close to this chiral point, it is

useful to analytically continue the eigenproblem (3.6), which was initially defined only for

R ∋ α ≥ −1, to the complex plane of the masses α. For any real α > −1, we consider the
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(a) θ = 0 (b) θ = 2/5 (c) θ∗ = 1/2

(d) θ = 3/5 (e) θ = 1

Figure 1: Positions of the zeros (black) and poles (white) of f(ν) = 1.5 + ν coth
(
πν
2

)
in the

ν-complex plane along the curve γ1.5(θ) = 1.5 e2iπθ. The contour encloses the point α = −1
and indeed the two zeros are exchanged upon analytical continuation. In Figure 1c the zeros
cross the real axis in ν∗ = ±0.819864 .
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analytic continuation performed along a closed contour in the complex plane:

γα(θ) : [0, 2π] → C, γα(2π) = γα(0) = α. (4.5)

If γα(θ) is such that it encloses the point α = −1, the zeros of f(ν) in ν0(α) = ±iu0(α) are
exchanged along this contour

ũ0(α) = u0(γα(2π)) = −u0(γα(0)) = −u0(γα(0)) = −u0(α), (4.6)

where we have denoted by g̃ the value of the function g after the analytic continuation. In

particular, this means that, at some time θ∗, the leading zeros of f(ν), ±ν0 = ±iu0(α(θ)),
cross the real axis. As a result, at θ = θ∗, the eigenfunction Ψ(ν;α(θ∗)) will display a pair of

(a) θ = 0 (b) θ = 2/5 (c) θ = 1/2

(d) θ = 3/5 (e) θ = 1

Figure 2: Positions of the zeros (black) and poles (white) of f(ν) = 0.7 + ν coth
(
πν
2

)
in the

ν-complex plane along the curve γ0.7(θ) = 0.7 e2iπθ. The contour does not enclose the point
α = −1 and the two zeros are not exchanged and do not cross the real axis.
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simple poles22 on the real axis at ν = ±ν0. Instead, if the contour does not enclose α = −1,

ũ0(α) = u0(α). The two situations are exemplified in Figure 1 and Figure 2.

Thus, as one analytically continue around the point α = −1, the bound state equation

is modified by picking up the pole contributions23 coming from ν = ±ν0:(
2α

π
+ ν coth

π

2
ν

)
Ψ̃(ν;α) = λ̃(α)

ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh π
2
(ν − ν ′)

Ψ̃(ν ′;α)+

+ λ̃(α)Res

(
π(ν − ν ′)

2 sinh π
2
(ν − ν ′)

Ψ(ν ′;α), ν ′ = −ν0
)
+

− λ̃(α)Res

(
π(ν − ν ′)

2 sinh π
2
(ν − ν ′)

Ψ(ν ′;α), ν ′ = ν0

) (4.7)

The different sign depends on the opposite orientation with which two poles cross the real

axis. Furthermore, we can readily see, that performing yet another analytic continuation

around α = −1, the two poles cross the real axis swap again, this time with opposite phases.

Henceforth the two-folded analytically continued bound state equation:(
2α

π
+ ν coth

π

2
ν

) ˜̃
Ψ(ν;α) =

˜̃
λ(α)

ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh π
2
(ν − ν ′)

˜̃
Ψ(ν ′). (4.8)

has exactly the same form of the original one, and therefore upon analytic continuation twice

around the point α = −1, the eigenvalue λ(α) =
˜̃
λ(α). This means that as a function of

complex α, the energy of the bound state has a non-trivial two-sheeted analytic structure.

In the limit α → −1, the two poles ±ν0 collide on the real axis and the two eigenvalues λ(α)

and λ̃(α) become degenerate (See Figure 3). This means that there is a square-root branch

cut starting from α = −1, and the lowest eigenvalue near α = −1 behaves as

λ0(α) ∼
√
α + 1 . (4.9)

As already pointed out in [6], this behavior of the eigenvalue is reminiscent of critical points

in phase transitions. In fact, as we see below, the infrared phase of the massless ’t Hooft

model (α = −1) is described by conformal field theory, much like critical points in phase

transitions.

22One can see this also from the fact that zeros of f(ν) at generic complex values of α do not lie anymore
on the imaginary axis, and for α < −1, two of them are always reals, cf. Figure 1c.

23This is quite analogous to excited state Thermodynamic Bethe ansatz equation discussed in [57].
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(a) θ = 0 (b) θ = 1/5 (c) θ = 1/2

(d) θ = 9/5 (e) θ = 1

Figure 3: Positions of the zeros (black) and poles (white) of f(ν) = −1 + ν coth
(
πν
2

)
in

the ν-complex plane along the curve γ−1(θ) = (−1) e2iπθ. The zero in ν = 0 is double.
The analytical continuation along a closed contour starting and ending at α = −1 do not
exchange the position of the zeros. While for any α = −1 + ϵ, ϵ ∈ C, we have either the
situation in Figure 1 or Figure 2.
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4.3 Massless pion revisited

As we saw above, at α = −1, the lowest meson has zero mass. In the literature, this

is sometimes considered as a consequence of exact chiral symmetry and its spontaneous

breaking. Strictly speaking, this is incorrect since the continuous global symmetry cannot

be spontaneously broken in two dimensions [58,59]. However, there are large N examples [60]

which exhibit the spontaneous continuous symmetry breaking in the strict N → ∞ limit. In

those examples, the “Goldstone bosons” at large N acquire mass at subleading orders in the

1/N expansion. Based on this fact, it was sometimes conjectured that the massless meson

at α = −1 will acquire mass because of the 1/N effects.

This conjecture is incorrect either. This follows from the recent analysis of the IR struc-

ture of 2d QCD [61, 62]. As shown there, the IR phase of SU(N) YM coupled to Nf flavor

of fundamental quarks can be described as a gauged WZW model where one gauges the

SU(N)Nf
symmetry acting on the SO(N Nf )1 WZW model describing the free fermion La-

grangian:

TIR ≡ SO(N Nf )1
SU(N)Nf

= U(Nf )N . (4.10)

In particular, setting Nf = 1, their analysis predicts the persistence of a free massless boson

realizing a U(1)N current algebra24 at level N .

4.4 Critical points on the second sheet

Interestingly, the point at α = −1 is not the only singularly of λ(α ∈ C) in the complex

plane of the masses. Indeed, f(ν) develops double zeros whenever:αk = −π
2
νk coth

(
π
2
νk
)

πνk = sinh(πνk)
=⇒ αk = −1

2
(1 + cosh πνk) . (4.11)

Those are infinite values of αk all located on the second sheet of the α-plane (argα > iπ

), beyond the cut (−∞,−1), see Figure 6. At each of these αk, there are two values25 of

νk = iuk
π

2
νk =

iπ

2
uk = ±

√
αk

√
αk + 1 , (4.12)

24For Nf > 1, a single U(1)N current corresponding to a massless boson decouples from the the remaining
interacting SU(Nf )N WZW model. This is reminiscent of the “experimental” observations made in [63] (also
in [29]) that 3-point (and higher) functions involving a massless meson and other massive mesons identically
vanish. It would be interesting to provide a theoretical understanding for this observation.

25The equation (4.12) can be obtained by inverting the two equations on the left hand side of (4.11).
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one in the upper half-plane and one in the lower half-plane, which degenerate to ±ν0. See

Figure 4. An argument analogous to the one used for α0 = −1 implies that all those αk are

(a) α = 0.7 (b) α = −1.4 (c) α = −1.4 + 0.5i

(d) α = −1.67 + 1.9i (e) α = α1 (f) α = α3

Figure 4: Positions of the zeros (black) and poles (white) of f(ν) = α + ν coth
(
πν
2

)
in the

ν-complex plane for different values of α. As we vary α, the first zeros in the upper and lower
half plane wander in the complex plane and at the specific values α = αk, they degenerate
into double zeros. In Figure 4e ∓u0 degenerates with ±u1 at α = α1 while in Figure 4f, at
α = α3, ∓u0 degenerates with ±u3

square-root branch cut singularities of the eigenvalues. Indeed, as before, one checks directly

that upon analytically continuing around a closed curve, the zeros of the zeros u0 and uk≥1

are exchanged if and only if the curve circles around αk an odd number of times. In Figure

5 we illustrate this for α = α1.

However, there is one point that needs to be taken into account: for odd n, Ψn(ν)

is odd, and therefore its residues at ν ± νk have the same sign. Then, in this case, the

residues produced by analytic continuation around αk exactly cancel with each other. We

thus conclude that as function of complex α they are single valued. By contrast, for even n,
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(a) θ1 = 0 (b) θ1 = 2/5 (c) θ1 = 3/5 (d) θ1 = 1

(e) θ2 = 0 (f) θ2 = 9/20 (g) θ2 = 11/20 (h) θ2 = 1

Figure 5: Positions of the zeros (black) and poles (white) of f(ν) = ai + ν coth
(
πν
2

)
for

a1 = α1 +1 and a2 = α1 +0.7 in the ν-complex plane along the curve respectively γa1(θ1) =
a1 + 0.7 e2iπθ1 (Figures 5a - 5d ) and γa2(θ2) = a2 + e2iπθ2 (Figures 5e - 5h). The point
marked with ν1 = 2

π

√
α1

√
α1 + 1 is the position of the double zero (4.12) corresponding

with the critical value α1 ≃ −1.895 + 3.719 i. The analytical continuation along a closed
contour starting and ending at ai exchanges the position of the zeros if and only if the contour
circulates around α1 as clear from the figure.
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the eigenvalues will have square-root type singularities:

λ2k(α) ∼
√
α− αk (4.13)

These singularities are all in the second sheet and accumulate towards ∞. So, as a function

of complex α, each of the even eigenvalues λ2n have a square root branch point in αn. For

example in Figure 6, the complex plane of λ is represented with a branch cut along (−∞,−1)

in correspondence with the branch cut of λ0. If we consider instead λ2n, then there is branch

cut on the second sheet at α = αk. We conclude that, in the complex plane of the masses

−3 −2 −1 1

−20

−10

10

Re(α)

Im(α)

Figure 6: Square root branching points of λ in the second sheet of the α-plane in correspon-
dence with the points αk (in blue).

we find infinitely many critical points where (one of the) even eigenvalues vanish as a square

root (i.e. with the same “critical exponent” of the point as α = −1). The physical meaning

of those critical point in the complex plane is yet to be fully understood, and later in this

subsection, we try to gain some intuition by comparing with the case of Ising Field Theory.

A simple WKB analysis. The nature of those critical point in the second sheet is inher-

ently connected with the mechanism of confinement in two dimensions. Consider a simple

toy model of a pair of quarks bounded by a linear potential in their center of mass frame.

The Hamiltonian is (cf. [50] and references therein, or [64] for a modern perspective) is

H =
√
p21 +m2 +

√
p22 +m2 + σ|x1 − x2| , p1 = −p2 := p . (4.14)

The semiclassical analysis of this model follows from imposing the Bohr-Sommerfeld quan-

tization on the phase space 2
¸
pdq = 2π(2n − 1/2) (fermions statistic) on the relative mo-

mentum p parametrized as
√
p2 +m2 = 2m cosh θ, one obtain the following WKB spectrum
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for the masses:

Mn = m cosh θn, sinh 2θn − 2θn =
πσ

m2

(
n− 1

4

)
. (4.15)

As we see, there are infinitely many critical points in the complex σ
m2 plane at which θn = iπ

2

and Mn vanishes. The analysis of this paper goes beyond this simple WKB analysis, but

confirm the qualitative features thereof.

Comparison with Ising Field Theory. The small magnetic field approximation of Ising

Field Theory shares many qualitative features of the spectrum of mesons as the ’t Hooft

model [50]. Also in the case of IFT, we find that the mass of the lowest energy mesons has

a square-root singularity of the form M2
1 (η) ∼

√
η − η∗ with η = m

|h|8/15
(m is the mass of

the quark in the IFT Lagrangian). If we go under the branch cut in the η-plane, there is a

infinite tower of square root singularities at which the higher meson states become massless.

To understand the physics at those critical points in either of the models, one should

construct a systematic approximation of finite N for QCD2 and h for IFT, and see what

the fate of those critical points is. Such an analysis is yet to be performed for the ’t Hooft

model. Similarly, the corresponding analysis for IFT is also at an early stage. Still, it is well-

known that the first of those singular points, the one at which M1 is massless, corresponds

in the full theory to the Yang-Lee edge singularity at h = ±i(0.1893 · · · )m15/8. In this

case, the exponent in the full theory is different from the one in the small h-approximation:

M1(η) ∼ (η − ηYL)
5/12. The CFT associated with the Yang-Lee critical point is the non-

unitary minimal model M2/5 (cf. [65] for a recent discussion). It will be important to

identify CFTs corresponding to critical points on the second sheet for the ’t Hooft model.

One possible scenario is that a refined analysis for finite number of colors will result in

M2
2k ∼ (α − αk)

1/2+O(1/N), which would suggestt that the critical points are described by

non-trivial interacting CFTs (this scenario was also contemplated at the end of [6]).

5 Extracting spectral data

In this section, we will discuss how to extract the spectrum of the eigenproblem (2.16), i.e. the

energy levels of the mesons, from the reformulation of the latter in terms of the TQ-Baxter

system (3.44). In Section 5.3 will construct an asymptotic expansion for the eigenvalues λn,

while in 5.2, we will derive exact expressions for the spectral sums G
(s)
± (α) of (3.52).
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5.1 Solutions to TQ-system in terms of hypergeometric functions

As the first step, we generalize the discussion in [6] for α = 0 and demonstrate that one can

construct analytic expression for two independent solutions to the TQ-system (3.44)

Q±(ν + 2i|λ) +Q±(ν + 2i|λ)− 2Q±(ν|λ) =
−4πλ

2α
π
+ ν coth

(
πν
2

)Q±(ν|λ) (5.1)

once we weaken the analyticity requirements.

The idea is to use the two standard solutions U(a, b, x), M(a, b, x) of the confluent hy-

pergeometric differential equation (M(a, b, x) is sometimes referred to as 1F1(a, b, x)):(
ν +

2αz

π

)
M

(
1 +

i

2

(
ν +

2αz

π

)
, 2,−2πiλ z

)
, (5.2)

Γ

(
1 +

i

2

(
ν +

2αz

π

))
U

(
1 +

i

2

(
ν +

2αz

π

)
, 2,−2πiλ z

)
. (5.3)

Using the recurrence relations26 for these functions, one can show that they satisfy the

functional relation (3.44) if we set z to be

z := z(ν) = z(ν ± 2i) = tanh
(π
2
ν
)
. (5.5)

While the solution (5.2) is analytical everywhere on the real axis, (5.3) is not, having a

logarithmic branch-cut singularity at z = 0, (formula (13.1.6) of [66]):

U(a, 2, z ∼ 0) =
(−1)2

2Γ(a− 1)
M(a, 2, z) log z + (reg. ) . (5.6)

From the form of (5.6), it is evident that an appropriate linear combination of the two

functions, (5.2) and (5.3), will give a single-valued and analytic solution on the real axis.

26See formulas (13.4.1) and (13.4.15) of [66], which we report here, specialized to our case for convenience:

Γ(a)

a− 1

[
U(a− 1, 2, z) + a(a− 1)U(a+ 1, 2, z)− 2(a− 1)U(a, 2, z)

]
=

z

a− 1
Γ(a)U(a, 2, z) ,

(a− 2)M(a− 1, 2, z) + aM(a+ 1, 2, z)− 2(a− 1)M(a, 2, z) =
z

a− 1
(a− 1)M(a, 2, z) .

(5.4)
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Imposing further that the solutions to be parity eigenstates, the parity-odd one is given by

M+(ν|λ) =
(
ν +

2αz

π

)
eiπλz M

(
1 +

i

2

(
ν +

2αz

π

)
, 2,−2πiλ z

)
=

(
ν +

2αz

π

)
eiπλz

∞∑
n=0

(
1 + i

2

(
ν + 2αz

π

))
n

n!(n+ 1)!
(−2πiλ z)n

(5.7)

while the parity-even one is (ψ(x) is the Polygamma function)27

M−(ν|λ) =
1

2

(
eiπλz Σ(ν|λ) + e−iπλz Σ(−ν|λ)

)
Σ(ν|λ) = 1 +

∞∑
n=1

(
i
2

(
ν + 2αz

π

))
n

n!(n− 1)!
(−2πiλ z)n

[
ψ

(
1

2

)
− ψ(n)− ψ(n+ 1)

+ ψ

(
n+

iν

2
+
iαz

π

)
+ log(16)

] (5.8)

The notation M± for the respectively odd/even function may seem misleading but it is chosen

so that the resulting Ψ±(ν) = sinh−1
(
πν
2

)
f−1(ν)Q±(ν) would then be even/odd.

Although the solutions M±(ν|λ) are regular on the real axis of ν, they do not satisfy

the required analyticity; they have singularities in the strip [−2i, 2i] at ν = ±i where z(ν)
is singular. In particular, the last polygamma term in (5.8) introduces infinitely many

singularities that accumulate at z = ±i. Hence, as they stand, they do not provide a full

solution of our TQ-system (3.44). Nevertheless, they provide a starting point for our analysis.

Below we explain how to systematically correct the solutions and compute spectral sums by

expanding in powers of α.

Constructing the analytical solutions. Because of the accumulation of singularities

introduced by the term ψ
(
n+ iν

2
+ iαz

π

)
in (5.8), at any order in λ, we treat this polygamma

as its further power expansion in the mass parameter:

ψ

(
n+

iν

2
+
iαz

π

)
=

∞∑
n=0

ψ(k)

(
n+

iν

2

) (
izα

π

)k

. (5.9)

27The log(16) is added to simplify the expressions below. It does not modify the analytical structure of
the solution.

36



Then, at any order in this expansion in α and λ, (5.11) the function:

M
(k)
− (ν|λ) = 1

2

(
eiπλz Σ(k)(ν|λ) + e−iπλz Σ(k)(−ν|λ)

)
Σ(k)(ν|λ) = 1 +

∞∑
n=1

(
i
2

(
ν + 2αz

π

))
n

n!(n− 1)!
(−2πiλ z)n

[
ψ

(
1

2

)
− ψ(n)− ψ(n+ 1)

+ log(16) +
∑
k=0

ψ(k)

(
n+

iν

2

) (zα
π

)k ]
(5.10)

exhibits only poles of increasing order in ν = ±i.
In order to construct solutions of the TQ-system with correct analyticity, we consider

the following linear combination:

Q±(ν;λ) = A±(λ, z)M±(ν;λ) + 2πiλ
1∓1
2 z B±(λ, z)M∓(ν;λ) (5.11)

Although the coefficients depend on λ and z, this is still a solution to (3.44).

Then, we proceed by expanding both M± and the coefficients in powers of λ and α.

Since in the expansion in λ at order λn, M± contains already powers of αn+ 1±1
2 , we take the

expansion in α to be at least of order n and n + 1 respectively for M+ and M−. At each

other in this expansion, we fix the functions A± and B± such that the resulting expression

is analytic in [−2i, 2i] up to that order given order. This gives a well-defined problem at

each order in λ and α that can be uniquely solved up to a trivial scaling, fixed by requiring

A±(λ, 0) = 1 for any order in α. Let us denote:

A± =
∞∑
l=0

A
(l)
± λ

l , B± =
∞∑
l=0

B
(l)
± λ

l , (5.12)

then, each coefficient A±(l), B±(l) is itself given by an infinite series in α:

A
(l)
± =

∑
k=0

A(l,k)αk , B
(l)
± =

∑
k=0

B(l,k)αk . (5.13)

In the following we report the first few coefficients in the λ expansion up to order α4. Up to
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λ2 and α5 we have, and defining τ = π2

4
tanh πν

2
:

A
(0)
± = 1 , A

(1)
− =

8ατ

π2
,

A
(1)
+ = −8ατ

π2
+

112α2τζ(3)

π4
+ α3

(
224τ 2ζ(3)

π6
− 1488τζ(5)

π6

)
+ α4

((
−992τ

3π6
− 3968τ 2

π8

)
ζ(5) +

20320τζ(7)

π8

)
A

(2)
− = −8ατ

π2
− τ + α2

(
16τ 2

π4
+

56τζ(3)

π4

)
+ α3

(
112τζ(3)

3π4
− 992τζ(5)

π6

)
+

+ α4

(
15240τζ(7)

π8
− 992τζ(5)

π6

)
A

(2)
+ = τ + α

(
−24τ

π2
− 28τζ(3)

π2

)
+ α2

(
−80τ 2

π4
+

(
392τ

π4
− 56τ 2

π4

)
ζ(3) +

372τζ(5)

π4

)
+

+ α3

[(
112τ

π4
+

896τ 2

π6

)
ζ(3)− 1568τζ(3)2

π6
+

(
−5952τ

π6
+

248τ

3π4
+

992τ 2

π6

)
ζ(5)− 5080τζ(7)

π6

]
+ α4

[(
−3136τ

3π6
− 3136τ 2

π8

)
ζ(3)2 +

(
−10912τ

3π6
− 13888τ 2

π8
+

992τ 3

π8

)
ζ(5)+

+ ζ(3)

(
896τ 3

π8
+

48608τζ(5)

π8

)
+

(
86360τ

π8
− 2540τ

π6
− 15240τ 2

π8

)
ζ(7) +

71540τζ(9)

π8

]
(5.14)
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B
(0)
+ = − α

π2

B
(0)
− = −7αζ(3)

π2
+ α2

(
−14τζ(3)

π4
+

93ζ(5)

π4

)
+ α3

((
62

3π4
+

248τ

π6

)
ζ(5)− 1270ζ(7)

π6

)
+

+ α4

(
248τ 2ζ(5)

π8
+

(
−635

π6
− 3810τ

π8

)
ζ(7) +

17885ζ(9)

π8

)
B

(1)
+ =

1

4
− 2α

π2
+ α2

(
−4τ

π4
+

14ζ(3)

π4

)
+ α3

(
28ζ(3)

3π4
− 248ζ(5)

π6

)
+

+ α4

(
−248ζ(5)

π6
+

3810ζ(7)

π8

)
B

(1)
− = 2 + α

(
8τ

π2
− 14ζ(3)

π2

)
+ α2

((
− 28

3π2
− 56τ

π4

)
ζ(3) +

248ζ(5)

π4

)
+

+ α3

(
−112τ 2ζ(3)

π6
+

(
248

π4
+

744τ

π6

)
ζ(5)− 3810ζ(7)

π6

)
+

+ α4

((
248

5π4
+

496τ

3π6
+

1984τ 2

π8

)
ζ(5) +

(
−5080

π6
− 10160τ

π8

)
ζ(7) +

57232ζ(9)

π8

)
B

(2)
+ =

2

3
+ α

(
− 2

π2
+

5τ

3π2
− 7ζ(3)

π2

)
+ α2

(
− 4

3π2
− 8τ

π4
+

(
56

π4
− 14

3π2

)
ζ(3) +

124ζ(5)

π4

)
+

+ α3

(
−16τ 2

3π6
+

(
56

π4
+

56τ

π6

)
ζ(3)− 196ζ(3)2

π6
+

(
−1116

π6
+

124

π4

)
ζ(5)− 1905ζ(7)

π6

)
+

+ α4

[
− 784ζ(3)2

3π6
+

(
−1488

π6
+

124

5π4
− 992τ

π8

)
ζ(5) + ζ(3)

(
56

5π4
+

112τ

3π6
+

6944ζ(5)

π8

)
+

+

(
18288

π8
− 2540

π6

)
ζ(7) +

28616ζ(9)

π8

]
(5.15)

5.2 Spectral sums

Once we have an order-by-order expansion of (5.11), it is straightforward to apply at each

order in λ the integral formulas (3.51) to compute the spectral sums G
(s)
± (λ), s ≥ 2 through

eq. (3.50):

∂λ (log(D+(λ))± log(D+)(λ)) = (1± 1)(log(8π)− 1)−
∞∑
s=1

(
G

(s)
− (α)±G

(s)
+ (α)

)
λs (5.16)
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that is, for s > 1:

G
(s)
± (α) +G

(s)
± (α) =

1

s− 1

[
∂s−1

∂λs−1

ˆ +∞

−∞
dν

π

2

Q+(ν|λ) ∂νQ−(ν|λ)−Q−(ν|λ) ∂νQ+(ν|λ)
f(ν)

]
λ=0

G
(s)
± (α)−G

(s)
± (α) =

−1

s− 1

[
∂s−1

∂λs−1

ˆ +∞

−∞
dν

π2

2

Q+(ν|λ)Q−(ν|λ)
sinh(πν)f(ν)

]
λ=0

(5.17)

For s = 1, using that:

Q+(ν) = 1 +O(λ) , Q−(ν) = ν +O(λ) (5.18)

one gets directly the formulas:

∂λ log(D+(λ)D−(λ))|λ=0 = 2−
ˆ +∞

−∞

[
tanh

(
πν
2

)
ν

− 1
2α
π
+ ν coth

(
πν
2

)] dν
= 2−

ˆ +∞

−∞

α tanh
(
πν
2

)
πν
2

(
2α
π
+ ν coth

(
πν
2

)) dν
= 2− α

2

ˆ +∞

−∞
dν

π

2

πα sinh(πν) sinh
(
πν
2

)
πν
2
cosh2

(
πν
2

) (
α sinh

(
πν
2

)
+ 1

2
πν cosh

(
πν
2

)) .
(5.19)

∂λ log

(
D+(λ)

D−(λ)

)∣∣∣∣
λ=0

= −
ˆ +∞

−∞
dν

πν csch(πν)
2α
π
+ ν coth

(
πν
2

)
= α

ˆ +∞

−∞
dν

π

2

sech2
(
πν
2

)(
α + πν

2
coth

(
πν
2

)) − ˆ +∞

−∞
dν

π

cosh(πν) + 1

= α

ˆ +∞

−∞
dν

π

2

sech2
(
πν
2

)(
α + πν

2
coth

(
πν
2

)) − 2

(5.20)

Then, using the result above, and applying the relations (5.16) at lowest order in λ, one

obtains directly:

G
(1)
± (α) = log(8π)− 2± 1− α

4

ˆ ∞

−∞

sinh(t)
(
sinh(2t)± 2t

)
t cosh2(t)

(
α sinh(t) + t cosh(t)

) dt (5.21)

already reported in [6].

To obtain the spectral sums G
(2)
± , we need to consider the terms of Q±(ν) up to the first

order in λ. For this we only need A± up to order λ, B+ at order λ, and B− at order λ0. These

polynomials as well as M± are only determined as power series in α, for any desired order
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thereof. Hence, in order to extract the spectral sums from the integral expressions (5.17),

we expand the integrand in power of α, up to the desired order. We can then integrate them

term by term in the α expansion.

Integrating numerically term-by-term we obtain:

G
(2)
+ (α) = 8.41439832− 11.5719695α + 13.7055746α2 − 15.2501917α3 + 16.4273895α4 +O(α5)

G
(2)
− (α) = 2.0000000− 1.3333333α + 0.95349463α2 − 0.71898694α3 + 0.56448932α4 +O(α5)

(5.22)

that can be recognized28 to coincide numerically with:

G
(2)
+ (α) = 7ζ3 + α

[
8

3
+

14ζ3
3

− 56ζ3
π2

− 124ζ5
π2

]
+ α2

[
−224ζ3

3π2
+

196ζ23
π4

+
1240ζ5
π4

− 124ζ5
π2

+
1905ζ7
π4

]
+

+ α3

[
−112ζ3

5π2
+

784ζ23
3π4

+
1984ζ5
π4

− 124ζ5
5π2

− 6944ζ3ζ5
π6

− 21336ζ7
π6

+
2540ζ7
π4

− 28616ζ9
π6

]
+ α3

[
784ζ23
9π4

+
14384ζ5
15π4

− 34720ζ3ζ5
3π6

+
61504ζ25
π8

− 40640ζ7
π6

+
2921ζ7
3π4

+
106680ζ3ζ7

π8
+

+
343392ζ9

π8
− 143080ζ9

3π6
+

429870ζ11
π8

]
+O(α5)

G
(2)
− (α) = 2− 4α

3
+ α2

[
56ζ3
3π2

− 124ζ5
π4

]
+ α3

[
56ζ3
5π2

− 496ζ5
π4

+
3048ζ7
π6

]
+ α4

[
−5704ζ5

15π4
+

10160ζ7
π6

− 57232ζ9
π8

]
+O(α5)

(5.23)

that are the expansions of the formulas derived in [36] up to the same order.

For s = 3 we find:

G
(3)
+ (α) = 20.4981208− 45.6613977α + 72.1676608α2 − 98.7405496α3 + 124.869920α4 +O(α5)

G
(3)
− (α) = 1.71982418− 2.03864075α + 1.03864075α2 − 1.75397929α3 + 1.55184859α4 +O(α5)

(5.24)

28With the help of numerical methods e.g. PSLQ algorithm implemented in Mathematica: see this URL.
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These match perfectly with the respective expressions from [36] expanded up to α4:

G
(3)
+ (α) = −4π2

3
+ 28ζ3 + α

[
4 +

(
42− 84

π2

)
ζ3 −

147ζ23
π2

− 651ζ5
π2

]
+

+ α2

[
12

5
− 196(−6 + π2)ζ23

π4
− 1116(−2 + π2)ζ5

π4
+ ζ3

(
14− 224

π2
+

5208ζ5
π4

)
+

11430ζ7
π4

]
+

+ α3

[
− 196(−36 + π2)ζ23

3π4
− 2744ζ33

π6
+

(
5952

π4
− 8618

15π2

)
ζ5 −

46128ζ25
π6

+
1524(−28 + 15π2)ζ7

π6
+

+ ζ3

(
−2212

15π2
+

1736(−27 + 5π2)ζ5
π6

− 80010ζ7
π6

)
− 186004ζ9

π6

]
+

+ α4

[
− 5488ζ33

π6
− 92256(−5 + π2)ζ25

π8
+ ζ23

(
22736

15π4
+

145824ζ5
π8

)
+

508(−240 + 31π2)ζ7
π6

+

+ ζ5

(
−620(−56 + π2)

7π4
+

1417320ζ7
π8

)
− 61320(−12 + 7π2)ζ9

π8
+

+ ζ3

(
−24

π2
+

1736(−310 + 13π2)ζ5
5π6

− 32004(−24 + 5π2)ζ7
π8

+
1201872ζ9

π8

)
+

2947680ζ11
π8

]

G
(3)
− (α) =

4

9
(−6 + π2) + α

[
8

3
− 28ζ3

3
+

62ζ5
π2

]
+ α2

[
−8

5
− 28ζ3

5
+

248ζ5
π2

− 1524ζ7
π4

]
+

+ α3

[
1288ζ3
45π2

+
124(−40 + 23π2)ζ5

15π4
− 1016(−1 + 5π2)ζ7

π6
+

28616ζ9
π6

]
+

+ α3

[
16ζ3
π2

+
248(−392 + 15π2)ζ5

105π4
− 2032(−15 + 7π2)ζ7

3π6
+

8176(−12 + 35π2)ζ9
3π8

− 491280ζ11
π8

]
(5.25)

5.3 Asymptotic expansion

In this subsection we construct an asymptotic expansion in |λ| → ∞ directly (rather than

using the solutions (5.7) and (5.8) constructed above). To do that, we first observe that the

expansion in |λ| → ∞ of the two solutions, (5.7) and (5.8), contains a prefactor (−λ)− iν
2
− iαz

π

times a further asymptotic series in powers of λ−1 [66]. Hence, it is natural to look for

asymptotic solutions of (3.29) with the following structure around λ→ −∞,

S(ν|λ) = (−λ)−
iν
2
− iαz

π

∞∑
n=0

Sn(ν)λ
−n , (5.26)

Note that λ→ −∞ is not the physical region of the eigenvalues of ’t Hooft equation and we

will eventually analytically continue to the positive λ.
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General strategy. By plugging the ansatz (5.26) into (3.29) we obtain:

∞∑
k=0

Sk(ν+2i)λ−k+1+
∞∑
k=0

Sk(ν− 2i)λ−k−1+2
∞∑
k=0

Sk(ν)λ
−k =

4πλ
ν
z
+ 2α

π

∞∑
k=0

Sk(ν)λ
−k (5.27)

that has to be satisfied at each order in λ. Remarkably, the order-n term is recursively fixed

by the previous ones. So we just need to solve for the single function S0(ν) to reconstruct

the full series. Let us illustrates this in the simple case of S1(ν) since the generalization is

trivial. Assuming that the solution S0(ν) at order O(λ1) (k = 0) is known, we can plug the

ansatz S1(ν) = S0(ν) s1(ν) into the order O(λ0) (k = 1) of (5.27):

S1(ν + 2i) + 2S0(ν) =
4π

ν
z
+ 2α

π

S0(ν) ⇒ s1(ν + 2i)− s1(ν) = − 1

2πz

(
ν +

2αz

π

)
, (5.28)

that is solved uniquely by the function:

f1(ν) =
1

2πiz

(
1 +

iν

2
+
iαz

π

)(
iν

2
+
iαz

π

)
. (5.29)

up to an arbitrary constant that we can always set to zero. We can then generalise to any

order k by using the ansatz Sk(ν) = sk(ν)S0(ν) leading to:

sk(ν) =
1

k! (2πiz)k

(
1 +

iν

2
+
iαz

π

)
k

(
iν

2
+
iαz

π

)
k

, (5.30)

where we used the Pochhammer Symbol: (a)k = Γ(a + k)/Γ(a). Thus, as anticipated, the

whole series (5.34) is determined just by the single function S0(ν):

S(ν|λ) ≍ (−λ)−
iν
2
− iαz

π S0(ν)
∞∑
n=0

sn(ν)λ
−n. (5.31)

As a preliminary remark, note that the series in (5.33) is divergent and it has to be understood

only as an asymptotic expansion for the solutions of (3.29) (and therefore the symbol ≍ has

been used).

Solutions constructed in this way, in particular the coefficients sk(ν), do not have the re-

quired analyticity in the strip. To remedy this, we build two independent solutions by taking
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appropriate linear combinations of S(±ν|λ) using the ν-dependent coefficients P±(z, λ):

Q±(ν|λ) = P±(ν, λ)S(ν|λ)∓ P±(−ν, λ)S(−ν|λ);

P±(ν, λ) = C±(λ)
∑
k

P
(k)
±

(
z, z−1, log(−λ)

)
λ−k (5.32)

Here P±(z, λ) are functions of ν and λ, invariant under ν → ν ± 2i, which can be taken

to have polynomial coefficients of the invariant variables z and 1
z
. We anticipate that this

coefficients will contain a log(−λ) dependence. For convenience we factor out an overall

normalization C(λ), which is independent of ν.

The singularities at ν = i generated by the prefactor (−λ)− iαz
2 can be removed by a

redefinition of the polynomial P±(z, λ) → (−λ) iαz
2 P±(z, λ) given that (−λ) iαz

2 is invariant

under ν → ν ± 2i. In fact, this could have been done already at the beginning by redefining

the ansatz (5.31) to:

S(ν|λ) = (−λ)−
iν
2 S0(ν)

∞∑
n=0

sn(ν)λ
−n . (5.33)

Constructing S0(ν). We now construct S0(ν). This amounts to determining the solutions

at order O(λ1) of (5.27):

S0(ν + 2i) =
4π2z

πν + 2αz
S0(ν). (5.34)

A solution of (5.34) with α = 0 was already discussed in [6] and it is expressed in terms of

Barnes G-functions:

S0(ν)

∣∣∣∣
α=0

= (2π)−
1
2
− iν

2
G
(
2 + iν

2

)
G
(
1
2
− iν

2

)
G
(
1− iν

2

)
G
(
3
2
+ iν

2

) , (5.35)

which is analytical everywhere inside the strip (−2i, 2i). Having a solution of (5.34) with

α = 0, we can build a solution for α ̸= 0 by using again an ansatz of the form S0(ν) =(
S0(ν)

∣∣
α=0

)
σ(ν) with σ(ν) satisfying

σ(ν + 2i) =

(
1 +

2α

π

z

ν

)−1

σ(ν). (5.36)

The recurrence equation (5.36) is solved exactly by:

σ(ν) =

√
π

Γ
(
1
2
+ iαz

π

) Γ
(
1 + iν

2
+ iαz

π

)
Γ
(
1 + iν

2

) , σ(i) = 1 (5.37)
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Yet, the resulting S0(ν) = S0(ν; 0)σ(ν) is not a solution of the TQ-System because of the

poles at the zeros of
(
1
2
+ iαz

π

)
accumulating at ν = i. In analogy to what done in the

previous section, we proceed to expand σ(ν) in a formal power of α:

σ(ν) =
∞∑
k=0

σk(ν, z)α
k . (5.38)

This function display unwanted poles of increasing order at ν = ±i, where z is singular. At

any order in α, to remove then we can just multiply by polynomial in power of α fixed term

by term by cancellation of poles:

S
(k)
0 (ν) = A(k)(z)S0(ν) , A(k)(α, z) =

k∑
l=0

a(l) αl (5.39)

Let us introduce for simplicity: χ = iπ tanh πν
2
. A(k)(z) up to order α4 is:

A(4)(z) = 1 + αχ
(γ + log 4)

π2
+ α2

(
χ2 − (π2 − 2(γ + log 4)2)

4π4
− χ

7ζ3
π4

)

+ α3

[
χ3

(
(γ + log 4)(−3π2 + 8 log2 2 + γ(2γ + log 256)) + 28ζ3

)
12π6

+ χ2 (π
4 − 42(γ + log 4)ζ3)

6π6
+ χ

62ζ5
π6

]

+ α4

[
χ4
(4γ4 − π4 + 32γ3 log 2− 48π2 log2 2 + 128γ log3 2 + 64 log4 2− 12γ2(π2 − 8 log2 2)

96π8

+
−16γπ2 log 8 + 224(γ + log 4)ζ3

96π8

)
− χ3

(
− 2γπ4 − 4π4 log 2 + 21(−π2 + 2(γ + log 4)2)ζ3 + 372ζ5

)
12π8

− χ2 (π
6 − 147ζ23 − 372(γ + log 4)ζ5)

6π8
+ χ

(
31ζ5
3π6

− 635ζ7
π8

)]
(5.40)

Then, at any order k in α, the candidate for the two independent solutions of the the
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TQ-system in the asymptotic regime λ→ −∞ are:

S(k)(ν|λ) = (−λ)−
iν
2 S

(k)
0 (ν)

∞∑
n=0

sn(ν)λ
−n ,

Q
(k)
± (ν|λ) = P

(k)
± (ν, λ)S(k)(ν|λ)∓ P

(k)
± (−ν, λ)S(k)(−ν|λ) ,

P
(k)
± (ν, λ) = C

(k)
± (λ)

∞∑
n=0

P
(k,n)
±

(
z, z−1, log(−λ)

)
λ−n

(5.41)

Removing the singularities. As mentioned before, the coefficient functions sn(ν)’s do

not have a required analyticity in the strip (−2i, 2i): they have poles of order (n − 1) at

the point ν = 0 and of order n at ν = ±i. To remove these singularities, we choose the

polynomials P
(k)
±

(
z, z−1, log(−λ)

)
so that they cancel all those singularities and any given

order in λ and α. As we will see, this can be done uniquely. The contributions can be split

as follows :

P
(k)
± (z, λ) =C

(k)
± (λ)

[∑
n=0

R
(n,k)
± (z−1;α, log(−λ))λ−n

] [∑
n=0

T (n)(z;α)λ−n

]
:=C±(λ)R

(k)
± (z−1;α, λ)T (z;α, λ) .

(5.42)

The functions R
(k)
± and T are polynomials in their first variable with α and λ appearing

as parameters (also polynomially) in the coefficients thereof and they can be determined

independently from the other. In the function T we dropped the subscript (k) turns out to

be exact in α (and indeed it matches perfectly with the one presented in [36]).

We proceed as follows:

• For any fixed k being the order of expansion in α, at every order in λ, we expand

Q±(ν|λ) in (5.32) around ν = 0 and fix the coefficients

r
(l)
± (α, log(−λ)) in the polynomials:

R
(n,k)
±

(
z−1;α, log(−λ)

)
=

n−1∑
l=1

r
(l,n,k)
± (α, log(−λ)) z−l (5.43)

so that they cancel all the poles of the form 1/νk in Q
(k)
± (ν|λ). This fixes uniquely the

function R
(n,k)
± (z, λ) up to an overall λ-depending constant C

(k)
− (λ) that we fix upon

requiring the normalisation Q−(0;λ) = 1 at all orders in λ. This automatically fixes

also C
(k)
+ (λ) up to an overall scaling thanks to the relation presented in (4.12) of [6].
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The resulting expression can be conveniently expressed through the combinations:

L = log(−2πλ) + γE, c = iπz−1, β = α + 1 , (5.44)

and just to give a flavor of the resulting expressions, we report the result up to

O
(

log2(λ)
λ4

)
and α3:

R
(3)
± (c, L)− 1 = ±βc

λ2

[
1

4π4
+

1

24π6λ

(
6c+ β(6∓ 1)− 12L+

+ 12α (1 + log(4))− 84

π2
α2ζ3

)
+ 31α3ζ5/π

10

]
+O

(
log2(λ)α4

λ4

) (5.45)

that matches perfectly with what reported in [36] up to the order considered here.

• Analogously, as we expand the functions Q±(ν;λ) near ν = i (only ν = i is enough

given the parity of Q±(ν|λ)), we exhibit poles coming from sk(ν) which cancellation

determines uniquely the numbers cm,l that specify T
(k)(z;α):

T (k)(z;α) =
k∑

l=1

2k∑
m=k+1

cm,l α
m zl (5.46)

In principle, one could have a different functions for Q±, but it turns out that the same

function works for both: T
(k)
+ (z;α) = T

(k)
− (z;α). We therefore suppressed the index.

The determination of T (k)(z;α) is completely independent from the one of R±(c, L).

The overall scaling κ that is left unfixed is determined by imposing the Wronskian

relation Q+(i;λ)Q−(i;λ) = i. In (5.45), we have already presented the C±(λ) with

this normalization imposed.

Using the same variable as above χ = iπz for convenience, the first orders are:

T (χ;α, λ) = 1− α2χ

2π4λ
+

α3χ

8π8λ2
(
αχ− 2π2

)
− α4χ

48π12λ3
(
α2χ2 − 6π2αχ+ 10π4

)
+

+
α5χ

384π16λ4
(
α3χ3 − 12π2α2χ2 + 52π4αχ− 84π6

)
+O

(
λ−5
)

(5.47)
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6 ’t Hooft model in the complex-mass plane: further results

In this section, we further explore the properties of the bound state equation in the complex

plane of the masses both numerically and analytically. A thorough numerical study of ’t

Hooft equation in the complex plane goes beyond the scope of this work. Instead in this

section, we make use of numerical methods as a mean to test the analytical results we have

obtained. In the past, many efforts have been devoted to study ’t Hooft equation and its

solutions numerically, employing the spectral form (3.6). While the original ’t Hooft equation

(2.16) is a highly singular integral equation, its spectral form (3.6) presents a perfectly regular

kernel, and we can solve it numerically via discretization and direct diagonalization. This

presents various advantages as we analytically continue in the first sheet of the α-plane 29.

This is because, by solving the eigenproblem via the direct diagonalization, we do not need

to find boundary conditions of the eigenfunctions for unphysical values of the masses; instead

we can just find the eigenvalues as determined by (3.6) for α ∈ C.
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Figure 7: Numerical eigenfunctions for different values of n and α. Here N = 4000, L = 15.

In the following the numerical computation of the eigenproblem (3.6) is performed by

cutting off the integral to the finite-length interval30 [−L,L] and approximating it with the

Gaussian quadrature method and discretizing on a N point lattice. Then, eigenvalues and

eigenfunctions are readily computed by diagonalizing the resulting N ×N matrices31.

29Another advantage is that we do not have to worry about the different boundary conditions in position
space when α = −1, cfr. e.g. section 4.2 of [38] or the discussion in [5].

30This approximation rapidly converges as we increase L since we have already that πν

2 sinh(πν
2 )

∣∣
ν=10

=

4.73443× 10−6.
31Let us remark that the choice of L has to be commensurate with the energy level we are interested in

computing. As we increase the energy level (and/or α), the support of the eigenfunction, that are picked
around the origin, grows more and more. For instance, for α = 1, while for the first 4 or 5 eigenfunctions a
small value of L ∼ 5 is sufficient, already for the 6th energy level, a bigger interval L ∼ 10 is needed to cover
the support of the eigenfunctions. On the other hand, as we increase the value of L, we need to increase
N accordingly to guarantee a sufficient sample density in the region where the eigenfunctions has support.
Here, we avoid discussing thoroughly these kind of issues, and we just perform diagonalization in the most
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Before proceeding, let us check that this very rapid but crude method to numerically

solve the eigenproblem gives accurate solutions. To do that, we set α = 0 so that we can

compare our numerical solutions with the results obtained by diagonalizing the position

space problem using a Chebyschev polynomials basis. For N = 2000, L = 10, it takes

∼ 15 seconds to generate and diagonalise the resulting 2000× 2000 matrices for the first 40

eigenvalues and eigenfunctions on a 4 core machine using a Mathematica script. In Table

1, we compare the values of the first few eigenvalues with the two numerical methods. In

Figure 7 some examples of numerical eigenfunctions for two different values of α. Note that,

as in a quantum mechanical problem in a potential well, the n-th eigenfunction has exactly

n nodes and that, as we know already, the even (odd) eigenfuntions are even (odd).

n 2λ
(num)
n 2λ

(num)
n from [6]

0 0.738363 0.73706174629269
1 1.76381 1.7537313369175
2 2.758 2.7481609123706
3 3.7837 3.7510575817054

Table 1: Comparison of the first 4 eigenvalues obtained by direct discretization with N =
4000, with the numerical results of [6]. The values of L depends on the level n as the support
of the eigenfunction grows as we increase the energy level. For all but the ground state we
set L = 10 while for n = 0 we set L = 5.

6.1 Asymptotic approximation of the mesons wavefunctions

In section 5 we described a procedure to obtain the asymptotic expansion of Q±(ν|λ) in

various regimes and to extract the spectrum from them. It is also possible to construct an

analytic expansion of the solutions Q(ν) of the homogeneous problem as well. To do that,

we start with the regular solution M± (5.7) of the inhomogeneous TQ-system; this function

does not have the required analyticity as it stands. However in the limit ν ≫ 1 (z → 1), the

resulting function is real and analytic in a neighborhood of the real line:

Q±(ν|λ) ≍ Q(ν|λ) =
(
ν +

2α

π
tanh

(πν
2

))
eiπλM

(
1 +

iν

2
+
iα

π
tanh

(πν
2

)
, 2,−2iπλ

)
.

(6.1)

direct way, remarking once again that there is large room for improvement of these numerical methods.
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Then the eigenfunctions Ψn(ν ≫ 1), can retrieved in this approximation through (3.22) just

by evaluating λ at the spectral values λn:

Ψn(ν) ≍
Q(ν|λn)

α sinh
(
πν
2

)
+ πν

2
cosh

(
πν
2

) , ν ≫ 1 , (6.2)

for negative values of ν, we can just impose the parity conditions Ψn(−|ν|) ≍ (−1)nΨn(ν). It

turns out that (6.2) furnishes an accurate approximation of the eigenfunction even at small

value of ν, as one can verify by comparing it with the result of the numerical diagonaliza-

tion32. To test (6.2) against the numerical solutions, we set N = 4000 and L = 40 (with

these settings it takes ∼ 30 seconds on a 4 core machine to run the entire diagonalisation rou-

tine), and we evaluate (6.2) at the corresponding values of λn and we compare the analytical

predictions with the numerical eigenfunctions. Note that the numerical and analytical eigen-

functions have different normalisations, so to compare them, we normalise the odd (even)

ones such that the value at the first (second) local maximum is 1 for both of them. In Figure
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Figure 8: Comparison between numerical solution (red bullets) and analytical asymptotic
predictions (blue line) for α = 1

2
.

8, 9 and 10 we plot both the numerical solutions and the analytical predictions for ν > 0

(the negative part is just determined by parity) for different values (positive and negative)

of α. As anticipated the agreement between the analytical predictions and the numerical

32Alternatively, we could use directly the series expansion of Q±(ν) we constructed in 5.2 including ar-
bitrary higher orders in λ. This would probably lead to a better approximation of the solutions for ν ∼ 0,
but the agreement with the numeric results already for this very crude approximation, are satisfactory as a
check of the validity of our analytical results.
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solution is remarkable, especially considering that (6.2) was supposed to approximate the

solution for ν ≫ 1., Of course, if ν gets closer to 0, it eventually approximates less and less

the solution.

As α approaches the chiral limit, α → −1, the first eigenfunction has support only in the

region ν < 1 (recall that in the limit α = −1 Ψ0 → δ(ν) ), far away from the asymptotic

regime ν ≫ 1. Therefore, for such values of α, one should expect that the approximation

becomes worse; indeed, this is evident, for instance, in Figure 10.
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Figure 9: Comparison between numerical solutions (red dots) and analytical asymptotic
predictions (blue line) for α = 1.

Nonetheless,it is worth emphasizing that, even for such values of α, the analytical pre-

dictions stay rather close to the numerical solution. This highlights a practical merit of our

analytic asymptotic expression. In the future, we plan to use these asymptotic solutions in

order to evaluate scattering amplitudes of mesons.

6.2 Spectrum for complex masses

As we remarked at the beginning of this section, one of the advantages of studying the

equation using the spectral representation is that it makes straightforward to study the

problem in the plane of complex masses. Consider ’t Hooft equation with complex masses

α ∈ C: as discussed in Section 2 the Hamiltonian is no longer Hermitian for complex masses

and the eigenvalues will be complex. If Ψα
m(ν) is an eigenstate with energy λn, then the

C-conjugated solution
(
Ψα∗

m

)∗
(ν) will no longer be an eigenstate of the same Hamiltonian,

rather it will be an eigenfunction with energy λ∗ of the ’t Hooft equation with complex mass
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Figure 10: Comparison between numerical solutions (red dots) and analytical asymptotic
predictions (blue line) for α = −0.6.

α∗. In Table 2 we illustrate this for 2 different pairs of complex conjugated masses. In this

case, the eigenfunctions do not have poles as there are no real zeros of α + πν
2
coth

(
πν
2

)
for

complex α (cfr. Figure 11), and one can check that indeed the expectation Ψα
n =

(
Ψα∗

n

)∗
is

verified by the numerical solutions (e.g. Figure 12).

n α = 1.4± i α = −2± 0.7i
0 1.50212± 0.500954 i −0.249776± 0.64655 i
1 2.76496± 0.612707 i 0.570509± 1.08639 i
2 3.89594± 0.667206 i 1.45422± 1.24904 i
3 5.01248± 0.710913 i 2.35834± 1.35136 i
4 6.09972± 0.741821 i 3.2913± 1.40555 i

Table 2: First 5 energy levels for 4 distinct values of
the masses, L = 10, N = 1000.

Figure 11: The zeros of f(ν) = 2α
π
+

ν coth
(
πν
2

)
do not lie on the real axis

for α ̸∈ R. Here α = −1 + 3
2
i

6.2.1 Imaginary masses and spontaneous symmetry breaking of PT

Boundary conditions. In the special case of tachyonic masses R ∋ α < −1, the boundary

conditions in the [0, 1] box xβ, (1 − x)β are complex, given that the solutions of (2.19) are

purely imaginary. Furthermore, for α < −1 the eigenfunctions are expected to display

simple poles at the positions corresponding to the two real (see Figure 13) simple zeros of
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Figure 12: Eigenfunctions for some pairs of complex conjugate masses.

n λ n λ
0/0 −0.0735993± 0.10608 i 3/3 2.35968± 0.327709 i
0+ 0.337355 3+ 2.15487
0− −0.997462 3− −2.79341
1/1 0.624888± 0.249851 i 4/4 3.23552± 0.24321 i
1+ 0.515636 4+ 3.25385
1− −1.57807 4− −3.42428
2/2 1.40231± 0.424763 i 5/5 4.24429± 0.214925 i
2+ 1.98711 5+ 3.2985
2− −2.18286 5− −4.06832

Table 3: First 24 numerical eigenvalues for α = −1.2
L = 10, N = 1000.

Figure 13: The zeros of f(ν) = 2α
π
+

ν coth
(
πν
2

)
lie on the real axis for α <

−1. Here α = −1.7

f(ν) = α + πν
2
coth

(
πν
2

)
(cf. with discussion at the beginning of Section 4), that are exactly

±2iβ. Henceforth, the basis of function solving the spectral problem (3.6) for imaginary

masses is no longer in the class of L2 normalizable functions. For α > −1, the normalizability

of the wavefunctions restricted the value of β to Re β > 0. By contrast, for α < −1, there

is no physical principle which selects one of the boundary conditions and both ±β (that are

purely imaginary) are equally valid boundary conditions. This leads to a two-fold spectrum

for α < −1. Continuing them back to α > −1 through the complex-mass plane, one of them

becomes a regular normalizable solution while the other is divergent near the boundary of

x ∈ [0, 1], cf. Figure 16. This is clear in particular for α = −1, where β = 0 is doubly

degenerated, and the ground state with λ = 0 has one regular solution ϕ(x) = 1, and one

irregular solution ϕ(x) = log x
1−x

.

In what follows, we study this extended eigenproblem with the two-fold spectrum.

Numerical solutions. In Table 3, we report the first 20 eigenvalues for α = −1.2. As

we can see in Figure 14, the spectrum of the extended eigenproblem is naturally organized

into 1. complex conjugate pairs m and m̄ and 2. real pairs m+ and m−. Wavefunctions
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corresponding to m± are real while those of m and m̄ are complex. One can also check that

the position of the poles of the wavefunctions in Figure 14 correspond to real zeros of f(ν)

as expected. Furthermore the wavefunctions are even (odd) for even (odd) level m, and the

number of nodes is equal to the level m for both real and imaginary parts. Interestingly,
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Figure 14: First 16 numerical eigenfunctions for α = −1.2. L = 10, N = 1000. Solid lines
are for asymptots visualisation.

in the specific case of α = −1.2, we see that from the 6/6-th level onward, the eigenvalues

are always real. This is a general feature of the model: the number of non-reals eigenvalues

increases as α(< −1) decreases: at α = −1, we have exactly two real degenerate (one

physical, one unphysical) solutions δ(ν), δ′(ν), and they become complex conjugate pairs as

we further decrease α. As we go towards more and more negative values of α this happens,

one by one, also to all the higher energy levels, as can see from 15. In Figure 16, we plot the

inverse of the real eigenvalues for one positive and two negatives values of α illustrating the

“doubling” of the spectrum already observed in the previous paragraph.
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Figure 15: First 3 energy levels as function of α. As soon as the eigenvalues become complex,
we only plot the imaginary parts thereof.
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Figure 16: Inverse of the real eigenvalues of one positive and two negatives values of α.
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PT -symmetry. The existence of a finite number of complex eigenvalues can be under-

stood as a consequence of the spontaneous PT -symmetry breaking. For α < −1, the Hamil-

tonian is no longer Hermitian, but it is still invariant under the PT -symmetry [67–69].

Whenever PT -symmetry is exact (and not spontaneously broken), the eigenfunctions and

eigenvalues are real even if the Hamiltonian is non-Hermitian. The fact that also non-

hermitian Hamiltonians can have real eigenvalues is an interesting subject on its own and

it has been studied in depth in the literature (cf. [67–69] and references therein). However,

depending on the parameters of the Hamiltonian, this symmetry can be spontaneously bro-

ken, resulting in a finite number of complex eigenvalues, as we saw above for the ’t Hooft

model with α < −1.

PT -breaking in IFT. Let us also comment on yet another similarity with Ising Field

Theory. In the Bethe-Salpeter approximation, the square-root branch points that correspond

to α = −1 are pushed to infinity f0/m
2 = η → ∞ and are virtually invisible. However, in

the full IFT, they are located at finite point and exhibit the same qualitative features as

the ’t Hooft model. As shown recently in [70], the Truncated free fermionic space approach

(see references therein) applied to the IFT in an imaginary magnetic field in finite volume

revealed that the model possesses two different phases distinguished by the spontaneous

symmetry breaking of PT symmetry. For |h|
|m|15/8

= |η| < |ηYL|, (i.e. for “small” magnetic

field) the energy levels of the Hamiltonian are all real (even though the IFT Hamiltonian is

not Hermitian) and PT -Symmetry is preserved, for |η| = |ηYL| the first excited state degen-

erates with the ground state and the theory is critical (Yang-Lee CFT). More importantly

for us, as one increases |η| > |ηYL|, i.e. beyond the Bethe-Salpeter approximation where

ηYL → ∞, the model enters a spontaneously broken phase of PT -symmetry with exactly the

same qualitative behavior as we observed in the ’t Hooft model: the two degenerate levels at

ηYL become complex conjugate at η > ηYL, and one by one the higher states will eventually

do so as well. This provides evidence that the features that we have seen in the ’t Hooft

model might not be a large N artifact and might persist beyond the large N limit.

7 Application to non-perturbative topological string

In recent years, an interesting relation has been established between partition functions

associated to topological strings on a toric Calabi-Yau threefold X and the spectral problem

following from the quantization of the curve encoding its local mirror Calabi-Yau X̂. This

is sometimes referred to as the topological string/spectral theory (TS/ST) correspondence
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and was used to define a non-perturbative completion of the topological string partition

function, which, in its original form, is defined only through perturbation theory. Reviewing

this correspondence in full details goes beyond the scope of this paper, and we refer to [32,

33, 35, 48] and references therein for a comprehensive discussion. Instead, here we comment

on connections and applications of the techniques employed in this paper to that context.

7.1 Elements of TS/ST correspondence

The TQ-systems similar to the one considered in this paper (3.29) arise from the quantization

of a curve associated to a mirror dual of a toric Calabi-Yau threefold: WX (ex, ep) = 0, that

is a Riemann surface embedded in C∗ × C∗. Upon quantizing the curve WX (ex, ep) by

promoting x, p to canonically conjugated variables [x̂, p̂ ] = iℏ, it is promoted to the spectral

problem [33]:

WX

(
ex̂, ep̂

)
|ϕ⟩ = O(x̂, p̂)|ϕ⟩ − λ|ϕ⟩ = 0 (7.1)

for the self-adjoint quantum operator O(x̂, p̂). When the mirror curve is elliptic (genus 1),

the operator O(x̂, p̂) has a discrete and positive spectrum. Thus, the spectral problem above

gives the well-defined eigenvalue problem :

O(x̂, p̂)|ψn⟩ − eEn|ψn⟩ = 0 . (7.2)

Because of the positivity of the spectrum, the operator O(x̂, p̂) can be thought of as an

exponential of an Hamiltonian H(x̂, p̂). In fact, it is more convenient to consider the spectral

problem associated to its density matrix,

ρ(x̂, p̂) = O−1(x̂, p̂) = e−H(x̂,p̂) (7.3)

since it is of the so called trace-class, i.e. such that all the spectral sums

Zs =
∞∑
n=0

e−sEn =
∞∑
n=0

1

λsn
, s = 1, 2, · · · (7.4)

57



are convergent. Furthermore all the spectral data for the problem can be collected into the

following spectral determinant (Fredholm determinant):

Ξ(λ, ℏ) = det(1 + λρ) =
∞∏
n=0

(
1 + λe−En

)
=

∞∏
n=0

(
1 +

λ

λn

)
,

log Ξ(λ, ℏ) = −
∞∑
s=1

Zs
(−λ)s

s
,

(7.5)

defined for any λ ∈ R and having zeros at the location of the eigenvalues of ρ(x̂, p̂). It is clear

that the quantities Zs and Ξ(λ, ℏ) are closely related (cfr. eq. (3.50), (3.52)) to the spectral

sums G
(s)
± and the spectral determinants D±(λ) defined in this paper. The crucial content

of the TS/ST correspondence is that log Ξ(λ, ℏ) is conjectured to be computed exactly by

the non-perturbative topological string free energy that can in turn be computed using,

among others, the tools from the enumerative geometry [33]. This allows, for instance,

to determine exact non-perturbative quantization conditions determining the eigenvalues of

ρ(x̂, p̂) analogous to the ones presented in this paper and in [6, 36].

7.2 Local P1 × P1: spectral determinants from inhomogeneous extension

Here we discuss the possibility of applying the methods developed in this paper to this

context, and present some preliminary results. Concretely, let us consider the case of the

local P1×P1 considered in [32]. In this case, the spectral problem associated with the density

matrix is

ϕ(x) = λ

ˆ +∞

−∞
dy ρ(x, y)ϕ(y), λ =

eE

4πk
,

ρ(x, y) =
1√

2 cosh
(
x
2

)√
2 cosh

(
y
2

) 1

cosh
(
x−y
2k

) (7.6)

where 2πk = ℏ. As expected, ρ gives an Hermitian Hilbert-Schmidt operator with discrete

positive spectrum. It is convenient for the following to reformulate the integral problem as:

f(x)Ψ(x) = λ

ˆ +∞

−∞
dy S(x− y)Ψ(y) ,

S(x) =
1

2 cosh
(

x
2k

) , f(x) = 2 cosh
(x
2

)
, ϕ(x) = Ψ(x)

√
f(x) .

(7.7)
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Now, following the analysis for the ’t Hooft equation in ν-space (3.6) in Section 3.2, we define

Q(x) = sinh
(x
k

)
f(x)Ψ(x) , (7.8)

which satisfies the related integral equation

Q(x) = λ sinh
(x
k

) ˆ +∞

−∞
dy S(x− y)

Q(y)

sinh
(
y
k

)
f(y)

. (7.9)

Then the integral spectral problem becomes equivalent to the following TQ-system:

Q(x+ iπk) +Q(x− iπk) = −2πkλ
Q(x)

f(x)
(7.10)

Upon imposing that the Q(x) := Q(x)/ sinh(x/k) decays in the strip [−iπ,+iπ], one finds

that the solution to this equation exists only for discrete values of λ. Thus, the equation

(7.10), together with the asymptotic decaying condition on Q(x), gives the quantization

of the curve relative to the local P1 × P1, as already discussed in [32]. It also satisfies a

“quantization” condition similar to (3.24):

Q(0) = Q(±iπk) = 0 . (7.11)

Now, to study the equation (7.10) for any value of λ ∈ C, we follow the analysis in the

main text, and consider the following inhomogeneous Fredholm equation

f(x)Ψ(x|λ)− λ

ˆ +∞

−∞
dy S(x− y)Ψ(y|λ) = F (x|λ) . (7.12)

The inhomogeneous term F (x|λ) spans a two-dimensional space, and in accordance with the

symmetry x→ −x of the integral equation, we take the following function F± as a basis for

this space:

F (x|λ) = q+(λ)F+(x) + q−(λ)F−(x), F+(x) =
1

cosh
(

x
2k

) , F−(x) =
1

sinh
(

x
2k

) (7.13)
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Then, the solutions Ψ± satisfy the following integral eigenproblems:

f(x)Ψ+(x|λ)− λ

ˆ +∞

−∞
dy S(x− y)Ψ+(y|λ) = F+(x|λ) (7.14)

f(x)Ψ−(x|λ)− λ

 +∞

−∞
dy S(x− y)Ψ−(y|λ) = F−(x|λ) (7.15)

Where the principal part is needed due to the inhomogeneous term in x = 0. Then the Q(x)

satisfy the integral equation

sinh
(x
k

)
F±(x) = Q±(x)− λ sinh

(x
k

) +∞

−∞
dy

1

cosh
(
x−y
2k

) Q±(y)

sinh
(
y
k

)
f(y)

, (7.16)

for any λ ∈ C. Thanks to the identity, sinh
(
x+ikπ

k

)
F±(ν+ ikπ)+sinh

(
x−ikπ

k

)
F±(ν− ikπ) = 0,

Q± satisfy the same TQ-system:

Q±(x+ iπk) +Q±(x− iπk) = −2πkλ
Q±(x)

f(x)
. (7.17)

As in the case of ’t Hooft model, they do not satisfy the “quantization” condition:

Q+(0) = 0 , Q+(iπk) = −Q+(−iπk) = 2i , Q−(0) = 2 , Q−(±iπk) = 0 . (7.18)

Now, consider the Liouville-Neumann series giving the exact solutions Ψ±(x|λ):

f(t)Ψ+(t|λ) =
∞∑
n=0

ˆ +∞

−∞
F+(x|λ)

n∏
j=1

dtj
f(tj)

S(tj − tj−1),

f(t)Ψ−(t|λ) =
∞∑
n=0

 +∞

−∞
F−(x|λ)

n∏
j=1

dtj
f(tj)

S(tj − tj−1) ,

(7.19)

where t0 = t. Then, upon considering the following combination, we obtain

f(t)f(t′)
[
Ψ+(t

′|λ)Ψ−(t|λ)−Ψ−(t
′|λ)Ψ+(t|λ)

]
=

∞∑
l,m=0

λl+m

 +∞

−∞
cosh

(
t′l − tm
2k

) 1

cosh
(

t′l
2k

)
sinh

(
tm
2k

) − 1

sinh
(

t′l
2k

)
cosh

(
tm
2k

)


× S(t′l − tm)
l∏

j=1

dt′j
f(t′j)

S(t′j − t′j−1)
m∏
i=1

dti
f(ti)

S(ti − ti−1) ,

(7.20)
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with t0 = t, t′0 = t′. Now, uniforming the notation for integration variables to:

(τ1, · · · , τm, τm+1, · · · , τm+k) = (t1, · · · , tm, t′k, · · · , t′1) (7.21)

we get

f(t)f(t′)
[
Ψ+(t

′|λ)Ψ−(t|λ)−Ψ−(t
′|λ)Ψ+(t|λ)

]
=

∞∑
l=1

λl
 +∞

−∞

[
l∑

m=0

cosh

(
τm+1 − τm

2k

)(
1

cosh
(
τm+1

2k

)
sinh

(
τm
2k

) − 1

sinh
(
τm+1

2k

)
cosh

(
τm
2k

))]

×
l∏

j=1

dτj
f(τj)

l+1∏
j=1

S(τj − τj−1)

(7.22)

The inhomogeneous function F± had been chosen such that sum over m could be performed

analytically by means of the following identity:

l∑
m=0

(
cosh(tm+1 − tm)

sinh(tm+1) cosh(tm)
− cosh(tm+1 − tm)

sinh(tm) cosh(tm+1)

)
=

=

(
cosh(tl+1 − t0)

sinh(tl+1) cosh(t0)
− cosh(tl+1 − t0)

sinh(t0) cosh(tl+1)

)
,

(7.23)

which we can use, together with τl+1 = t′0 = t′ and τ0 = t0 = t, to rewrite our identity as:

Ξ(t, t′)f(t)f(t′)
[
Ψ+(t

′|λ)Ψ−(t|λ)−Ψ−(t
′|λ)Ψ+(t|λ)

]
=

∞∑
l=1

λl
ˆ +∞

−∞

l∏
j=1

dτj
f(τj)

l+1∏
j=1

S(τj − τj−1) ,

(7.24)
1

Ξ(2kt, 2kt′)
=

cosh(t′ − t)

sinh(t′) cosh(t)
− cosh(t′ − t)

sinh(t) cosh(t′)
. (7.25)

Remarkably, the r.h.s. is proportional to the Liouville-Neumann series for the resolvent

associated with our integral equation that, by definition, satisfies the following problem:

R(t, t′|λ)− λ

ˆ +∞

−∞
dτ

S(t− τ)√
f(t)f(τ)

R(τ, t′|λ) = S(t− t′)√
f(t)f(t′)

(7.26)

We thus arrive at the main formula:

R(t, t′|λ) = Ξ(t, t′)
√
f(t)f(t′)

[
Ψ+(t

′|λ)Ψ−(t|λ)−Ψ−(t
′|λ)Ψ+(t|λ)

]
(7.27)
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This shows that the kernel S for this problem is of the completely integrable type as well.

Using this identity, we can express the spectral determinants D±(λ) defined as in (3.50)

in terms of Q-functions:

∂λ log
D+(λ)

D−(λ)
=

ˆ +∞

−∞
dt R(t,−t|λ) =

ˆ +∞

−∞
dt

1

2f(t) sinh
(
2t
k

)Q+(t)Q−(t) ,

∂λ logD+(λ)D−(λ) =

ˆ +∞

−∞
dt
[
R(t, t|λ)−R(0)(t)

]
=

ˆ +∞

−∞
dt

[
2k
(
Q+(t)Q

′
−(t)−Q−(t)Q

′
+(t)

)
2πf(t)

−R(0)(t)

]
,

(7.28)

where R(0)(t) has to be chosen to guarantee convergence of this integral depending on the

value of k. Those expressions are exactly the analogous to (3.51) and are the key consequence

of the complete integrability of the kernel. Starting from these expressions, one can in

principle proceed as in Section 5 to extract spectral sums and eigenvalues associated to this

spectral problem. We hope to get back to study this in the future, as this could provide

useful information on the convergence properties of the expansions compared with the exact

one of [32].

8 Conclusion

Summary. In this work, we examined analytical properties of mesons in large Nc QCD2.

We showed that the eigenproblem (’ t Hooft equation) that determines the discrete mass

spectrum of the mesons, is equivalent to finding solutions to a TQ-Baxter system. Rather

than solving the latter directly, we discussed how the specifics of this problem makes possi-

ble to determine the spectral data associated to the TQ-system through the analysis of its

inhomogeneous generalization. Unlike the original homogeneous problem, which has solu-

tions only in correspondence with the discrete spectrum of the ’t Hooft model, the resulting

inhomogeneous TQ-system is solvable analytically by the (asymptotic) series expansion in

the continuous spectral parameter and the mass parameter α. From those, we extract the

spectral sums and the meson wavefunctions, which were shown to approximate very well the

numericcal solutions.

Another result of this paper is illustrating the analytical structure of the spectrum the

mesons as we analytically continue the complex plane of the masses. The model exhibit a very

rich and interesting structure in the complex plane: there is a square-root branch point in

the chiral limit where there is the emergence of a massless meson associated to the unbroken

62



chiral symmetry; more interestingly we provide evidence for the presence of infinitely many

more square root branching points in the second sheet of the complex plane corresponding

to critical points where one of the even eigenvalues turns to zero. Understanding the fate

of this fixed point as we go beyond the large Nc approximation, would be of paramount

importance. We hope to go back to this point in the future.

There are also several points of contact between this model and Ising Field Theory [50],

another prominent example of a confining theory in 2 dimensions. As we discussed in the

text, this model also admits a Bethe-Salpeter approximation where the spectrum of the

theory is approximated by two-quark mesons. The analytical properties of the spectrum in

the two models are strikingly similar and suggest that the peculiar analytical structure we

found could be an universal feature of confining theories in two dimensions, as also suggested

already by the WKB analysis of linear potentials we commented in Section 4.

As already announced, this work is the first part of a bigger project in which we analyse

mesons in a larger class of two dimensional QCD-like theories. In the second part of this

project [30], we will address the same questions for the large Nc generalized Yang Mills

theories:

L =
N

8π
TrB ∧ F − N

4π
V (B) + ψa (iγ

µDµ −ma)ψa . (8.1)

Also for this very large class of models, we show that the associated Bethe-Salpeter equation

can be reformulated into a TQ-system, and many general features regarding the analyticity

structure persist.

Future directions. In addition to the study of generalized Yang-Mills that we have already

announced, there are many interesting future directions worth pursuing in the future:

• A natural continuation of this work is a thorough study of the consequence of this

emergent integrability structure at the level of form factors and scattering amplitudes

of mesons, and correlation functions of conserved currents. The asymptotic expansions

of wavefunctions developed in this paper are expected to be useful for the evaluation

of these quantities. We will address this problem elsewhere.

• Another direction we hope to pursue in the future is extending the study of this paper

to QCD2 theories coupled to matter in other representations of the gauge group and/or

with different reality conditions (Majorana). This is a subject that has attracted a lot

of attention in recent years, prominently for what regards the case of QCD coupled

to adjoint quarks [7–20, 24–28]. It would be interesting to study whether, at least in
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some particular limits, there is a similar structure as the one of the ’t Hooft model. Of

particular interest would be the limits in which quark loops are suppressed (such as the

large quark mass limit) since the relevant diagrams in the limits are of the “fish-net”

type, to which the integrability techniques are known to be applicable [71–73].

• One of the key points of our analysis was the use of the inhomogeneous Fredholm equa-

tion that allowed one to analytically continue meson masses from discretized values to

continuous ones. This analytic continuation is reminiscent of the analytic continuation

of spin of the TQ-Baxter equation for the SL(2) spin chain (see e.g. [74]). There are

similarities and differences from our approaches and it would be nice to have a clear

understanding of the relation between the two33.

• It would be very interesting to systematically include finite Nc corrections to ’t Hooft

equation to check, up to what extent the integrable structure that we describe here, is

an emergent feature of the large Nc expansion. Moreover, as already discussed in the

main text, adding systematic correction in 1/Nc would be crucial for understanding

the nature of the critical points in the second sheet of the complex-mass plane, and in

particular the fate of critical exponents, that could help to identify the associated CFT

in the second sheet in the finite Nc QCD2.

• With regards to generalization to finite Nc QCD2, some promising results are provided

by the recent discussion of SU(2) QCD coupled to fermions in large representation J

of the gauge group [38]. The techniques developed in this paper apply trivially also

to that case, given that the integral equation determining the spectrum of the mesons

in the double scaling limit where we send J → ∞ while taking g2J fixed, is formally

identical to the ’t Hooft equation studied here. It would be very interesting to extend

this large spin analysis to the higher rank case as this could be a very promising way

to analyze the role of finite Nc corrections.

• As already discussed in the main text, another crucial aspect to explore is uncovering

the fundamental origin of the integrable structures we have uncovered in this paper.

In particular, it would be important to establish a connection with the W∞-algebra,

discussed in the existing literature [52].

• It would be worth studying whether similar techniques apply also to other two dimen-

sional models. One could expect that multicritical versions of the Ising field theory

33We thank Pedro Vieira for asking this question.
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might admit a systematic approximation analogous to the Bethe-Salpeter equation of

the Ising field theory (e.g. a semiclassical approximation of the perturbed Tricritical

Ising model is discussed in [64]). Writing down such equations and analyzing them

using the techniques discussed here would be an interesting future direction.

• Regarding the connection to topological string discussed in Section 7, it is important

to clarify the relation between the techniques employed in this paper and the ones

in the topological string literature. For this purpose, it would be useful to complete

the analysis, which we initiated in section 7, and compute the spectral sums and the

asymptotic expansion of the spectrum and eigenfunctions. Another important direction

to purse is to apply our techniques to other toric CY backgrounds including the ones

for which the mirror curve is of higher genus.

• It has been pointed out in the literature (see e.g. [34,35]) that open topological string

wavefunctions satisfy the TQ-Baxter equation associated with the mirror curve. It is

therefore important to understand their precise relation to our Q±(x) (which satisfy

the TQ-system for the inhomogeneous problem).

• A key question is whether one can find a CY geometry producing our TQ-system for

the ’t Hooft model (3.29) as the quantization of their mirror curve. Such a connection,

if it exists, would allow one to compute eigenfunctions and the spectrum of the ’t Hooft

model using topological string.

We leave all these investigations to future work.
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A Alternative derivation of the TQ relation

In this appendix we present an alternative derivation of the equivalence between the homo-

geneous ’t Hooft equation in ν-space (3.6) and the TQ-equation (3.29)- Compared to the one

presented in the main text in Section 3.2 (cfr. (3.25) - (3.29)), the proof provided here has
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the advantage to be more direct of highlighting the role played by the analytical structure

of the integral equation’s kernel34.

The starting point is the integral equation (3.23) satisfied by Q(ν) = sinh
(
πν
2

)
f(ν)Ψ(ν)

that we report here for convenience:

Q(ν) = λ sinh
(π
2
ν
)ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh
(
π
2
(ν − ν ′)

) Q(ν ′)

sinh
(
π
2
ν ′
)
f(ν ′)

. (A.1)

From this, we can readily compute:

Q(ν ± 2i) =− λ sinh
(π
2
ν
) ˆ +∞

−∞
dν ′

π(ν − ν ′)

2 sinh
(
π
2
(ν − ν ′ ± 2i)

) Q(ν ′)

sinh
(
π
2
ν ′
)
f(ν ′)

+

− λ sinh
(π
2
ν
) ˆ +∞

−∞
dν ′

±2πi

2 sinh
(
π
2
(ν − ν ′ ± 2i)

) Q(ν ′)

sinh
(
π
2
ν ′
)
f(ν ′)

(A.2)

=Q(ν)− λ sinh
(π
2
ν
) ˆ +∞

−∞
dν ′

±2πi

2 sinh
(
π
2
(ν − ν ′ ± 2i)

) Q(ν ′)

sinh
(
π
2
ν ′
)
f(ν ′)

. (A.3)

To go from (A.2) to (A.3) (and analogously for Q(ν−2i)) we simply used the shifting proper-

ties of sinh together with the regularity of the kernel for ν = ν ′. Instead, for the extra piece,

more care is needed: we cannot naively use that sinh
(
π
2
(ν − ν ′ ± 2i)

)
≡ − sinh

(
π
2
(ν − ν ′)

)
as the kernel there would hit a singularity. Indeed, upon combining the two expressions we

get a further boundary term:

Q(ν + 2i) +Q(ν − 2i)− 2Q(ν) =

= λ sinh
(π
2
ν
) ˆ +∞

−∞
dν ′

(
πi

sinh
(
π
2
(ν − ν ′ − 2i)

) − πi

sinh
(
π
2
(ν − ν ′ + 2i)

)) Q(ν ′)

sinh
(
π
2
ν ′
)
f(ν ′)

(A.4)

To evaluate this, it is convenient to use the following representation:

1

sinh π
2 (ν − ν ′ − 2i)

− 1

sinh π
2 (ν − ν ′ + 2i)

= lim
ϵ→0

[
1

sinh
(
π
2 (ν − ν ′ − iϵ)

) − 1

sinh
(
π
2 (ν − ν ′ + iϵ)

)] ,
(A.5)

34Cfr. also with the discussion in [75]
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and to split the integral (A.4) as:

ˆ +∞

−∞
dν ′ (· · · ) =

ˆ ν−δ

−∞
dν ′ (· · · ) +

ˆ ν+δ

ν−δ

dν ′ (· · · ) +
ˆ ∞

ν+δ

dν ′ (· · · ), 0 < δ ≪ 1 (A.6)

Now, observe that in the first and third integration domain where (ν − ν ′) ̸∼ 0, in the

integrand (A.4) we can safely take the limit ϵ ≡ 0 as the kernel is regular and the two terms

in the integrand identically cancel. Instead, for ν ′ ∈ [ν−δ, ν+δ] we make use of the standard

Sokhotski–Plemelj theorem:

(A.5) =
2

π
lim
ϵ→0

[
1

ν − ν ′ − iϵ
− 1

ν − ν ′ + iϵ

]
= 4iδ(ν − ν ′), (A.7)

to deduce:

Q(ν + 2i) +Q(ν − 2i)− 2Q(ν) =
−4πλ

ν coth
(
π
2
ν
)
+ 2α

π

Q(ν) , (A.8)

that is equivalent to (3.28).
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[45] E. W. Weisstein, “Fredholm integral equation of the second kind. From

MathWorld—A Wolfram Web Resource.”

[46] J. Kallen and M. Marino, Instanton Effects and Quantum Spectral Curves, Annales

Henri Poincare 17 (2016), no. 5 1037–1074, [arXiv:1308.6485].

70

http://arxiv.org/abs/1606.05297
http://arxiv.org/abs/1706.07402
http://arxiv.org/abs/2409.11324
http://arxiv.org/abs/2307.15015
http://arxiv.org/abs/1203.1019
http://arxiv.org/abs/1710.07325
http://arxiv.org/abs/1802.04237
http://arxiv.org/abs/1308.6485
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