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Abstract 
Following a 3-year shutdown for upgrade and consolida-

tion work, the LHC was re-commissioned in spring 2022, 
achieving a new record energy of 6.8 TeV per beam. This 
paper will describe the beam commissioning phase, the 
electron cloud conditioning, and the intensity ramp-up 
bringing the machine to a steady production state. The 
main issues and achievement will be presented, including 
the fully automated β* adjustment. The limitations for 
beam intensity and peak luminosity will also be discussed.  

INTRODUCTION 
Since the LHC [1] start-up in 2009, periods of 3-4 years 

of operation (runs) alternate with periods of long shut down 
(LS). After 2 successful runs, the long shut down 2 (LS2) 
[2] started in 2018. The main purpose of LS2 was the LHC 
Injectors Upgrade (LIU) [3]. Nevertheless, LHC profited 
from this period to perform full maintenance of all the 
equipment, to consolidate part of the machine and to antic-
ipate activities, where possible, of the LHC High Luminos-
ity (HL-LHC) project [4]. For Run3, it was foreseen to run 
at the LHC design energy of 7 TeV, to be compared to the 
Run2 value of 6.5 TeV. With this new energy combined 
with a much brighter beam from the injectors after LIU, the 
LHC performance for Run3 was expected to be much 
higher than in Run 1 and 2. This paper describes how the 
LHC restarted after LS2, with the first promising results of 
the performance in 2022, auguring well for the rest of the 
run. 

RECOVERY FROM LS2  
Originally planned for 18 months, LS2 was much longer 

than expected for the LHC, with a first beam test only pos-
sible in October 2021, 3 years after the start of the shut-
down. The delays were attributed to the impact of COVID, 
in particular for the experiments, and will not be described. 

The re-commissioning of the LHC superconducting cir-
cuits [5] consists of a series of tests performed on each of 
the 1700 circuits [6] of the LHC. Most notably, after a ther-
mal cycle, the superconducting magnets with high current 
need to be ‘trained’. This involves repetitive quenches [7] 
before the target current is reached. For the 1232 main di-
poles where the current is the highest (11850A at 7 TeV), 
the training campaign takes several months, as more 
quenches are necessary to gain a small intensity step [8]. 
The LHC dipoles are organised in 8 independently pow-
ered sectors that can be commissioned independently. Dur-
ing the training campaign it was observed that the training 
of the magnets in some sectors was progressing much 
slower than in others, and it became clear that the 6 months 
planned for HW commissioning was very tight to achieve 
the target powering to 7 TeV. In addition, in April 2021 

there was a short circuit in one magnet of sector 78, imply-
ing a magnet exchange and a full recommissioning of the 
sector after an additional thermal cycle. In May, a diode 
short-circuit developed in sector 23, implying an exchange 
of the diode and consequently a thermal cycle. This second 
incident was due to a non-conformity of the diode, which 
turned out to be present in other magnets with the same risk 
of damage in case of a quench. With the already accumu-
lated delays and the risk to have additional short-circuits, it 
was decided to target the energy of 6.8 TeV instead of 
7 TeV for Run3. At the end of October 2021, the LHC hard-
ware commissioning was completed, the only exception 
being the training campaign of the main dipoles and quad-
rupoles of sector 23. It was therefore decided to perform a 
one-week test with beam, at injection energy. All the sys-
tems were successfully recommissioned with beam, but an 
aperture limitation in sector 23 was discovered due to a 
bent RF finger [9], not compatible with high-intensity pro-
ton operation. The repair required a warm-up of the sector 
23 and its full recommissioning. After the additional ther-
mal cycle, the dipole and quadrupole re-training of sector 
23 took longer than expected, the reason for which is some-
thing that is yet to be clearly understood. 

RUN3 START-UP IN 2022 
This was not the end of the delays for the start of Run3. 

Indeed, the conditioning of the RF cavities was just com-
pleted when a failure of a control card of a PLC of a venti-
lation equipment produced the loss of control of the cryo-
genic system. During the fault recovery, a premature open-
ing of a rupture disk (exchanged during LS2) led to air con-
tamination of the RF cavities [10]. Half of the LHC RF 
systems needed to be warmed-up to room temperature to 
avoid the risk of contamination of the cryogenic cooling 
circuit. They were then cooled down again, with a full cav-
ity reconditioning and low-level set-up, implying 2.5 
weeks lost for physics. In August during the physics run, a 
similar incident occurred, stopping the beam for one 
month. A task force was established to define and imple-
ment mitigation measures for this issue during the 2022-
2023 winter shutdown [11, 12].  

As a last modification to the schedule, with the energy 
crisis in Europe, it was decided to stop the 2022 run 2 
weeks early to save energy consumption. All these accu-
mulated delays, together with the anticipated end of run, 
implied a loss of 22.6% of the physics days compared to 
the original schedule established in December 2021, with 
an 18% reduction in proton physics and a cancelled ion run. 

BEAM COMMISSIONING 
After 3 years without beam (except the short, but very 

useful week of beam test in 2021), a 3 -month beam com-
missioning program was necessary to bring the LHC from 
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the first pilot beam (1010 p/b) at injection to the first 
6.8 TeV collisions with nominal bunch intensity (1.2×1011 
p/b initially then increased to 1.45×1011). 

First, the ring trajectory was established through the 
threading process [13] and the first pilot beam (1010 p/b) 
was circulated, allowing the closed orbit to be corrected. 
Individual systems were commissioned with beam such as 
injection and beam dump kickers, injection protection [14], 
RF low-level and transverse dampers etc... The operational 
cycle (ramp, squeeze, collisions) was established and fully 
validated with pilot beam: optics measurement and correc-
tions [15], collimator alignment [16] and validation of their 
hierarchy with loss maps [17], as well as aperture measure-
ments, were done with the defined reference configuration 
for nominal bunch intensity. A period of collisions at injec-
tion was given for the experimental detector commission-
ing. 

The first beam was injected on the 22nd of April with the 
first declaration of “stable beam” (stable luminosity pro-
duction period for experiment data taking) at 6.8TeV on the 
5th of July marking the end of the beam commissioning pe-
riod. A media event was organized to celebrate the first pro-
ton collisions at the new world record centre-of-mass en-
ergy of 13.6 TeV [18]. 

SCRUBBING 
The build-up of electron clouds (e-clouds) due to sec-

ondary electron emission from the beam screens following 
the passage of high-intensity beams is one of the major per-
formance limitations of the LHC [19]. After LS2, with the 
machine fully opened, beam screens were exposed to air 
and fully de-conditioned regarding e-cloud. In order to re-
duce the e-cloud to an acceptable level before operation 
with 25ns bunch trains, the machine needed to be scrubbed 
[20]. The scrubbing process involves a gradual increase of 
the number of bunches and intensity, keeping the generated 
e-cloud as high as possible for an efficient conditioning of 
the vacuum surfaces. 8 days were dedicated to scrubbing at 
450 GeV during the beam commissioning period. The 
scrubbing was very efficient, only limited by the pressure 
rise in the injection kicker, which nevertheless conditioned 
rapidly.  Most of the sectors quickly recovered the condi-
tions of Run2, apart from sector 78 where the secondary 
electron yield (SEY) remained unexpectedly high and in-
creased heat load on the cold vacuum surfaces. After the 
scrubbing period, the quality of the bunch train was good 
enough to start physics but required high chromaticity and 
octupoles settings to stabilise the beams. It was anticipated 
that the conditioning would continue during the intensity 
ramp-up and physics period, but this proved to proceed 
much slower than expected. 

INTENSITY RAMP-UP 
After achieving the first stable beams with a few nominal 

bunches, the beam intensity was gradually increased. The 
strategy was first to increase the number of bunches in 
steps of ~300, then to gradually increase the intensity per 
bunch once the maximum number of bunches had been 

achieved. As part of the machine protection strategy, each 
intensity step needed to be validated with a minimum of 3 
successful fills and a total of 20 hours of stable beams. In 
addition, a team composed of different system experts (the 
machine protection panel) formally approved that it was 
safe to proceed to the next step [21]. In 2022, around 1 
month was necessary to reach 2400 bunches with 1.2×1011 
protons/bunch (Fig 1). At this point the intensity ramp-up 
was stopped due to the e-cloud heat-load limitation in sec-
tor 78. 

Figure 1: Evolution of bunch intensity and number of 
bunches during the intensity ramp-up (top) and the corre-
sponding heat-load by sector (bottom). 

PERFORMANCE AND LIMITATIONS 
Availability 

Excluding the downtime due to the RF incidents, the 
availability in 2022 was good and reached 76% of the allo-
cated operation time. In addition to the usual equipment 
faults in LHC or in the injectors, there was additional 
downtime due to magnet training quenches. Despite the 
long training campaign of the main dipoles and subsequent 
tests carried out above their maximum operational current, 
14 training quenches occurred during beam operation, with 
a minimum downtime of 8h each time for the cryogenic 
system to recover. For this reason, during the LHC for RF 
system issue in September, all dipoles were ramped several 
times to their nominal current +100A and left there several 
hours. This was very efficient to anticipate further 
quenches, with six quenches experienced during this pe-
riod, and only one additional training quench seen during 
beam operation in the rest of 2022. Training quenches are 
therefore not expected to be an issue for the remainder of 
Run3 (unless a thermal cycle of a sector needs to be per-
formed). 

After the machine is exposed to air during a long shut-
down, a high rate of Unidentified Falling Objects (UFOs) 
[22] is expected at start-up. UFOs are believed to be small 
dust particles that interact with the beam, generating sud-
den losses that can exceed the thresholds of the beam loss 
monitoring (BLM) system, causing a beam dump. The big-
gest UFOs may also induce enough losses to provoke a 
magnet quench. During previous LHC runs, this happened 
on average 2-3 times a year.  
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The UFO rate in 2022 was lower than expected and con-
ditioning faster than in Run2 [23]. Nevertheless, 23 fills 
were dumped by arc UFOs in 2022, which is twice the 
number of UFO dumps that occurred during the worse year 
of Run2. This can be explained by the reduction of the 
BLM thresholds at the location of the dipoles having a di-
ode non-conformity, as quench on these magnets could 
lead to damage requiring magnet exchange. After analysis, 
only 2 or 3 of these dumps really prevented quenches, but 
the unnecessary dumps and induced downtime are accepta-
ble regarding mitigating the risk of magnet damage. The 
UFO rate is expected to further condition, even with in-
creased intensity, with a limited number of dumps foreseen 
for the rest of Run3. 

Heat load 
As already mentioned, after the scrubbing period, the 

sector 78 beam screen heat-load remained higher than the 
other sectors and was not conditioning during the intensity 
ramp-up, such that the cryogenic system reached its cool-
ing capacity limit. This in turn limited the maximum num-
ber of bunches to 2400 instead of the 2750 initially 
planned. To reduce the e-cloud and optimize the perfor-
mance for the given the heat load limit [24], the injected 
beam pattern was modified from 5 trains of 48 bunches to 
5 trains of 36 bunches, as the e-cloud is lower when the 
trains are shorter. It gave enough heat load margin to in-
crease the intensity per bunch to 1.45×1011p/b. Alternative 
bunch patterns were also tested, like the 8b4e (8 bunches 
followed by 4 empty slots) beam pattern that is very fa-
vourable for e-cloud. [25]. However, as this pattern reduces 
considerably the total number of bunches that can be stored 
in the machine, it is not the preferred solution for luminos-
ity production. As a compromise, a hybrid scheme, where 
some of the 25ns bunch trains are replaced with an 8b4e 
train was also tested. This gave very good results with the 
heat-load reduced by 20%, with only a 5% reduction in the 
total number of bunches that can be stored. This seems to 
be the best compromise to maximize the integrated lumi-
nosity for the rest of Run3. 

Maximum Instantaneous Luminosity 
The ‘triplets magnets’ are the quadrupoles responsible 

for the strong focusing of the beams at the interaction point. 
As they are longitudinally close to the collision points, they 
are showered by collision’s debris [26]. The higher the lu-
minosity, the more heat-load is induced in the triplets due 
to the energy deposition from these debris. The cryogenic 
cooling capacity available to extract this heat load limits 
the instantaneous luminosity in the experiments.  

During 2022, this limit was not reached in operation as 
the luminosity was limited by the pile-up the experiments 
could handle. Nevertheless, a dedicated test was performed 
to define the maximum instantaneous luminosity accepta-
ble by the cryogenic system [27]. A record luminosity was 
established during the test, at the value of 2.6.1034 cm-2s-1 
and it was shown that it is safe to operate reliably up to 
2.2.1034 cm-2s-1, with the possibility up to 2.4.1034 cm-2s-1. 

Performance 
Figure 2 shows the peak and integrated luminosity of 

41fb-1 achieved of in 2022, which was much beyond the 
original target of 25 fb-1, Table 1 lists the machine parame-
ters used in 2022. In addition to a very good availability 
towards the end of the run, sometimes reaching to 60% of 
time in stable beams over a week of operation, the inte-
grated luminosity was maximized during stable beams 
thanks to the β* levelling process [28] that was used for the 
first time in operation in 2022. This starts with a β* of 
60 cm, which with a bunch intensity of 1.4×1011 p/b, means 
that ATLAS and CMS are already at their maximum pile-
up 𝜇=54. This target pile-up is kept within a 5% margin, as 
the intensity decreases, by automatically changing the op-
tics to reduce the β*, so reducing the beam size at the col-
lision point. The process stops when β* reaches 30 cm.  

 
Figure 2: 2022 Peak luminosities(bottom) in all IPs and in-
tegrated luminosity in ATLAS & CMS (top) 

Table 1: LHC Parameters in 2022 
Beam energy 6.8 TeV 
Max Bunch Intensity 1.46x1011 p/b 
Max number of bunches 2462 
Max stored energy per beam ~400 MJ 
Transverse Emittance in collision(H&V) 1.75 µm 
β* range for levelling 60cm-30cm 
Peak luminosity (ATLAS&CMS) 1.9.1034 cm-2s-1 

CONCLUSION AND OUTLOOK FOR 2023 
After 3 years without physics, 2022 was expected to be 

a challenging year for the LHC with a higher collision en-
ergy and brighter beams from the injectors. Despite the dif-
ficulties encountered, the performance was beyond all the 
most optimistic expectations. A lot was learned regarding 
the intensity limitations in the LHC as well as in the injec-
tors [29].  The heat-load will be one of the main challenges 
going forward, but using bunch patterns favourable for re-
duced e-cloud should nevertheless allow a bunch intensity 
increase up to 1.8.1011 p/b, the limit for the current LHC 
due to robustness issues with the beam dump system. With 
the new operational cycle configuration for 2023 [30], the 
β* levelling range will be extended from 1.2 m to 30 cm. 
In addition, the acceptable pile-up in ATLAS and CMS will 
be increased to 𝜇 = 65. It is therefore expected that the ma-
chine performance will allow for an integrated luminosity 
of 75 fb-1 in 2023. 
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