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47Jülich Supercomputing Centre, Institute for Advanced Simulation,
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Computational models are an essential tool for the design, characterization, and discovery of
novel materials. Computationally hard tasks in materials science stretch the limits of existing high-
performance supercomputing centers, consuming much of their resources for simulation, analysis,
and data processing. Quantum computing, on the other hand, is an emerging technology with
the potential to accelerate many of the computational tasks needed for materials science. In order
to do that, the quantum technology must interact with conventional high-performance computing
in several ways: approximate results validation, identification of hard problems, and synergies in
quantum-centric supercomputing. In this paper, we provide a perspective on how quantum-centric
supercomputing can help address critical computational problems in materials science, the challenges
to face in order to solve representative use cases, and new suggested directions.
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I. INTRODUCTION

Materials science use cases are being investigated as
some of the first applications of quantum computing to
show practical quantum advantages. The strongest mo-
tivation for this belief is that a great deal of materials
science problems are quantum in nature [1]. A compu-
tational advancement in the field will have consequences
in many areas, from scientific exploration to industrial
advancements and sustainability.

Currently, high-performance supercomputing centers
dedicate a substantial amount of resources to computa-
tions in the materials science space [2–5]. A fundamen-
tal issue is that ab-initio computations of materials, in
the full configuration interation (CI) limit, suffer from
an exponential or factorial growth of the computational
resources in the system size [6–11]. Therefore, mem-
ory and processing times requirements rapidly become
intractable, as the size of the quantum systems increase.
To tame this dire scaling, various approximations are em-
ployed to reduce classical computational costs, however,
even these either fail – for highly correlated materials –
or become intractable for sufficiently large and general
systems [12–23].

Quantum computers present an attractive alternative,
since many quantum algorithms avoid incurring in the
exponential memory overheads of classical computations
of quantum matter. For practical use cases, quantum
computers may be expected to operate embedded in clas-
sical high performance computing (HPC) environments,
so-called Quantum-centric Supercomputing (QCSC). In-
tensive classical processing is required before, after, and
concurrently with these quantum computations, for a
number of reasons: alleviating the workload of quantum
computers, integration into existing classical HPC algo-
rithms, signal extraction from noisy quantum devices,
and exploiting fault-tolerant codes to the best extent.

In this paper, we motivate the need for quantum-
centric supercomputing in materials science research and
industrial development. We also identify the challenges
ahead to achieve practical quantum advantage for mate-
rials science use cases and propose directions to address
them. It is important to note that this work is intended
as a perspective and not as an exhaustive review of the
existing literature. More specifically, our discussion will
be centered around addressing several particular aspects:

Key Algorithms. We identify quantum algorithms for
materials science applications, in terms of practical ap-
plications and potential for quantum advantage.

Implications on the design of quantum-centric super-
computing architectures. We discuss the requirements
that arise for quantum-centric supercomputing architec-
tures. This includes evaluating the computational and
operational demands, scalability, and integration hurdles
when deploying these algorithms in coupled quantum-
classical HPC environments.

Materials Science Use Cases. We highlight specific
use cases in materials science where quantum and HPC

algorithms can be most effectively utilized. We select the
algorithms and use cases according to three principles,
which are necessary for quantum advantage:

1. the use case must be classically hard in some limit;

2. the use case and algorithm considered must be
amenable to execution on a noisy or fault-tolerant
quantum computer, depending on the scenario;

3. the use case represents an interesting problem in
materials science.

Our discussion is organized as follows. Section II high-
lights some key existing algorithms relevant to materi-
als science. Section III exposes classical computations
in quantum-HPC workflows, keeping key algorithms and
use cases as a reference. In Sec.tion IV, we detail of the
challenges for hybrid quantum-classical workload man-
agement and quantum-HPC integration, and in Sec. V
give a perspective on the main components of a pro-
gramming model for such systems. Section VI summa-
rizes the state-of-the-art in classical simulation of quan-
tum circuits, which is a necessary crucial consideration
in evaluating the potential for quantum advantage. Fi-
nally, Sec. VII gives an overview of potential use cases in
materials science, bringing together considerations and
threads from previous sections.

II. FUNDAMENTAL QUANTUM
ALGORITHMS

In this section we summarize quantum algorithms that
can be used for materials science applications. We con-
sider algorithms that simulate quantum systems and
mention quantum computing approaches to simulate par-
tial differential equation (PDE). Although the simulation
of quantum systems is the most natural application of
quantum computers in the materials science space, we
mention quantum algorithms for PDEs since they can be
useful for some well-crafted use cases. Within the simu-
lation category, we discuss the time dynamics, ground
states, open quantum systems and finite-temperature
properties.
Simulation of dynamics generated by a Hamiltonian of

interest is one of the most natural applications for quan-
tum computers. Quantum algorithms for approximating
time evolution have been studied extensively, and so here
briefly describe a few key methods. In recent years the
development of quantum signal processing culminated in
an algorithm called qubitization [24], the complexity of
which is measured by the number of queries to an ora-
cle that encodes the Hamiltonian. For a target evolution
time t and an error tolerance ϵ, qubitization makes only
O(t + log 1/ϵ) queries to the oracle, which is asymptot-
ically optimal. However, the construction of the Hamil-
tonian oracle generally involves ancillary qubits, making
qubitization difficult to implement in near-term and early
fault-tolerant devices.
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In this regime, Trotterization [25, 26] (see also
Sec. III B 1), the original quantum algorithm for simu-
lating dynamics, remains one of the leading candidates
for early applications, because its low overhead permits
fine-grained tradeoffs between circuit depth and accu-
racy. Asymptotically, the gate complexity of the p-th
order Trotterization scales as O(t1+1/p/ϵ1/p), which can
be made close to that of qubitization at large p. Addition-
ally, the error of Trotterization depends on the commu-
tativity of the terms in the Hamiltonian, allowing the al-
gorithm to take advantage of the structure of the Hamil-
tonian. The final example we mention is the HHKL al-
gorithm [27], which achieves nearly optimal scalings for
Hamiltonians that are geometrically local (or even with
power-law decaying interactions [28]) on some lattice.
HHKL can be considered a hybrid between Trotterization
and the high-accuracy methods that exploits commuta-
tion between spatially-separated Hamiltonian terms.

Perhaps the most paradigmatic type of quantum simu-
lation for materials is the approximation of ground states
and low-energy states in general. While such problems
are Quantum Merlin Arthur (QMA)-hard [29, 30] and
thus believed to be intractable in worst cases, their broad
utility across physics, chemistry, and materials science
has made them the objects of intense study in the hope
that for physically interesting cases, they may be man-
ageable. The most heavily studied algorithm for sim-
ulating ground states in the near term is the Varia-
tional Quantum Eigensolver (VQE), e.g., [31–53]), which
is based on optimizing a parameterized wavefunction pre-
pared on the quantum computer, and is well-adapted to
near term due to the possibility of implementing it with
low-depth circuits. Similar considerations apply to the
use of finite-depth quantum approximate optimization al-
gorithms for finding the ground state of frustrated mate-
rials [54, 55]. However, VQE has a number of drawbacks,
mostly related to the difficulties of establishing conver-
gence of the optimization and of accurately measuring
the target energy to be estimated, which can result in
long runtimes or getting stuck in local minima.

If we consider fault-tolerant architectures, Quantum
Phase Estimation (QPE) [56] and related algorithms
(e.g., [57–59]) promise to offer ground state simulation
with finite success probability, given access to initial ref-
erence states with sufficiently high overlaps with the true
ground state. A good initial state assumption can be
traded off by assumptions on the mixing time of a dissi-
pative Lindbladian associated with the problem [60].

In the near term, quantum Krylov algorithms [61–
81] and related techniques [82] have recently emerged as
a promising family of ground state simulation methods
since they fall somewhere between VQE and QPE: many
variants [63, 64, 67–69, 71–73, 75–80, 83] have provable
convergence [77, 78, 80, 81, 83] subject to similar assump-
tions to QPE, but the circuits they involve are only mod-
erately more complex than those in VQE.

For some Hamiltonians, in particular spin and
fermionic lattice models often studied in condensed mat-

ter and materials science, some variants of quantum
Krylov methods could be amenable to noisy quantum de-
vices. For a recent review of quantum Krylov algorithms,
see [81].

Quantum computers also enable the simulation of open
quantum system dynamics. Open systems more accu-
rately model physical phenomenon in nature and their
study is particularly relevant in fields such as condensed
matter, material science, and quantum chemistry [84–91].
The simulation of open systems requires both coherent
evolution under a Hamiltonian and dissipative processes
that capture the interactions with the environment. For-
mally, the evolution of a state under an open-system
dynamics is governed by the Lindblad quantum master
equation [92].

Quantum algorithms for simulating Hamiltonian dy-
namics have been extended to simulate Lindbladian dy-
namics. A naive approach is to explicitly simulate the
environment [93–95]. Trotterization can be used to sim-
ulate the dynamics of k-local Lindbladians [94] and non-
Markovian systems in [96]. Simulation of sparse and non-
local Lindbladian dynamics requires the implementation
of sparse Stinespring isometries [97]. When Lindbladians
can be written as a linear combination of Pauli opera-
tors, one can employ a variant of linear combination of
unitaries [98]. Another promising approach is to imple-
ment imaginary-time evolution to approximate the dis-
sipative dynamics [99]. Other emerging quantum algo-
rithms to simulate open system dynamics include qubiti-
zation [100], wave matrix Lindbladization [101, 102], and
partial probabilistic error cancellation [103].

In addition to estimating observables on ground states,
expectations with respect to finite-temperature states are
also critical for studying a variety of phenomena includ-
ing phase transitions. In contrast to preparing ground
states, which may encode a computationally intractable
optimization problems [30], thermal state preparation is
generally computationally easier as long as the temper-
ature is sufficiently high. There is a range of quantum
algorithms that aim to accelerate estimation of thermal
properties of quantum systems. One approach [104],
analogous to the ground-state projection method used
by phase estimation, leverages Grover-assisted rejection
sampling to either cool an infinite-temperature state to
a given finite temperature [105], or to use two finite-
temperature systems to simulate a single system at half
the temperature [106].

A different approach for thermal state preparation
involves simulating the physical process of thermaliza-
tion. Early work in this direction involves a discrete-
time Metropolis-Hastings algorithm over the eigenstates
of the Hamiltonian that is guaranteed to converge on
the thermal state [107]. Quantum techniques for achiev-
ing quadratic speedups in classical Markov Chain Monte
Carlo have been adapted to these quantum analogues
[108, 109]. More recent work involves the simulation
of continuous-time quantum Markov processes known as
Davies generators, a kind of open quantum system that
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is regarded to emulate thermalization in nature [110]. A
recent line of work aims to develop quantum algorithms
that efficiently simulate these open systems despite their
long-range interactions [111–113]. Some of these propos-
als aim for minimal quantum resources [60], and others
explore connections between thermalization and the fun-
damental capabilities of quantum computation [114].

In addition to the Schrödinger equation, there are also
applications of other PDEs in materials science, which
include Maxwell’s equations for deriving electromagnetic
properties, the heat equation, and PDEs involved in
the characterization of structural properties. These fre-
quently rely on the finite element method (FEM).

There are several proposals for quantum algorithms
for PDEs, usually based on the quantum linear systems
algorithm [115]. Boundary value problems analyzed via
finite element methods often result in large linear systems
of equations [116]. Their matrix elements can frequently
be derived analytically which may allow sidestepping the
need for a quantum random access memory (QRAM).
Existing literature has shown that quantum algorithms
for finite element methods exhibit polynomial speedups
over their classical counterparts [117]. These speedups
have been studied for applications in solving the heat
equation [118] and electromagnetic structure problems
[119].

There is also a growing body of literature on quan-
tum algorithms for initial value problems of both lin-
ear [120, 121] and nonlinear PDEs [122]. These methods
highlight that a variety of dynamics can be encoded into
the Schrödinger equation [123], subject to certain restric-
tions pertaining to normalization [124] and chaos [125].

III. CLASSICAL INFORMATION PROCESSING
IN QUANTUM-CLASSICAL WORKFLOWS

A. Mapping to qubits

Simulation of quantum systems is a promising use case
for both noisy and fault-tolerant quantum computers. In
order to simulate a physical quantum system, the govern-
ing physical Hamiltonian, for example, that of a fermionic
or bosonic system, must be appropriately mapped to
a qubit Hamiltonian such that the quantum computer
faithfully simulates the physical system of interest. Note
an appropriate mapping preserves the operator algebra:
the physical operators that comprise the physical Hamil-
tonian and the qubit operators that comprise the qubit
Hamiltonian must obey the same algebra. Fermions and
bosons follow their respective algebras, commonly known
as canonical canonical anticommutation relations (CAR)
and canonical commutation relations (CCR). Qubits are
the so-called hard-core bosons [126].

Plentiful choices of the aforementioned kind of map-
pings exist as briefly described below. Which mapping
to use may thus be determined by a practical consid-
eration, such as the computational cost of the resulting

simulation. A good choice of mapping will likely depend
on the specifics of a given physical Hamiltonian. In this
subsection, we highlight some of the existing techniques
and challenges around this problem.

Bosons have in common with qubits their commuta-
tion relations (bosonic wavefunctions are symmetric), but
while a qubit has only two states, a bosonic mode has in-
finitely many. Any digital simulation of bosonic modes
requires cutting off the dimension at some finite value,
typically much larger than two. Once a cutoff is applied,
however, the choice of mapping is essentially a decision
about how to encode a nonnegative integer representing
the occupation of the mode into qubits. One could for ex-
ample use unary or binary representations, with the for-
mer yielding local representations of creation and annihi-
lation operators with linear qubit cost in the occupation
cutoff, and the latter yielding log-local representations of
creation and annihilation operators with only logarithmic
qubit cost in the occupation cutoff. This is a significant
trade-off, but one that is at least well-understood — see
for example [127–133].

Fermionic wavefunctions, on the other hand, are an-
tisymmetric, which means that in second-quantization
their creation and annihilation operators anticommute
on different modes. Since spatially disjoint qubit op-
erators commute, mapping fermions to qubits requires
care. Also known as bosonization in the physics com-
munity (in the sense of qubits sharing the commuta-
tion relations of bosons), a collection of qubit opera-
tors can be used to embed a single fermionic creation
or annihilation operator to preserve the fermionic alge-
bra between the embedded fermionic operators. The first
such mapping is the Jordan-Wigner (JW) transforma-
tion [134], and more recently this area has seen extensive
research [50, 53, 135–145], with each of these references
discussing new fermion-to-qubit mappings.

Some of alternative mappings may be related to the
JW transformation by a unitary transformation since
conjugation by a unitary preserves the entire algebra.
Others, especially those designed for particular fermionic
lattices, may preserve the algebra between the relevant
operators only, implied by the given lattice. A subset of
unitaries, such as Cliffords or linear-reversible circuits,
can be used to describe other well-known mappings in-
cluding Bravyi-Kitaev (BK) [135] or parity.

The art of finding and choosing a good mapping is cen-
tered around the computational resource savings. This
is because different mappings can result in vastly differ-
ent quantum circuits; e.g., with respect to the number
of qubits or the number of quantum gates, when com-
bined with both problem-specific and problem-agnostic
circuit optimization techniques. In the near term, cir-
cuits will necessarily have limited width and depth due
to noise, so providing a mapping that is efficient in both
dimensions is crucial for reliable execution. Indeed, while
the parity transform has been used to reduce the qubit
counts [138] and the BK transform has been shown to
admit the asymptotically optimal operator locality for
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generic fermionic Hamiltonians [135], customized map-
pings that take advantage of the input problem specifics
while working in concert with circuit compilation tools,
e.g., [48, 146], have been reported to result in substan-
tially smaller circuits [50, 53].

Other mappings that aim to exploit limited connectiv-
ity in fermionic lattices to localize qubit operators over
the limited qubit connectivity offered by some quantum
computers have also been explored [50, 142, 143, 145, 147,
148]. With very few exceptions, e.g., [144], most fermion-
to-qubit mappings constitute mappings from products of
Majorana operators to Pauli operators. Many interest-
ing and useful configurations have been deployed within
this framework. The space of mappings of this type is
well defined [145], although not necessarily easy to search
over. In this sense future work in constructing new useful
mappings of this type constitutes a collective exercise in
combinatorial optimization, which remains a useful and
interesting activity, especially in the near-term regime
where these details of efficiency can make or break an
algorithm. The broader challenge for the field is finding
ways to push beyond this paradigm, to either find new
kinds of useful mappings that are not somehow equiv-
alent to mapping Majoranas to Paulis, or to otherwise
leverage our understanding of the landscape of mappings
to some novel useful effect.

B. Hamiltonian encodings for dynamics simulation

The intractability of simulating dynamics of generic
quantum systems using known classical methods has
driven the development of quantum computation since
its inception [149], and it is the branch of quantum sim-
ulation that is most strongly believed to offer a quantum
advantage [25]. Hamiltonian dynamics, or the simulation
of time evolution operator, e−iHt, for a given Hamilto-
nian, H, is a core component in many quantum algo-
rithms. Generally, the Hamiltonian is represented as a
sum, H =

∑
iHi, of operators which are diagonaliz-

able using simple unitary transformations, Hi = UiDiU
†
i ;

e.g., exact squares of one-electron fermionic operators
for quantum chemistry calculations, weighted sum of
fully commuting Pauli operators, or one-sparse opera-
tors, whose dynamics admit more straightforward simu-
lation. The choice of these operators and their ordering,
as well as the analysis of their sparsity and commutation
relations, which is usually done classically, can greatly
impact the efficiency of the algorithm [150]. Depend-
ing on the decomposition, a variety of well-known tech-
niques, such as Trotterization and linear combination of
unitaries, can then be used to compile the dynamics op-
erator into fundamental gate operations.

1. Trotterization

The basic idea of Trotterization is to break down the
evolution of a given quantum system into a series of
smaller, more computationally manageable steps. For
a given Hamiltonian operator H =

∑
iHi, the first-order

Trotter approximation is given by the product formula(
m∏

k=1

e−iHk
t
n

)n

= e−iHt +O

(
m2t2

n

)
. (1)

As shown, the error vanishes for large n (number of Trot-
ter steps) or small time. Higher-order product formulas
are readily derivable but become increasingly complex
to implement. In practice, the choice of which order, p,
would best suit a particular application is application-
specific. For example, the second-order Trotter-Suzuki
formula(

m∏
k=1

e−iHk
t
2n

1∏
k=m

e−iHk
t
2n

)n

= e−iHt+O

(
m3t3

n2

)
(2)

is a preferred choice for some lattice-gauge theory simula-
tions [133, 151] due to its favorable asymptotic scaling in
large parameters such as the number of levels used to sim-
ulate bosons, while admitting a relatively simple imple-
mentation detail. The fourth-order formula was shown to
admit the best error bounds in intermediate-sized system
simulations using several dozen qubits for the Heisenberg
Hamiltonian [152, 153].

Trotterization introduces errors in the simulation as
shown by the above examples. At the highest level,
this error depends on the order p of the product for-
mula used and scales asymptotically as O(tp+1/np) for
n Trotter steps [25, 154]. However, this error is coming
from non-commuting terms in the Hamiltonian decom-
position, which suggests that tighter error bounds may
be available when the specific structure of commutation
is leveraged. In addition, in quantum computation, Trot-
terized time evolutions are always applied to some state,
in which case one would ultimately care about the error in
the resulting approximate time-evolved state rather than
the operator error in the Trotter approximation itself.
Research into providing tighter bounds and optimizing
this error (e.g. by grouping and reordering of terms) is
important and ongoing [26, 150, 155].

While Trotterization is most typically applied to Pauli
decompositions of Hamiltonians, in principle, it can be
applied to any decomposition into terms whose time evo-
lutions can be simulated directly. For example, meth-
ods for simulation of sparse Hamiltonians usually in-
volve decomposition into one-sparse terms [154, 156–159],
and Trotterization of these is the approach for example
in [154]. To our knowledge, there has been no systematic
study of the Trotter error of these that goes beyond the
asymptotic expressions obtained via tail bounds in [154].
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In the case of Pauli decompositions

H =
∑
i

ciPi (3)

for Pauli operators Pi and real coefficients ci, an upper
bound on the number of steps can be given in terms of
the ℓ1-norm of the coefficients, |||H||| = ∑

i |ci|. Such
bounds, however, ignore commutativity between terms
and tend to grossly overestimate the number of Trot-
ter steps required to approximate the Hamiltonian evo-
lution to a certain error. Indeed, in the trivial case
where all terms in the Hamiltonian representation com-
mute pairwise, a single Trotter step is enough to repre-
sent the Hamiltonian evolution exactly. A recent study
on the theory of Trotter errors [26] provides more ac-
curate bounds on the number of steps for a pth or-
der formula in terms of norms of nested commutators∑

ı1···ip+1
||[Hip+1

, [· · · [Hi2 , Hi1 ]] · · · ]||. Computing the

precise commutator-scaling is exceptionally useful for re-
ducing the number of Trotter steps, and, consequently,
the quantum resources required, without sacrificing ac-
curacy. It is, however, computationally expensive, as the
computational cost, O(Np+1), scales polynomially with
the number of terms N in the Hamiltonian. Classical
workflows (e.g. ordering of the Hamiltonian terms to
reduce circuit depth) and their efficient implementation
(e.g. leveraging high-performance parallel computing for
accurate commutator-scaling evaluation) will play an im-
portant role in reducing the quantum resources required
for practical applications and shortening the timeline to
practical quantum advantage.

One final point to note is that the above discussion fo-
cuses on generic Hamiltonian simulation and the analysis
of the Hamiltonian operator. In practice, especially when
targeting early quantum applications, one is interested in
the accurate evolution of a given Hamiltonian, for a given
time, with a given initial quantum state. The details of
choosing the appropriate Trotterization (and, more gen-
erally speaking, the Hamiltonian simulation approach)
will be very much application-specific, and, when com-
pared to results obtained by only analyzing the Hamil-
tonian operator, further reduction of the estimated re-
sources will most certainly be achieved.

2. Linear Combination of Unitaries

Another approach to the simulation of e−iHt involves
block-encoding the Hamiltonian as a part of a larger uni-
tary, U(H). One of the most typical block-encodings is
accomplished by writing H as a linear combination of
unitaries, H =

∑
n cnUn, and building U(H) using UP =∑

n Pn ⊗ Un, where {Pn} is a complete set of orthogo-
nal projectors, PnPn′ = Pnδnn′ built in the ancilla qubit
space. The computational cost of the algorithms based
on linear combination of unitaries (LCU) depends on the
ℓ1-norm of cn coefficient vector, λ =

∑
n |cn| [160]. Thus,

much effort has been directed to reducing the ℓ1-norm

by various selections of Un operators [161–164]. It is also
possible to show using triangle inequalities for norms that
the lowest possible ℓ1-norm for LCU decompositions is
λ ≥ (Emax−Emin)/2, where Emax /min are highest/lowest
eigenvalues of the Hamiltonian in the entire fermionic
Fock space or qubit Hilbert space [162]. Thus, in order
to obtain ℓ1-norm lower than (Emax−Emin)/2 one needs
to modify the Hamiltonian.

Often in many-body problems, one is interested in
eigenstates and eigenenergies in a particular symme-
try subspace (e.g., with a fixed number of electrons
for molecules). For quantum dynamics, if the initial
state lies within a particular symmetry subspace, it con-
tinues to evolve there since the Hamiltonian preserves
symmetries. In both cases, to reduce ℓ1-norm of the
LCU decomposition, one can create an effective Hamil-
tonian that acts identically to the original in the par-
ticular symmetry subspace of interest, but has a lower
spectral range, (Emax − Emin)/2. In [163], this was
done by employing the form of the effective Hamiltonian,
Ĥeff = Ĥ − Ô1e(N̂e − NeÎ) + c(N̂2

e − N2
e Î), where Ô1e

is an arbitrary one-electron operator, N̂e is the operator
of the number of electrons, Ne is the number of elec-
trons in the symmetric subspace of interest, and c is a
constant. Since finding the true spectral range of Ĥeff is
difficult, to optimize Ô1e and c in Ĥeff one can use the
simplest LCU decomposition in terms of Pauli products.
Ô1e and c can be optimized to minimize the ℓ1-norm of
Pauli product decomposition of Ĥeff . As a direction for
further improvement, simulating low-energy states or dy-
namics via LCU would benefit from either removing from
consideration or shifting energies of highly excited states
with the right number of electrons so that these states
would not limit the ℓ1-norm of LCU.

Generally, the Pauli products (P̂k) are not the only
unitaries that one can use for the LCU decomposition.
A simple example of improving Pauli products is by
grouping them into sets of anti-commuting Pauli prod-
ucts. If Â =

∑
k ckP̂k, where ck are real constants and

{P̂k, P̂k′} = 0 then Â is proportional to the Hermitian

unitary R̂ = (1/c̄)
∑

k ckP̂k, with c̄ =
√∑

k c
2
k. It is

shown in Ref. [162] that such grouping of Pauli products
in a qubit Hamiltonian will always reduce the ℓ1-norm
with respect to the original Pauli product decomposi-
tion. There are other forms of unitaries that can be ob-
tained from various fermionic tensor decompositions of
the electronic Hamiltonians, for example, tensor hyper-
contraction or double factorization [161, 162]. To com-
pare different LCU decompositions, one needs to account
for three factors: 1) classical cost, 2) ℓ1-norm, 3) quan-
tum resources for implementing (e.g., the number of an-
cilla qubits, T-gate count) of each time step. Note that
ℓ1-norm mainly affects the size of the time step that one
can take, while the third aspect concerns the quantum
resources required for each time step.
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C. Quantum measurement

Many quantum algorithms involve obtaining numer-
ical values of observables, such as energies and dipole
moments, as expectation values of their associated opera-
tors. Valuable use cases could lead to observables on 50 to
100 qubits, which when decomposed into Pauli operators
can easily involve millions of terms; for instance, elec-
tronic structure Hamiltonians are characterized by ap-
proximately N4 such Pauli products. Measuring all these
Pauli products separately will take a prohibitively long
time even on superconducting architectures, which have
relatively rapid measurements. Grouping Pauli products
is a natural approach to reduce the number of individual
operators to measure. Here, we consider various grouping
approaches to measure an expectation value of a single
operator, like a Hamiltonian, for an arbitrary wavefunc-
tion. The generalization of this problem is measuring
the expectation values of a set of operators for a set of
wavefunctions. Such generalization poses additional op-
timization issues that can be important for some appli-
cations [165], but for the sake of brevity, we focus on the
single operator, single wavefunction case for the remain-
der of this subsection.

All measurement schemes we describe can be seen as
yielding estimators of the Hamiltonian expectation value
by combining results of projective measurements of some
Pauli operators. One can think of these as either mea-
surements of generic Pauli operators or as measurements
of the Ising Hamiltonian terms (i.e., diagonal Pauli oper-
ators) with respect to various states related by local basis
transformations. Commonly examined physical Hamilto-
nians, like those for electronic structures, are not read-
ily convertible to Ising form; for instance, through local
unitary transformations. Therefore, they must be decom-
posed into simpler parts. A simple illustration of this idea
is an observable Ĥ =

∑
n Ĥn that is a sum of Hamilto-

nian fragments Ĥn that can be transformed to the Ising
form with some unitary rotations: Ĥn = Û†

nẐnÛn, where

Ẑn is a polynomial of Pauli ẑ operators. Then

⟨ψ| Ĥ |ψ⟩ =
∑
n

⟨ψ| Ĥn |ψ⟩ =
∑
n

〈
Ûnψ

∣∣∣ Ẑn

∣∣∣Ûnψ
〉
. (4)

Hence,

E(Ĥ) =
∑
n,k

Z
(k)
n

Mn
, (5)

where Z
(k)
n are the results of measurements of Ẑn in the

state
∣∣∣Ûnψ

〉
= Ûn |ψ⟩, and Mn are the numbers of mea-

surements for each fragment.
Within this general scheme, a variety of expectation

value estimation methods have been proposed. The
methods can be categorized based on the following crite-
ria:

1. Measurement Approach: Measurements within the
same Hilbert space as Ĥ versus in an extended

space using ancilla qubits (e.g., as for performing
positive operator-valued measures);

2. Functional relations: Relations between estimators
for measurable operators and that for the total
Hamiltonian, E(Ĥ) = f [E(Ĥn)] (e.g., linear combi-
nations or more complex functional relations[166]);

3. Unitary Transformations: The types of unitary
transformations that are needed to bring the mea-
surable operators to the Ising form;

4. Estimator Error Scaling: The error scaling with
the number of measurements is either 1/

√
M (shot-

noise limit) or 1/M (quantum limit, i.e., Heisenberg
scaling). Most near-term methods, which require

low-depth measurement unitaries (i.e., Ûn) achieve

only the 1/
√
M scaling. Achieving Heisenberg scal-

ing requires much deeper circuits that are likely not
feasible before fault-tolerance.

One of the estimation techniques that has become pop-
ular recently is classical shadow tomography [167]. In
the framework described above, the unitary transforma-
tions Ûn are chosen randomly from the Clifford group
(later, other groups were considered as well [168, 169]).

Applying random Clifford transformations, {Ûk}, as an
extension to a state preparation circuit allows one to ef-
fectively measure parts of the Hamiltonian that would
be transformed to Ising forms Ẑk if {Ûk} were applied to
the Hamiltonian:

ÛkĤÛ
†
k = Ẑk + R̂k, (6)

where R̂k is the non-Ising part). This shows that the

information about the expectation value of Ĥ is only ob-
tained from the Ising parts because the expectation value
of R̂k on any product state resulting from the wavefunc-
tion collapse is zero. This insight spurred various efforts
to enhance the sampling convergence by biasing selec-
tion of {Ûk} to those that increase the norm of {Ẑk}
parts [170–178]. A recent paper [179] has benchmarked
these randomized measurement methods against a col-
lection of molecular electronic structure Hamiltonians.
A more general view of this approach involves the use

of adaptive, informationally incomplete (IC) Positive Op-
erator Valued Measure (POVM) [180, 181]. This frame-
work allows the optimization of the measurement for
both the observable (e.g., H) and the state iteratively
while collecting data. Moreover, the same mathemati-
cal framework can describe various physical implementa-
tions of the measurement [182] and naturally allows for
the modelization of noise in the measurement [183]. Fi-
nally, it is worth mentioning that classical shadows and
IC-POVMs allow for the estimation of multiple observ-
ables and for further post-processing, which can include
noise mitigation methods [184].
To analyze the efficiency of various estimators one

needs to take into account several factors: 1) classical
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optimization cost for finding optimal measurable opera-
tors; 2) quantum resource overhead due to the need for

extra unitary transformations (e.g., Ûn); and 3) mea-
surement overhead due to the number of measurements
needed to achieve a desired accuracy in the expectation
value. In the near-term, the overhead related to addi-
tional unitaries is crucial for overall feasibility. For exam-
ple, techniques using fermionic Ûn [185–188] could be less
efficient than those using qubit-based Clifford transfor-
mations [189, 190] even though the former require lower
numbers of measurements for a given accuracy. Addi-
tional options for mitigating circuit and measurement
errors become possible using symmetries of measurable
fragments. Selecting more symmetric fragments allows
one to improve statistics by removing the results that vi-
olate expected symmetry constraints – e.g., the number
of electrons – which provides an error mitigation proto-
col [191–193].

A crucial question for ongoing research is which types
of physical Hamiltonians admit feasible measurement
schemes in the near term. Spin models typically partition
into a few natural measurement bases; e.g., a Heisenberg
model typically contains terms of the form XX, Y Y ,
ZZ, and Z, which form three local measurement bases
(all X, all Y , and all Z). On the other extreme, molecu-
lar electronic structure Hamiltonians have several terms
that scale ∼ N4 for N orbitals. It is unclear whether
any known measurement scheme can reduce the result-
ing extremely large measurement counts to something
tractable on near-term devices for instances large enough
to offer the potential for quantum advantage. Hence an
important question is whether there exist intermediate
problems where measurement techniques beyond simple
grouping – as in spin models – can be leveraged to achieve
tractable measurement counts. For fermionic Hamiltoni-
ans, this is closely connected to choices of fermion-to-
qubit mapping, as discussed in Sec. III A. A potential
example is the Fermi-Hubbard Hamiltonian, where it is
possible to partition the Hamiltonian into 5 operators
consisting of commuting Pauli products, and each oper-
ator is converted into Ising form by at most one layer of
Bell measurement circuit (Controlled NOT gate (CNOT)
+ H) [194]. By estimating symmetries such as parity,
these Bell measurement circuits allow one to mitigate cir-
cuit errors [195]. Another excellent study on the topic as
well as other elements of the materials simulation stack
can be found in Ref. [196].

D. Problem-level preprocessing and optimization

Achieving quantum advantage on pre-fault-tolerant
quantum computers is likely to require optimization at all
levels of the algorithmic stack. This includes optimiza-
tion of the input problem itself, as well as optimization
that takes the input instance into account. Since the
family of possible input problems to quantum algorithms
for materials science is too large for an exhaustive sur-

vey here, we instead provide two examples of this kind
of problem-level preprocessing. Part of the goal of this
is simply to emphasize that this step is almost certain
to be a necessary part of any serious attempt to achieve
quantum advantage on a noisy quantum computer.

Our first example is active space selection (see also
Sec. VIIC 2). A fundamental problem in chemistry and
materials science is the eigenvalue problem, where the
eigenstates of the Hamiltonian describing the system are
to be solved. Diagonalizing the Hamiltonian of the full
system is, however, too expensive and oftentimes unnec-
essary. In many systems of practical interest, e.g., point
defects in wide bandgap semiconductors [197] and cat-
alysts on surfaces or interfaces [198], electronic excited
states of extended molecules [199], a certain subset of
electrons and orbitals in the molecule or solid is more
relevant to the problem than the rest. Therefore, a so-
called active space can be defined, leading to an effective
Hamiltonian. Solving this effective Hamiltonian (on a
quantum computer) is much easier than solving the full
Hamiltonian, while the essential properties of the system
are retained. Generally speaking, defining active spaces
requires identifying a chemically active site on the sys-
tem. Efforts have been put into developing automated ac-
tive space selection (see next paragraph), but a universal
approach is so far lacking. In practice, prior knowledge of
the system studied and the chemical intuition of the re-
searcher is usually relied upon. For example, spin defect
systems, e.g., the nitrogen-vacancy center in diamond
and an electronic defect in MgO [200–203], are hetero-
geneous materials promising for the realization of quan-
tum communication. They have a defect center hosted
in a periodic solid, whose local environment is vital to
its electronic, optical, and mechanical properties [204].
Therefore, a proper active space should include localized
orbitals around the defect center [205, 206]. Other ex-
amples are pseudotetrahedral organometallic complexes
containing chromium(IV) and aryl ligands which have
been experimentally identified as promising molecular
qubit candidates [207, 208].

Very often, local perturbations in extended systems
such as spin defects described above or gas adsorption
on solid-state catalysts are multiconfigurational, which
means that several electronic states are degenerate in
energy. The accurate description of such systems re-
quire multireference methods. Among the most common
ones are the complete active space self-consistent field
(CASSCF) method [209–211], density matrix renormal-
ization group (DMRG) [212], multireference configura-
tion interaction (MRCI) [213], and multireference per-
turbation theories. However, these methods scale poorly
with system size and exponentially with the size of the
active space and thus are impractical for use in extended
systems.

An ab-initio quantum embedding technique, density
matrix embedding theory (DMET) [214–217], and its
periodic implementations provide a framework that al-
lows users to effectively reduce an extended system to a
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finite embedding subspace [218, 219]. The user selects
a fragment space characterized by orbitals obtained by
using orbital localization schemes. Electrons in such or-
bitals are generally entangled to the environment, so it is
not possible to define a wave function in the fragment or-
bitals alone. However, the entangled part of the environ-
ment can be obtained approximately using the Schmidt
decomposition of a single-determinant whole-system ap-
proximate wave function (usually the Hartree–Fock wave
function) [216]. This involves the diagonalization of the
environmental block, Denv, of the one-body reduced den-
sity matrix (RDM):

Denv = UλU† (7)

Here, λ represents a diagonal matrix containing the
eigenvalues λi for i = 0, 1, . . . , Nenv, and where Nenv in-
dicates the count of environmental orbitals. The columns
of the unitary matrix U, corresponding to non-zero and
non-two λi values, identify the entangled bath orbitals.
Localized fragment orbitals and entangled bath orbitals
together define a subspace of the molecule, no larger than
twice the size of the original fragment, which is unentan-
gled at the level of the underlying single-determinantal
level of theory and within which any quantum chemistry
method can be applied by treating all other orbitals as
part of a frozen core.

In the case of spin-defects, the fragment active space
is usually selected by including orbitals centered around
the defect, whereas in the case of gas adsorption, the
orbitals centered around the gas molecules and the sur-
face atoms they are bound to are considered. Methods
like CAS-DMET and NEVPT2-DMET [201–203] utilize
this framework and provide users the capability of model-
ing multireference ground and excited states arising from
such local perturbations in extended solids with high ac-
curacy. In CAS-DMET, the embedding subspace con-
structed using Eqn. (7) is subjected to a CASSCF cal-
culation which further reduces the effective active space
and accounts for the most relevant static correlation. The
remaining dynamic correlation is captured by multirefer-
ence perturbation theories like NEVPT2 [220–222] as is
done in NEVPT2-DMET.

A more cost-effective method compared to NEVPT2-
DMET to include electron correlation is DME-
PDFT [223]. In this approach, the 1- and 2-RDMs
generated from a CAS-DMET calculation are used to
compute the densities and on-top pair densities, which
are then used in a subsequent multiconfiguration pair-
density functional theory (MC-PDFT) calculation [224–
226]. MC-PDFT offers a method for integrating mul-
ticonfiguration wave function theory and density func-
tional theory, allowing for the comprehensive treatment
of both near-degeneracy correlation and dynamic corre-
lation in strongly correlated systems. It proves to be a
more cost-effective alternative to multireference pertur-
bation theory, multireference configuration interaction,
or multireference coupled cluster theory. Moreover, MC-

PDFT demonstrates superior accuracy for various prop-
erties compared to Kohn–Sham density functional the-
ory. MC-PDFT computes the total energy as a func-
tional of the electron density (ρ) and on-top pair density
(Π) obtained from a multiconfiguration wave function.

The MC-PDFT energy is expressed as:

EMC-PDFT = VNN +
∑
pq

hpqDpq

+
1

2

∑
pqrs

gpqrsDpqDrs + Eot[ρ,Π], (8)

where VNN is the nuclear-nuclear repulsion energy, hpq
and gpqrs are one- and two-electron integrals, Dpq are the
elements of the one-electron RDM, and the on-top energy
Eot is a functional of the density ρ and the on-top pair-
density Π. It has been used in combination with various
multireference wave functions like the generalized active
space wave function [227], DMRG [228, 229] and it has
been used to compute the total energy of strongly cor-
related systems starting from the 2-electron RDM evalu-
ated on the quantum device.

In the context of DMET, PDFT is especially attractive
because the on-top energy is expressed in terms of elec-
tronic density on a quadrature grid using semi-local (and
therefore linear-scaling) functionals which are agnostic
to the origin of the underlying density matrices. This
formalism thus models electron correlation of all elec-
trons regardless of any underlying embedding methodol-
ogy. Therefore, DME-PDFT is formally less sensitive to
the size of the embedded fragment than methods such
as NEVPT2-DMET, which can only model electron cor-
relation within the embedded subspace of fragment and
bath orbitals [223].

A promising step towards heterogeneous catalysis
applications is the recent study of adsorption with
memory-efficient DMET algorithms which, when com-
bined with multireference electronic structure solvers,
can be extended to the bond-breaking phenomenon on
surfaces [230]. A computationally affordable alterna-
tive to CASSCF for modeling larger active spaces is
the localized active space self-consistent field (LASSCF)
method [231, 232]. LASSCF divides a given active
space into localized non-interacting subspaces, connected
through a mean field, and has the ability to capture
strong electron correlation within these subspaces with-
out encountering the computational cost associated with
CASSCF.

The LASSCF wavefunction is represented as an an-
tisymmetrized product of the Full Configuration Inter-
action (FCI) wavefunctions of these individual localized
subspaces and the single determinantal wavefunction of
the inactive space, which remains delocalized over the
entire molecule. This is mathematically represented as:

ΨLAS =
∧
K

(ΨAK
) ∧ ΦD (9)
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where ΨAK
denotes the many-body (generally FCI)

wavefunction of the Kth localized subspace, and ϕD de-
notes the single-determinantal wavefunction of closed-
shell occupied inactive orbitals. The energy of the system
ELAS is obtained through variational optimization and is
expressed as:

ELAS = ⟨ψLAS|Ĥ|ψLAS⟩ (10)

where Ĥ denotes the molecular Hamiltonian.
Although LASSCF treats strong correlations within

these localized smaller active spaces, it only accounts for
interactions between localized fragments at a mean-field
level. Methods such as State Interaction (LASSI) on a
classical computer [233] or the variational unitary cou-
pled cluster singles and doubles (UCCSD) on a quan-
tum computer (LAS-UCC) [234] model correlation be-
tween these fragments using LASSCF as a reference wave
function. In the LAS-UCC method, the multiconfigura-
tional subspace wavefunction ΨAK

for each fragment is
prepared using either QPE or Direct Initialization (DI),
as outlined by D’cunha et al. [235]. The inter-fragment
correlations are then captured through a standard VQE
optimization process using the Unitary Coupled Cluster
(UCC) ansatz.

Despite these recent advances in computational meth-
ods for modeling electronic structures, significant re-
search challenges exist, particularly involving the treat-
ment of “larger” active spaces and the inherent poor scal-
ing of multireference perturbation theories. Numerous
research efforts have been directed towards the treatment
of larger active spaces using classical electronic structure
techniques like DMRG, selected CI, and quantum Monte
Carlo methods. However, expanding the active space re-
lies on physically motivated approximations to balance
computational cost [7, 9, 236–238]. The basic philos-
ophy in all these approaches is focusing on the most
important configurations while eliminating less signifi-
cant ones, based on physically motivated criteria. Quan-
tum computing holds the promise of effectively model-
ing these larger active spaces accurately, especially as
the number of available qubits increases and noise mit-
igation techniques become more powerful. Embedding
techniques such as LAS-UCC may help accelerate this
process. While perturbation theories scale poorly on clas-
sical hardware, recent studies on formulating quantum
implementations of perturbation theories[239] highlight
the potential for creating multireference quantum algo-
rithms, including NEVPT2-DMET. With more qubits
being available, the primary research challenge still re-
mains to determine the optimal methods for quantum im-
plementation that maintain a favorable balance between
computational cost and the desired accuracy.

Our second example of problem-aware preprocessing is
VQE ansatz design [33]. VQE (and its variants) is the
most widely used algorithm on quantum computers for
the eigenvalue problem, although its experimental appli-
cations to date have been limited to classically-simulable
demonstrations; see, e.g., [31–47, 49, 51, 52]. The core of

the VQE algorithm is the parameterized quantum circuit

U(θ⃗), usually called the ansatz, whose output is a man-
ifold of states that should contain an approximation to
the ground state of the system. The ansatz can be eval-
uated according to two key attributes: expressivity and
practicality. The former measures how well the ansatz
can approximate the solution to the problem to a cer-
tain accuracy, while the latter takes circuit depth, the
difficulty of optimizing those parameters, and the qubit
connectivity of the underlying hardware into considera-
tion. Quantum advantage in VQE requires identifying
an ansatz that satisfies both criteria, i.e., it is a feasi-
ble circuit on a given device, it is trainable at scale on
a classically hard problem, and it can represent a low-
energy state with sufficient accuracy to surpass classical
methods.

Two typical examples of ansatzes are the UCC
ansatz [33, 36, 48, 240] and hardware efficient
ansatzes [38]. The UCC is chemically-inspired and thus
very expressive for most chemistry and materials, but
usually entails a large number of gates and is likely
beyond near-term hardware. The hardware-efficient
ansatzes are problem-agnostic and designed specifically
to use the native gates and connectivity of a given device,
but may be impractical to optimize due to the barren
plateau problem [241], and also may fail to be sufficiently
expressive at low depth, lead to symmetry breaking, and
non-smooth potential energy surfaces [242].

Efforts have been put into designing new ansatzes to
strike a balance between these two dimensions and unify
the advantages of UCC and hardware efficiency [243–
246]. The qubit coupled-cluster ansatz [243, 247, 248]
and ADAPT-VQE [246] are among such examples, where
a pre-screening process is proposed to select certain Pauli
operators to generate the gates in the ansatz, thereby
reducing the circuit depth and number of parameters.
These methods that trim the number of variational pa-
rameters are promising, but there is still a lack of evi-
dence for the scalability of parameter training. An ex-
ception may be HMP2 [50], where second-order pertur-
bation theory is employed to reduce the number of vari-
ational parameters, while providing real-time, quantum
computation-based methodologies to identify additional
Pauli operators to include in the VQE progression. These
advancements indeed merit further research despite out-
standing challenges due to the simplicity of variational
quantum algorithm (VQA) in all other respects (partic-
ularly in circuit complexity) and the extensive success of
classical variational algorithms.

Another challenge with ADAPT-VQE-like algorithms
lies in the larger measurement overhead due to the selec-
tion of Pauli operators, which can however be mitigated
by the use of IC-POVM measurements [249]. While it is
important to design an ansatz structure that is most ap-
propriate for a target problem, appropriately initializing
the ansatz parameters is an equally critical task when it
comes to the trainability of the resulting optimization.
This is because random parameter initialization can be
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extremely far from the optimal parameters, and the abil-
ity for VQE to converge to the optimal parameters (and
thereby find the ground state) will heavily depend on the
optimizer and the effects of noise. Identifying good clas-
sical initialization can therefore considerably improve the
accuracy and speed of VQE convergence. One promising
method is CAFQA [250]. The CAFQA ansatz is built
with only Clifford gates and is therefore classically simu-
lable in polynomial time. A discrete optimizer is used to
search through different possible Clifford gate parameters
until the optimizer converges to a set of parameters that
minimizes the VQE expectation (to the best possible ex-
tent within the Clifford space). This ‘CAFQA’ state is
then used to initialize traditional VQE. There is an op-
portunity to explore other forms of classical simulation
to bootstrap VQE; near-Clifford circuits and tensor net-
work approaches are promising directions [251, 252]. All
these methods could benefit from problem-specific opti-
mization. For instance, restricting the CAFQA Clifford
search to a state space that is expected to have some
overlap with the ground state can improve initialization
speed and accuracy.

E. Classical data loading

At the highest level, quantum computation involves
the following steps. First, a classical description for a
specific problem is established. This description is input
into a quantum circuit. After executing the quantum
circuit, we retrieve classical measurement results as the
solution to the problem. Within this workflow, an es-
sential challenge is the data input. A robust quantum
algorithm must explicitly detail this input technique and
the associated hardware.

For some types of use cases, e.g., quantum simulation
algorithms, the problems themselves are quantum me-
chanical in nature, and often this permits direct map-
pings to quantum circuits, such as those discussed in
Sec. III A. In more general cases, including when the in-
puts are classical data, scientists who focus on theoretical
complexity analysis often abstract such input methods
as an ‘oracle’ and investigate how many times this or-
acle must be applied, using this as a basis to estimate
the algorithm’s complexity. However, creating a physi-
cal realization of a quantum oracle is also a fundamental
aspect of realizing quantum computation.

QRAM [253] serves as the physical embodiment of the
quantum oracle. Unlike traditional RAM, where a sin-
gle piece of data can be swiftly loaded into the central
processor, QRAM allows for multiple classical data items
to be loaded concurrently in superposition. This unique
capability positions QRAM as a bridge between classi-
cal and quantum computing realms. More than that,
QRAM can function as a rapid and versatile quantum
oracle, effectively addressing the data-input bottleneck
prevalent in numerous quantum applications. QRAM is
also a fundamental assumption for many quantum al-

gorithms. For instance, many quantum machine learn-
ing algorithms [254, 255] may require QRAM as a pre-
requisite to potentially achieve quantum speedups, al-
though some algorithms have been discovered to achieve
the speedups without [256]. Currently, given the signif-
icant challenges in physically constructing QRAM, both
theoretical and experimental research on QRAM is an
active field of study.
For quantum simulation and material sciences, QRAM

could primarily be used to provide fast, efficient, and
reliable initial states and Hamiltonian encoding. QRAM
architectures could provide useful interfaces, benefiting
practical use cases of quantum simulation to large-scale,
challenging problems in material science.

1. QRAM construction

QRAM could be considered as the following unitary,

|ψin⟩ =
N−1∑
i=0

αi|i⟩A|0⟩B QRAM−→ |ψout⟩ =
N−1∑
i=0

αi|i⟩A |xi⟩B

(11)

starting from an input state |ψ⟩in in superposition, one
can get an output state |ψ⟩out. We assume that the
data vector xi has N components. In order to construct
QRAM, quantum routers are important ingredients. One
can write quantum routers as quantum circuits made by
a sequence of controlled-SWAP gates. A QRAM can be
assembled using quantum routers [257], as illustrated in
Figure 1, where routers are organized in a binary tree for-
mation. This basic QRAM configuration made by quan-
tum routers is termed fanout QRAM, and it allows for
data storage of O(N) elements in a time complexity of
O(logN).
On the other hand, the bucket-brigade architecture

presented in [253] serves as a nuanced version of the
fanout design, distinguished by dynamic routing of ad-
dress qubits: address qubits are dynamically introduced
into the tree during a query. If an address qubit comes
across a router in the |0⟩ or |1⟩ state, it routes to the
left or right, respectively. However, upon encountering a
router in the |W ⟩ state (each router could incorporate a
third state labeled |W ⟩, for “wait,” so it might be a qutrit
system), the router and incident mode states are inter-
changed, setting the router’s state to |0⟩ or |1⟩ based on
the initial incident address. Such designs are more robust
to decoherence [253].
QRAM stands for a type of extremely fast quantum

memory that may be better suited for handling large-
scale data. On the other hand, when the amount of data
is relatively small, one might use what’s known as Quan-
tum Read-Only Memory (QROM) to upload quantum
data, for tasks like simulating certain Hamiltonians [258].
Designs that combine QRAM and QROM are referred
to as hybrid architectures [259]. Since QROM requires
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O(N logN) time and O(logN) space, hybrid architec-
tures might represent a space-time trade-off for specific
hardware conditions (see Figure 1).

QRAM might potentially have numerous applications
if it is realized on a large scale. Here we summarize some
potential applications of QRAM.

• Quantum algorithms. Many quantum algorithms
based on quantum machine learning [255, 260]
might require QRAM as a quantum oracle for pro-
viding potential exponential quantum speedups.
Refs. [261, 262] discuss how quantum algorithms
could provide hardware requirements to QRAM ar-
chitectures. Ref. [263] discusses how QRAM could
bring potential enhancement for quantum simula-
tion algorithms in a data center setup. For in-
stance, one could design QRAM circuit for Hamil-
tonian simulation of quantum chemistry or quan-
tum materials similar to [258], which is an efficient
way for uploading Hamiltonian data towards quan-
tum computers.

• Quantum Data Center (QDC). Nowadays, data
centers are important businesses in the digital soci-
ety, and it is natural to have a quantum version of
data centers in the coming era. Refs. [263, 264] pro-
pose a theory of QDCs, where QRAM and quantum
networks are combined to provide an elementary
definition of QDC. These works show that QDCs
with several applications in QRAM as fast quan-
tum memories, will provide fast, secure, and accu-
rate applications in quantum computing, commu-
nication, and sensing.

• Quantum communication and sensing. Quantum
Private Queries [265] and the associated blind
quantum computing [266] could be flagship applica-
tions of QRAM in quantum communications, where
the users could ask data centers to provide specific
services without privacy leakage. Moreover, [263]
provides a quantum data compression algorithm
based on variants of QRAM, an application help-
ful for distributive quantum sensing applied to, for
instance, quantum telescopes [267].

Fault-tolerant designs of quantum random access mem-
ory are investigated by [268], showing that QRAM with
full fault tolerance might be very challenging on a large
scale. On the other hand, noisy QRAM might still
be error-resilient for generic setups of decoherence and
noisy channels [259]. In fact, though fanout QRAM de-
signs might be vulnerable to decoherence, rendering them
non-scalable, the bucket brigade QRAM architecture is
known for its high noise resilience [253, 259]. Specifically,
the infidelity of a query grows only logarithmically with
memory size [259]. Yet, past studies leaned on specific
noise models, raising questions about the practical ad-
vantages in real-world implementations. Ref. [259] delved
into the effects of decoherence on QRAM in a compre-
hensive manner. A significant takeaway is the affirma-

tion that the logarithmic infidelity scaling persists across
varied error channels, including challenges like depolar-
izing noise and coherent errors. The research identifies
limited entanglement among the memory components as
the chief reason behind this noise resilience. Interestingly,
this insight also suggests potential architectural simpli-
fications without compromising noise resilience, serving
an interesting future research question. This understand-
ing implies that with contemporary hardware, QRAM
might be potentially realized in real-world noisy environ-
ments, facilitating high-fidelity queries even with early
fault-tolerant technologies. Additionally, when quantum
error correction is integrated, the bucket brigade archi-
tecture continues to show promise, enhancing hardware
efficiency and fortifying against logical errors [253, 259].

2. Experimental efforts towards QRAM

Aside from theoretical studies, significant experimen-
tal progress has been made towards realizing QRAMs. In
one of the original papers on QRAM [269], two different
fanout designs are presented together with the bucket-
brigade designs, quantum optical fanout and phase gate
fanout, where hybrid systems of photons and trapped
atoms are used. Ref. [270] realizes a quantum memory of
105 qubits carried by 210 memory cells in a macroscopic
atomic ensemble, with demonstrations of storage of op-
tical qubits into these memory cells and their readout,
which might be a significant step towards full quantum
random access memory with superpositions of addresses.
Refs. [259, 271, 272] propose a hardware-efficient

QRAM design with Hybrid Quantum Acoustic Systems.
More precisely, [259, 271, 272] introduce a methodology
for quantum computation utilizing multi-modal quantum
acoustic systems and, based on this framework, suggest
a streamlined approach for QRAM construction. Quan-
tum data is preserved in high-Q phonon modes. Inter-
actions between these modes are deliberately crafted by
applying off-resonant stimuli to a transmon qubit. Con-
trasted with previous suggestions that emphasize direct
qubit excitation, it is claimed that their approach can
significantly enhance gate fidelity, especially for endur-
ing acoustic modes.
Ref. [273] introduces a QRAM construction approach

using a photonic-integrated-circuit (PIC) architecture
combined with solid-state memories. Additionally, [273]
offers a novel scheme rooted in quantum teleportation,
further expanding its application in quantum networks.
Both of these methods effectively carry out the primary
QRAM functions: quantum state transfer and quantum
routing. These implementations are grounded in existing
components, including electro-optic modulators, a Mach-
Zehnder interferometer (MZI) network, and nanocavities
linked to artificial atoms for spin-based memory opera-
tions.
Constructing a large-scale, fault-tolerant QRAM

presents significant challenges, which could be summa-
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<latexit sha1_base64="E7DpcE5YRiMBwAupnje9f7At8Gc=">AAACznicjVHLSsNAFD3GV62vqks3wSK4KknxtSy6cVnBPqAtJUmndWheTCaFUotbf8Ctfpb4B/oX3hlTUIvohCRnzj3nztx73djnibSs1wVjcWl5ZTW3ll/f2NzaLuzs1pMoFR6reZEfiabrJMznIatJLn3WjAVzAtdnDXd4qeKNERMJj8IbOY5ZJ3AGIe9zz5FEte54t9wWTjjwWbdQtEqWXuY8sDNQRLaqUeEFbfQQwUOKAAwhJGEfDhJ6WrBhISaugwlxghDXcYYp8uRNScVI4RA7pO+Adq2MDWmvciba7dEpPr2CnCYOyRORThBWp5k6nurMiv0t90TnVHcb09/NcgXEStwS+5dvpvyvT9Ui0ce5roFTTbFmVHVeliXVXVE3N79UJSlDTJzCPYoLwp52zvpsak+ia1e9dXT8TSsVq/Zepk3xrm5JA7Z/jnMe1Msl+7R0cn1crFxko85hHwc4onmeoYIrVFHTHX/EE56NqjEypsb9p9RYyDx7+LaMhw8TRJO+</latexit>|i2i

<latexit sha1_base64="aQMyk3rLANWIMzNoen2+ScgVhMc=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRLxtSy66bKifUAtJZlO62CahMlELUXwB9zqp4l/oH/hnTEFtYhOSHLm3HvOzL3XjwORKMd5zVkzs3PzC/nFwtLyyupacX2jkUSpZLzOoiCSLd9LeCBCXldCBbwVS+4N/YA3/etTHW/ecJmIKLxQo5h3ht4gFH3BPEXU+V3X6RZLTtkxy54GbgZKyFYtKr7gEj1EYEgxBEcIRTiAh4SeNlw4iInrYEycJCRMnOMeBdKmlMUpwyP2mr4D2rUzNqS99kyMmtEpAb2SlDZ2SBNRniSsT7NNPDXOmv3Ne2w89d1G9PczryGxClfE/qWbZP5Xp2tR6OPY1CCoptgwujqWuaSmK/rm9peqFDnExGnco7gkzIxy0mfbaBJTu+6tZ+JvJlOzes+y3BTv+pY0YPfnOKdBY6/sHpYPzvZLlZNs1HlsYRu7NM8jVFBFDXXyHuART3i2qlZopdbtZ6qVyzSb+Lashw8O65Aq</latexit>x0
<latexit sha1_base64="dVQiX5PrkI85j6fTabyrPpBTq8I=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRLxtSy66bKifUAtJZlO62CahMlELUXwB9zqp4l/oH/hnTEFtYhOSHLm3HvOzL3XjwORKMd5zVkzs3PzC/nFwtLyyupacX2jkUSpZLzOoiCSLd9LeCBCXldCBbwVS+4N/YA3/etTHW/ecJmIKLxQo5h3ht4gFH3BPEXU+V3X7RZLTtkxy54GbgZKyFYtKr7gEj1EYEgxBEcIRTiAh4SeNlw4iInrYEycJCRMnOMeBdKmlMUpwyP2mr4D2rUzNqS99kyMmtEpAb2SlDZ2SBNRniSsT7NNPDXOmv3Ne2w89d1G9PczryGxClfE/qWbZP5Xp2tR6OPY1CCoptgwujqWuaSmK/rm9peqFDnExGnco7gkzIxy0mfbaBJTu+6tZ+JvJlOzes+y3BTv+pY0YPfnOKdBY6/sHpYPzvZLlZNs1HlsYRu7NM8jVFBFDXXyHuART3i2qlZopdbtZ6qVyzSb+Lashw8RS5Ar</latexit>x1

<latexit sha1_base64="3/9FvEUr5W2JFEesBkvNQgYaE+U=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVZLia1l002VF+4BaSjKd1tC8mEzUUgR/wK1+mvgH+hfeGVNQi+iEJGfOvefM3Hvd2PcSaVmvOWNufmFxKb9cWFldW98obm41kygVjDdY5Eei7ToJ972QN6Qnfd6OBXcC1+ctd3Sm4q0bLhIvCi/lOObdwBmG3sBjjiTq4q5X6RVLVtnSy5wFdgZKyFY9Kr7gCn1EYEgRgCOEJOzDQUJPBzYsxMR1MSFOEPJ0nOMeBdKmlMUpwyF2RN8h7ToZG9JeeSZazegUn15BShN7pIkoTxBWp5k6nmpnxf7mPdGe6m5j+ruZV0CsxDWxf+mmmf/VqVokBjjRNXhUU6wZVR3LXFLdFXVz80tVkhxi4hTuU1wQZlo57bOpNYmuXfXW0fE3nalYtWdZbop3dUsasP1znLOgWSnbR+XD84NS9TQbdR472MU+zfMYVdRQR4O8h3jEE56NmhEaqXH7mWrkMs02vi3j4QMTq5As</latexit>x2
<latexit sha1_base64="DpX4hw/b/hxXj5eFTI2k0PmwMMk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRLfy6KbLivaB9RSkum0Ds2LZKKWIvgDbvXTxD/Qv/DOmIJaRCckOXPuPWfm3utGnkikZb3mjJnZufmF/GJhaXllda24vtFIwjRmvM5CL4xbrpNwTwS8LoX0eCuKueO7Hm+6wzMVb97wOBFhcClHEe/4ziAQfcEcSdTFXXe/WyxZZUsvcxrYGSghW7Ww+IIr9BCCIYUPjgCSsAcHCT1t2LAQEdfBmLiYkNBxjnsUSJtSFqcMh9ghfQe0a2dsQHvlmWg1o1M8emNSmtghTUh5MWF1mqnjqXZW7G/eY+2p7jaiv5t5+cRKXBP7l26S+V+dqkWijxNdg6CaIs2o6ljmkuquqJubX6qS5BARp3CP4jFhppWTPptak+jaVW8dHX/TmYpVe5blpnhXt6QB2z/HOQ0ae2X7qHx4flCqnGajzmML29ileR6jgipqqJP3AI94wrNRNQIjNW4/U41cptnEt2U8fAAWC5At</latexit>x3

<latexit sha1_base64="VPDQydtCy52679VtyIJnwv5Qjhk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRKpj2XRTZcV7QNqKcl0WkPzYjJRSxH8Abf6aeIf6F94Z0xBLaITkpw5954zc+91Y99LpGW95oy5+YXFpfxyYWV1bX2juLnVTKJUMN5gkR+Jtusk3PdC3pCe9Hk7FtwJXJ+33NGZirduuEi8KLyU45h3A2cYegOPOZKoi7tepVcsWWVLL3MW2BkoIVv1qPiCK/QRgSFFAI4QkrAPBwk9HdiwEBPXxYQ4QcjTcY57FEibUhanDIfYEX2HtOtkbEh75ZloNaNTfHoFKU3skSaiPEFYnWbqeKqdFfub90R7qruN6e9mXgGxEtfE/qWbZv5Xp2qRGOBE1+BRTbFmVHUsc0l1V9TNzS9VSXKIiVO4T3FBmGnltM+m1iS6dtVbR8ffdKZi1Z5luSne1S1pwPbPcc6C5kHZPiofnldK1dNs1HnsYBf7NM9jVFFDHQ3yHuIRT3g2akZopMbtZ6qRyzTb+LaMhw8Ya5Au</latexit>x4
<latexit sha1_base64="BIg/zjaB+O4aE4cY+jFAv4gnbEM=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRKx6rLopsuK9gG1lCSd1qF5kUzUUgR/wK1+mvgH+hfeGaegFtEJSc6ce8+Zufe6sc9TYVmvOWNufmFxKb9cWFldW98obm410yhLPNbwIj9K2q6TMp+HrCG48Fk7TpgTuD5ruaMzGW/dsCTlUXgpxjHrBs4w5APuOYKoi7tepVcsWWVLLXMW2BqUoFc9Kr7gCn1E8JAhAEMIQdiHg5SeDmxYiInrYkJcQoirOMM9CqTNKItRhkPsiL5D2nU0G9JeeqZK7dEpPr0JKU3skSaivISwPM1U8Uw5S/Y374nylHcb09/VXgGxAtfE/qWbZv5XJ2sRGOBE1cCpplgxsjpPu2SqK/Lm5peqBDnExEncp3hC2FPKaZ9NpUlV7bK3joq/qUzJyr2nczO8y1vSgO2f45wFzYOyfVSunB+Wqqd61HnsYBf7NM9jVFFDHQ3yHuIRT3g2akZoZMbtZ6qR05ptfFvGwwcay5Av</latexit>x5

<latexit sha1_base64="NAx3+6lEyRAa9MLnqSnd0OKi4Sk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRLR6rLopsuK9gG1lCSd1qF5kUzUUgR/wK1+mvgH+hfeGaegFtEJSc6ce8+Zufe6sc9TYVmvOWNufmFxKb9cWFldW98obm410yhLPNbwIj9K2q6TMp+HrCG48Fk7TpgTuD5ruaMzGW/dsCTlUXgpxjHrBs4w5APuOYKoi7tepVcsWWVLLXMW2BqUoFc9Kr7gCn1E8JAhAEMIQdiHg5SeDmxYiInrYkJcQoirOMM9CqTNKItRhkPsiL5D2nU0G9JeeqZK7dEpPr0JKU3skSaivISwPM1U8Uw5S/Y374nylHcb09/VXgGxAtfE/qWbZv5XJ2sRGOBE1cCpplgxsjpPu2SqK/Lm5peqBDnExEncp3hC2FPKaZ9NpUlV7bK3joq/qUzJyr2nczO8y1vSgO2f45wFzYOyXSkfnR+Wqqd61HnsYBf7NM9jVFFDHQ3yHuIRT3g2akZoZMbtZ6qR05ptfFvGwwcdK5Aw</latexit>x6
<latexit sha1_base64="pzkBeyKcrVq5vtLYlL0H5xkGy80=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRJR67LopsuK9gG1lCSd1qF5kUzUUgR/wK1+mvgH+hfeGaegFtEJSc6ce8+Zufe6sc9TYVmvOWNufmFxKb9cWFldW98obm410yhLPNbwIj9K2q6TMp+HrCG48Fk7TpgTuD5ruaMzGW/dsCTlUXgpxjHrBs4w5APuOYKoi7tepVcsWWVLLXMW2BqUoFc9Kr7gCn1E8JAhAEMIQdiHg5SeDmxYiInrYkJcQoirOMM9CqTNKItRhkPsiL5D2nU0G9JeeqZK7dEpPr0JKU3skSaivISwPM1U8Uw5S/Y374nylHcb09/VXgGxAtfE/qWbZv5XJ2sRGOBE1cCpplgxsjpPu2SqK/Lm5peqBDnExEncp3hC2FPKaZ9NpUlV7bK3joq/qUzJyr2nczO8y1vSgO2f45wFzYOyfVw+Oj8sVU/1qPPYwS72aZ4VVFFDHQ3yHuIRT3g2akZoZMbtZ6qR05ptfFvGwwcfi5Ax</latexit>x7

<latexit sha1_base64="XaHZpkQsXpM5e+p1BfN0M8d7DR4=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkWom5KKr2XRTZcVbSvUIsl0WkPzYjJRShH8Abf6aeIf6F94Z5yCWkQnJDlz7j1n5t7rJYGfSsd5zVkzs3PzC/nFwtLyyupacX2jlcaZYLzJ4iAWl56b8sCPeFP6MuCXieBu6AW87Q1PVbx9y0Xqx9GFHCW8G7qDyO/7zJVEnZe93etiyak4etnToGpACWY14uILrtBDDIYMITgiSMIBXKT0dFCFg4S4LsbECUK+jnPco0DajLI4ZbjEDuk7oF3HsBHtlWeq1YxOCegVpLSxQ5qY8gRhdZqt45l2Vuxv3mPtqe42or9nvEJiJW6I/Us3yfyvTtUi0cexrsGnmhLNqOqYccl0V9TN7S9VSXJIiFO4R3FBmGnlpM+21qS6dtVbV8ffdKZi1Z6Z3Azv6pY04OrPcU6D1l6lelg5ONsv1U7MqPPYwjbKNM8j1FBHA03yHuART3i26lZkZdbdZ6qVM5pNfFvWwwdGv4/W</latexit>

(b)

<latexit sha1_base64="ilMEcLhZPmpB0WjNvF4JMKbxRjI=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVRLxtSy6cVnBPqAtJUmndWheTCaFUotbf8Ctfpb4B/oX3hlTUIvohCRnzj3nztx73djnibSs15yxsLi0vJJfLaytb2xuFbd36kmUCo/VvMiPRNN1EubzkNUklz5rxoI5geuzhju8VPHGiImER+GNHMesEziDkPe550iiWne8a7WFEw581i2WrLKllzkP7AyUkK1qVHxBGz1E8JAiAEMISdiHg4SeFmxYiInrYEKcIMR1nGGKAnlTUjFSOMQO6TugXStjQ9qrnIl2e3SKT68gp4kD8kSkE4TVaaaOpzqzYn/LPdE51d3G9HezXAGxErfE/uWbKf/rU7VI9HGua+BUU6wZVZ2XZUl1V9TNzS9VScoQE6dwj+KCsKedsz6b2pPo2lVvHR1/00rFqr2XaVO8q1vSgO2f45wH9aOyfVo+uT4uVS6yUeexh30c0jzPUMEVqqjpjj/iCc9G1RgZU+P+U2rkMs8uvi3j4QMOdpO8</latexit>|i0i
<latexit sha1_base64="QX2Tovx4QsXPk5PMpYhGQ9MxLhk=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVRLxtSy6cVnBPqAtJUmndWheTCaFUotbf8Ctfpb4B/oX3hlTUIvohCRnzj3nztx73djnibSs15yxsLi0vJJfLaytb2xuFbd36kmUCo/VvMiPRNN1EubzkNUklz5rxoI5geuzhju8VPHGiImER+GNHMesEziDkPe550iiWne8a7eFEw581i2WrLKllzkP7AyUkK1qVHxBGz1E8JAiAEMISdiHg4SeFmxYiInrYEKcIMR1nGGKAnlTUjFSOMQO6TugXStjQ9qrnIl2e3SKT68gp4kD8kSkE4TVaaaOpzqzYn/LPdE51d3G9HezXAGxErfE/uWbKf/rU7VI9HGua+BUU6wZVZ2XZUl1V9TNzS9VScoQE6dwj+KCsKedsz6b2pPo2lVvHR1/00rFqr2XaVO8q1vSgO2f45wH9aOyfVo+uT4uVS6yUeexh30c0jzPUMEVqqjpjj/iCc9G1RgZU+P+U2rkMs8uvi3j4QMQ3ZO9</latexit>|i1i

<latexit sha1_base64="E7DpcE5YRiMBwAupnje9f7At8Gc=">AAACznicjVHLSsNAFD3GV62vqks3wSK4KknxtSy6cVnBPqAtJUmndWheTCaFUotbf8Ctfpb4B/oX3hlTUIvohCRnzj3nztx73djnibSs1wVjcWl5ZTW3ll/f2NzaLuzs1pMoFR6reZEfiabrJMznIatJLn3WjAVzAtdnDXd4qeKNERMJj8IbOY5ZJ3AGIe9zz5FEte54t9wWTjjwWbdQtEqWXuY8sDNQRLaqUeEFbfQQwUOKAAwhJGEfDhJ6WrBhISaugwlxghDXcYYp8uRNScVI4RA7pO+Adq2MDWmvciba7dEpPr2CnCYOyRORThBWp5k6nurMiv0t90TnVHcb09/NcgXEStwS+5dvpvyvT9Ui0ce5roFTTbFmVHVeliXVXVE3N79UJSlDTJzCPYoLwp52zvpsak+ia1e9dXT8TSsVq/Zepk3xrm5JA7Z/jnMe1Msl+7R0cn1crFxko85hHwc4onmeoYIrVFHTHX/EE56NqjEypsb9p9RYyDx7+LaMhw8TRJO+</latexit>|i2i
<latexit sha1_base64="tVRlu7uDrFsrblEtK53g5FgFoOQ=">AAACznicjVHLSsNAFD3GV62vqks3wSK4KonvZdGNywr2AW0pSTqtQ/NiMimUWtz6A271s8Q/0L/wzpiCWkQnJDlz7jl35t7rxj5PpGW9zhnzC4tLy7mV/Ora+sZmYWu7lkSp8FjVi/xINFwnYT4PWVVy6bNGLJgTuD6ru4NLFa8PmUh4FN7IUczagdMPeY97jiSqecc7Ry3hhH2fdQpFq2TpZc4COwNFZKsSFV7QQhcRPKQIwBBCEvbhIKGnCRsWYuLaGBMnCHEdZ5ggT96UVIwUDrED+vZp18zYkPYqZ6LdHp3i0yvIaWKfPBHpBGF1mqnjqc6s2N9yj3VOdbcR/d0sV0CsxC2xf/mmyv/6VC0SPZzrGjjVFGtGVedlWVLdFXVz80tVkjLExCncpbgg7GnntM+m9iS6dtVbR8fftFKxau9l2hTv6pY0YPvnOGdB7bBkn5ZOro+L5Yts1DnsYg8HNM8zlHGFCqq64494wrNRMYbGxLj/lBpzmWcH35bx8AEVq5O/</latexit>|i3i

<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i
<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i
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<latexit sha1_base64="ZlQh6pJ7X3bQD3fHZgk/Eu9HpCY=">AAACznicjVHLSsNAFD3GV62vqks3wSK4KonvZdGNywr2AW0pyXRah+ZFMimWUtz6A271s8Q/0L/wzpiCWkQnJDlz7jl35t7rRp5IpGW9zhnzC4tLy7mV/Ora+sZmYWu7loRpzHiVhV4YN1wn4Z4IeFUK6fFGFHPHdz1edweXKl4f8jgRYXAjRxFv+04/ED3BHElU864ztlqJ8M2jSadQtEqWXuYssDNQRLYqYeEFLXQRgiGFD44AkrAHBwk9TdiwEBHXxpi4mJDQcY4J8uRNScVJ4RA7oG+fds2MDWivcibazegUj96YnCb2yROSLiasTjN1PNWZFftb7rHOqe42or+b5fKJlbgl9i/fVPlfn6pFoodzXYOgmiLNqOpYliXVXVE3N79UJSlDRJzCXYrHhJl2Tvtsak+ia1e9dXT8TSsVq/Ys06Z4V7ekAds/xzkLaocl+7R0cn1cLF9ko85hF3s4oHmeoYwrVFDVHX/EE56NijE0Jsb9p9SYyzw7+LaMhw9LYJNq</latexit>x0⇠3
<latexit sha1_base64="VewxmgfQukJUZFeH+P7XUEfu338=">AAACznicjVHLTsJAFD3UF+ILdemmkZi4IsWguCS6cYmJPBIgpC0DTugr0ymREOLWH3Crn2X8A/0L74wlUYnRadqeOfecO3PvdSKPx9KyXjPG0vLK6lp2PbexubW9k9/da8RhIlxWd0MvFC3HjpnHA1aXXHqsFQlm+47Hms7oUsWbYyZiHgY3chKxrm8PAz7gri2Jat/1puVOzH2zMuvlC1bR0stcBKUUFJCuWph/QQd9hHCRwAdDAEnYg42YnjZKsBAR18WUOEGI6zjDDDnyJqRipLCJHdF3SLt2yga0Vzlj7XbpFI9eQU4TR+QJSScIq9NMHU90ZsX+lnuqc6q7TejvpLl8YiVuif3LN1f+16dqkRjgXNfAqaZIM6o6N82S6K6om5tfqpKUISJO4T7FBWFXO+d9NrUn1rWr3to6/qaVilV7N9UmeFe3pAGXfo5zETROiqWz4ul1uVC9SEedxQEOcUzzrKCKK9RQ1x1/xBOejZoxNmbG/afUyKSefXxbxsMHXoCTcg==</latexit>x4⇠7

…
<latexit sha1_base64="aPaNVu7iXJvUNubffB2nlqsWbEM=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkWom5KKr2XRTZcVbSvUIsl0WkPzYjJRShH8Abf6aeIf6F94Z5yCWkQnJDlz7j1n5t7rJYGfSsd5zVkzs3PzC/nFwtLyyupacX2jlcaZYLzJ4iAWl56b8sCPeFP6MuCXieBu6AW87Q1PVbx9y0Xqx9GFHCW8G7qDyO/7zJVEnZfZ7nWx5FQcvexpUDWgBLMacfEFV+ghBkOGEBwRJOEALlJ6OqjCQUJcF2PiBCFfxznuUSBtRlmcMlxih/Qd0K5j2Ij2yjPVakanBPQKUtrYIU1MeYKwOs3W8Uw7K/Y377H2VHcb0d8zXiGxEjfE/qWbZP5Xp2qR6ONY1+BTTYlmVHXMuGS6K+rm9peqJDkkxCnco7ggzLRy0mdba1Jdu+qtq+NvOlOxas9MboZ3dUsacPXnOKdBa69SPawcnO2Xaidm1HlsYRtlmucRaqijgSZ5D/CIJzxbdSuyMuvuM9XKGc0mvi3r4QNJII/X</latexit>

(c)

FIG. 1. (a) An illustration of QRAM made by quantum routers. (b) An illustration of QROM. (c) Hybrid QRAM-QROM
architecture.

rized as the following.

• Scalability: The number of qubits required for a
QRAM scales linearly with the data set size. As
data sets grow, so does the qubit demand. More-
over, larger data sets necessitate more substantial
QRAM hardware with higher circuit depth and
more sophisticated designs.

There are various ways to address the scalability is-
sue by hardware co-designs of QRAM. For instance,
we can utilize Q2 routers as foundational compo-
nents for constructing QRAM (Here, Q2 router
refers to the router with both control and signal
states being quantum states). This modular de-
sign allows us to assemble QRAM by interlinking
various modules, as depicted in Figure 2. Alter-
natively, a 2-D integrated QRAM can be achieved
using H-tree patterns, either through the telepor-
tation protocol as outlined in [274] or by employ-
ing long wires (see Figure 3. Note that this design
is beyond [274] by implementing long-range cou-
pling wires, within the capability of IBM devices.
Moreover, the design is compatible with a single-
layer architecture without crossing coupling wires).
For a scalable QRAM, extensive range connectivity
might be bounded by some principles of physics as
discussed in [275].

• Efficiency: To ensure QRAM’s efficiency and relia-
bility, the quantum hardware must be both highly
compact (fractal or self-similar structures in the de-
sign of QRAM with more efficient usages of space
like [274]) and highly coherent. In addition to su-
perconducting circuits, it is also intriguing to ex-
plore more compact phononic circuits for QRAM
like [271].

• Error Correction: As QRAM size expands, er-
rors become inevitable. Thus, strategies for reli-
able data loading despite these errors are essential.
Standard quantum error correcting codes might be
applicable to QRAM. However, developing quan-
tum error correction techniques that are specifically
adapted to QRAM [268, 276] remains an open re-
search area. On the other hand, error resilience
of designs of QRAM [259] might provide possible
resolutions. Moreover, error resilience is a feature
of bucket-brigade QRAM, which shows that errors
only scale poly-logarithmically with the system size
(see above). This indicates that QRAM can already
be a useful application for some non-error-corrected
quantum computers.

• Need for Specialized Solutions: Given its unique
purpose and architecture, QRAM’s scalability is-
sues should be approached with its specific needs
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in mind. Unlike universal quantum computers,
QRAM doesn’t need a universal set of quantum op-
erations, which could be an avenue for simplifying
its architecture. Moreover, some classical optimiza-
tion could be helpful to enable more sophisticated
QRAM designs. For instance, [259] designs a noisy
QRAM simulator in classical devices, which might
be for further explorations of QRAM designs and
simulation in a classical space.

F. Circuits, transpilation, and architecture

Just as in classical computing, every quantum compu-
tation that is to be carried out on a quantum computer
needs to be broken down to a netlist of native opera-
tions that admit a direct implementation on a quantum
computer. One of the most widely-used representation
of such a netlist is the so-called quantum circuit, which
is to be transpiled for a target quantum computer back-
end. Different quantum backend hardware may support
different qubit-to-qubit connectivity, which limits the in-
teractions between the qubits that may be implemented
natively.

To this end, quantum applications in materials sci-
ence are no exceptions. Indeed, quantum circuits for
Heisenberg Hamiltonian simulation [152, 153], relevant
for many-body localization and room-temperature su-
perconductivity, and electronic structure calculations for
small molecules [48, 50, 53], have been optimized for
both pre-fault-tolerant and fault-tolerant settings be-
fore. Other examples include particle physics simula-
tions [131, 133, 277], where fault-tolerant cost, includ-
ing the number of non-Clifford quantum gates and qubit
counts, have been minimized. In all these examples, it
is critical that the resulting netlist of instructions to be
carried out by a quantum computer is optimized, target-
ing time to solution: a key metric in all types of com-
putation, including quantum. Case in point, if time to
solution is of no matter, the computational advantages
offered by quantum computing is moot and classical com-
puting suffices, and a high-fidelity operation of a quan-
tum computer would become unnecessary since repeated
executions of computation can be performed until an ac-
ceptable answer is obtained. The important roles that
circuits, transpilation, and architecture will continue to
play in leveraging the computational power enabled by
quantum computation then form the central topics of this
section.

1. Connectivity and Architecture

We begin by highlighting key topics around qubit con-
nectivity, a fundamental aspect of a quantum process-
ing unit (QPU) that dictates the efficiency, scalability,
and feasibility of the quantum devices. We first con-
sider SWAP networks, highlighting their role in enabling

Hamiltonian simulation in quantum systems with limited
connectivity. The discussion then moves to distributed
quantum computing, emphasizing its importance in scal-
ing quantum computing beyond the capabilities of cur-
rent QPUs. Quantum circuit cutting is also examined for
its practicality in decomposing complex quantum circuits
into smaller segments, facilitating distributed processing.

a. SWAP networks One of the tools that can be
leveraged to effectively implement Hamiltonian simula-
tion primitives on hardware with minimal (linear) con-
nectivity is the SWAP network [278–280]. Through a
SWAP network, depicted in Figure 4, all

(
n
2

)
∈ O(n2)

pairs of (commuting) interactions between n qubits can
be accomplished in just O(n) circuit layers, even on
a quantum computer architecture that admits nearest-
neighbor qubit-to-qubit connectivity. With the excep-
tion of an all-to-all architecture that admits a single-
instruction implementation of commuting, overlapping
two-qubit gates [281–283], the asymptotic O(n) scaling
matches that of an architecture that allows for random-
access two-qubit interactions that may be implemented
in parallel so long as the interactions do not overlap. In
the context of the Materials Science applications in this
paper, any “dense” interactions with commuting terms
can have a natural implementation on an all-to-all ar-
chitecture (c.f. Refs. [50, 53, 133, 153]) or on a limited-
connectivity architecture with SWAP networks. Reduc-
ing the overhead in moving the quantum information
around for optimal implementation of a given set of two-
qubit interactions remains an area of ongoing research.

b. Distributed/modular Just like classical HPC, dis-
tributed quantum computing is necessary for the con-
tinued scaling of quantum computing. While monolithic
QPUs continue to make significant progress in both sizes
and qubit qualities, there remains a huge gap between
available QPUs and practical benchmarks. To make
matters worse, developments from classical computing
demonstrate that the computing and memory capacity
gaps between large-scale industrial use cases and single
computing cores only get larger, despite having more
powerful monolithic cores. To combat this increasing
gap, almost all industry-scale classical applications today
such as Large Language Model (LLM) training, and even
many personal-scale workloads such as intensive gaming,
happen in parallel. In fact, distributed computing is only
more imperative for quantum computing as single-core
scalability poses significant engineering challenges.

There have been distributed quantum computing pro-
posals from both hardware and software researchers.
IBM, Quantinuum, and IonQ all announced plans to de-
velop modular QPUs with interconnects to enable dis-
tributed quantum computing. Ref. [284] models hard-
ware performances of potential superconducting modu-
lar QPUs. Ref. [285] proposes compilation algorithms for
distributed QPUs with EPR pair connections. Ref. [286]
proposes ClusterVQE which enables domain-specific op-
timizations to map applications from a target domain
(here, VQA) to distributed QPUs. Further research



16

<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i

<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i
<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i

<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i <latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i
<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i

<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i
<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i <latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i

<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i <latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i <latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i <latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i

<latexit sha1_base64="jVeUo+Vi9N8IOvTRS+hEVQcENYw=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRLxtSy6cSUV7EOqSJJO69C8mEyEUrv1B9zqd4l/oH/hnXEEtYhOSHLm3HvOzL3XT0OeScd5KVhT0zOzc8X50sLi0vJKeXWtmSW5CFgjSMJEtH0vYyGPWUNyGbJ2KpgX+SFr+YNjFW/dMpHxJD6Xw5RdRV4/5j0eeJKoizv3UnhxP2TX5YpTdfSyJ4FrQAVm1ZPyMy7RRYIAOSIwxJCEQ3jI6OnAhYOUuCuMiBOEuI4zjFEibU5ZjDI8Ygf07dOuY9iY9soz0+qATgnpFaS0sUWahPIEYXWareO5dlbsb94j7anuNqS/b7wiYiVuiP1L95n5X52qRaKHQ10Dp5pSzajqAuOS666om9tfqpLkkBKncJfignCglZ99trUm07Wr3no6/qozFav2gcnN8aZuSQN2f45zEjR3qu5+de9st1I7MqMuYgOb2KZ5HqCGE9TRIO8ID3jEk3VqSWtkjT9SrYLRrOPbsu7fAeJtkuE=</latexit>|1i

<latexit sha1_base64="jVeUo+Vi9N8IOvTRS+hEVQcENYw=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRLxtSy6cSUV7EOqSJJO69C8mEyEUrv1B9zqd4l/oH/hnXEEtYhOSHLm3HvOzL3XT0OeScd5KVhT0zOzc8X50sLi0vJKeXWtmSW5CFgjSMJEtH0vYyGPWUNyGbJ2KpgX+SFr+YNjFW/dMpHxJD6Xw5RdRV4/5j0eeJKoizv3UnhxP2TX5YpTdfSyJ4FrQAVm1ZPyMy7RRYIAOSIwxJCEQ3jI6OnAhYOUuCuMiBOEuI4zjFEibU5ZjDI8Ygf07dOuY9iY9soz0+qATgnpFaS0sUWahPIEYXWareO5dlbsb94j7anuNqS/b7wiYiVuiP1L95n5X52qRaKHQ10Dp5pSzajqAuOS666om9tfqpLkkBKncJfignCglZ99trUm07Wr3no6/qozFav2gcnN8aZuSQN2f45zEjR3qu5+de9st1I7MqMuYgOb2KZ5HqCGE9TRIO8ID3jEk3VqSWtkjT9SrYLRrOPbsu7fAeJtkuE=</latexit>|1i

<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i
<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i

<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i
<latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i <latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i <latexit sha1_base64="5xJaz1XaK9Oyhb3nL+ai7F0EjAk=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVVLxtSy6cSUV7EPaIkk6rUPzYjIRSu3WH3Cr3yX+gf6Fd8YR1CI6IcmZc+85M/deLwl4Kh3nJWfNzM7NL+QXC0vLK6trxfWNRhpnwmd1Pw5i0fLclAU8YnXJZcBaiWBu6AWs6Q1PVbx5y0TK4+hSjhLWDd1BxPvcdyVRV3dOR7jRIGDXxZJTdvSyp0HFgBLMqsXFZ3TQQwwfGUIwRJCEA7hI6WmjAgcJcV2MiROEuI4zTFAgbUZZjDJcYof0HdCubdiI9soz1WqfTgnoFaS0sUOamPIEYXWareOZdlbsb95j7anuNqK/Z7xCYiVuiP1L95n5X52qRaKPY10Dp5oSzajqfOOS6a6om9tfqpLkkBCncI/igrCvlZ99trUm1bWr3ro6/qozFav2vsnN8KZuSQOu/BznNGjslSuH5YOL/VL1xIw6jy1sY5fmeYQqzlBDnbxDPOART9a5Ja2xNflItXJGs4lvy7p/B+AGkuA=</latexit>|0i<latexit sha1_base64="64nnAnORInTYM05n0b5JL8aa8Pg=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkUQhJKIr2XRjSupYB/SFpmk0xqaF5OJUGq3/oBb/S7xD/QvvDOmoBbRCUnOnHvPmbn3OrHvJdKyXnPGzOzc/EJ+sbC0vLK6VlzfqCdRKlxecyM/Ek2HJdz3Ql6TnvR5MxacBY7PG87gTMUbd1wkXhReyWHMOwHrh17Pc5kk6vp+ry1Y2Pf5TbFklS29zGlgZ6CEbFWj4gva6CKCixQBOEJIwj4YEnpasGEhJq6DEXGCkKfjHGMUSJtSFqcMRuyAvn3atTI2pL3yTLTapVN8egUpTeyQJqI8QVidZup4qp0V+5v3SHuquw3p72ReAbESt8T+pZtk/lenapHo4UTX4FFNsWZUdW7mkuquqJubX6qS5BATp3CX4oKwq5WTPptak+jaVW+Zjr/pTMWqvZvlpnhXt6QB2z/HOQ3q+2X7qHx4eVCqnGajzmML29ileR6jgnNUUSPvAI94wrNxYUhjZIw/U41cptnEt2U8fADUA5Lb</latexit>|+i

D000 D001 D010 D011 D100 D101 D110 D111

Address Output
D101

<latexit sha1_base64="W2BFYFTO+OCm74LhPJYfK3pjiKA=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVRLxtSy6cVnBPqAWmaTTOjRNwmRSKLW49Qfc6meJf6B/4Z0xBbWITkhy5txz7sy914sDkSjHec1Zc/MLi0v55cLK6tr6RnFzq55EqfR5zY+CSDY9lvBAhLymhAp4M5acDbyAN7z+uY43hlwmIgqv1Cjm7QHrhaIrfKaIat25jnstWdgL+E2x5JQds+xZ4GaghGxVo+ILrtFBBB8pBuAIoQgHYEjoacGFg5i4NsbESULCxDkmKJA3JRUnBSO2T98e7VoZG9Je50yM26dTAnolOW3skScinSSsT7NNPDWZNftb7rHJqe82or+X5RoQq3BL7F++qfK/Pl2LQhenpgZBNcWG0dX5WZbUdEXf3P5SlaIMMXEadyguCfvGOe2zbTyJqV33lpn4m1FqVu/9TJviXd+SBuz+HOcsqB+U3ePy0eVhqXKWjTqPHexin+Z5ggouUEXNdPwRT3i2qtbQmlj3n1Irl3m28W1ZDx8YvpNW</latexit>|101i

FIG. 2. QRAM as a binary tree of Q2 routers. Here, Q2 router refers to the router with both control and signal states being
quantum states.
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FIG. 3. (a) Self-similar fractal structure of the H-tree designs (see [274]). One can use the self-similar structure to create a size
2n+2 QRAM from 4 units of size 2n QRAM. (b): An example of depth-4 tree with 24 = 16 leaves.

FIG. 4. Example SWAP network for n = 6 qubits. In O(n)
steps, each of the O(n2) pair of qubits (colors) performs an
interaction, even with just linear connectivity.

across the stack from applications to devices is necessary
to enable distributed quantum computing with tolerable
overheads.

c. Circuit cutting Quantum circuit cutting offers an
orthogonal software path to enable distributed quan-
tum computing to hardware modular QPUs. Cutting
qubit wires [287] or quantum gates [288] breaks down a
large quantum circuit into multiple smaller subcircuits.

Multiple less powerful QPUs run the smaller subcircuits
in parallel. Classical computing eventually reconstructs
the original circuit output. End-to-end implementa-
tions [289, 290] demonstrate cutting up to 200-qubit
benchmarks to distribute onto multiple QPUs available
nowadays, which are otherwise intractable for purely
quantum computing or classical simulations. The pri-
mary challenges in applying quantum circuit cutting at
practical scales stem from the demands of classical post-
processing: firstly, the output length of an n-qubit cir-
cuit is 2n, which rapidly strains classical memory and
processing time for large quantum circuits; secondly, the
classical post-processing effort scales exponentially with
the number of required cuts, K, further constraining the
runtime.

Despite its ability to execute previously intractable
workloads, there is still a gap between the computational
capacity of circuit cutting now and future practical quan-
tum workloads. The first theory proof [287] proposed an
exponential classical reconstruction cost. Instead, sub-
sequent works [290] drastically reduce the overhead to
sub-exponential but remain prohibitive in the worst case.
Filling the gap calls for further developments in classical
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reconstruction techniques, algorithm-backend co-design,
and quantum computing cloud backend system adapta-
tions [291].

In the next two paragraphs, we shift attention to el-
ements beyond QPUs, addressing key developments in
memory and qubit-state storage. We delve into QRAM
and QROM, emphasizing how compiler strategies like
the Gray Code can enhance memory efficiency. Further,
we examine multimode cavity systems, an innovation in
quantum memory, providing effective storage solutions
for qubit states while also introducing distinctive inte-
gration and scalability challenges. How these memory
elements are to be eventually integrated with a to-be-
developed compiler to enable efficient quantum comput-
ing is an open area of research.

The QRAM and QROM memory primitives, discussed
earlier in Sec. III E, can be optimally implemented with
appropriate compiler techniques. As one example, con-
sider the Gray Code, a sequence of the 2n n-bit bitstrings
such that only 1 bit changes between sequential neigh-
bors, for instance, 000, 001, 011, 010, 110, 111, 101, 100.
Integrating awareness of the Gray Code in a compiler
can significantly reduce gate counts for memory imple-
mentations. Additional compilation techniques for these
memory primitives, including routing and mapping, are
discussed in prior work [274, 275, 292].

Multimode cavities with tens of modes and photon life-
times on the order of milliseconds pose as efficient medi-
ums to store multiple qubit states. When used as quan-
tum memory or registers, they can allow for effectively
extending the lifetimes of qubits. These cavities can be
coupled with one physical qubit, to allow for swapping
of a qubit state in and out of the cavity to perform
multi-qubit operations with other qubits. While integrat-
ing multimode cavities reduces swap-distance to enable
multi-qubit gates for a larger number of qubits, it also
imposes serialization of swaps of qubit states from a sin-
gle cavity posing additional compilation challenges. In
terms of physical integration of these cavities to super-
conducting circuits, there remain challenges in terms of
reducing 3D-cavity size or utilizing 2D resonators while
maintaining long lifetimes of stored qubits [293].

2. Circuit optimization

a. Sequences of Pauli rotations Most standard im-
plementations of Hamiltonian propagators rely on the im-
plementation of a sequence of Pauli rotations, often com-
ing from a Trotter expansion. In the near-term setting, a
sequence RPk

(θk) · · ·RP1(θ1) is usually implemented via
an alternating sequence of Clifford circuits and single-
qubit rotations. This prompts the natural problem of
finding the best possible sequence of interleaved Clifford
circuits and single-qubit layers implementing some goal
sequence of Pauli rotations. In some cases, the order-
ing of the rotations may also be relaxed, leading to even
further optimizations. Some work already tackles this

synthesis problem both for all-to-all architectures and
for restricted coupling maps [48, 50, 53, 152, 153, 294–
296]. This problem is tightly related to the parity network
synthesis problem introduced in [297], for which many
architecture-aware heuristics have been developed [298,
299]. It is still an open question to formalize the notion
of Pauli networks in the presence of ancillas and mea-
surements.

b. Feedforward One of the key emerging tools for
efficient compilation is dynamic circuits that make mid-
circuit measurements that feedforward into subsequent
operations. While in principle any quantum circuit can
be implemented without midcircuit measurements, due
to the principle of deferred measurement, there are sev-
eral scenarios where the dynamic approach significantly
lowers circuit depth or circumvents topology constraints.
For example, controlled rotation gates can be imple-
mented with a smaller number of non-Clifford gates using
feedforward [300, 301], which are beneficial for optimiz-
ing Heisenberg hamiltonian simulations [153]. Another
example may be that, while a n-qubit GHZ state requires
O(n) layers with linear qubit connectivity (and O(log n)
layers with all-to-all connectivity), the state can be pro-
duced in constant O(1) depth with feedforward midcir-
cuit measurements. More generally, any Clifford circuit
can also be implemented in constant depth with midcir-
cuit measurements on linear nearest-neighbor connectiv-
ity. In the context of materials science applications, this
is useful for primitives such as the CNOT ladder used
in Hamiltonian simulation. Provided with the already
identified utility of feedforward in optimizing quantum
circuits, further developments in the use of feedforward
to optimize additional elements of quantum circuits are
anticipated.

c. Pre-fault tolerant vs. Fault-tolerant The central
task of a compiler is to translate a human-readable code
to a machine code that can then be executed by a com-
puter using its native operations. As such, the compiler
plays a critical role in both the accessibility of the soft-
ware development environment for the end users and
the efficiency of the machine code that faithfully im-
plements the code that the users want to execute using
the least amount of computational resources. Specifically
to the latter, an optimizing compiler can be developed,
which takes into account various computational opera-
tions, possibly having varying cost [50, 146, 153]. An ex-
ample applicable to quantum computing may be in the
context of the pre-fault tolerant vs. fault-tolerant quan-
tum computers, where the former typically enjoys faster
and higher-fidelity single-qubit operations compared to
entangling operations, whereas the latter admits signif-
icantly less expensive implementations of Clifford oper-
ations over non-Clifford counterparts, e.g., single-qubit
T gates. A powerful compiler would then enable an end
user to develop quantum software at ease – hopefully in
most cases independent of the backend details – while
behind-the-scenes custom-optimizing for different back-
end quantum computer hardware, including the avail-
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q0 : H RZ (θ1) H H RZ (θ2) H
√
X RZ (θ3)

√
X

†

q1 : H • • H • • √
X • • √

X
†

q0 : H • RY (θ3) • H

q1 : S RY (θ1) RZ (θ2) S Z

FIG. 5. Two circuits implementing the same sequence RYY(θ3) ·RXZ(θ2) ·RXX(θ1).

ability of fault tolerance.
d. Approximate compilation Oftentimes, the free-

dom to implement target unitaries only approximately
is a powerful tool that can lead to significant cost reduc-
tions. For example, this technique has enabled improve-
ments in quantum volume [302], qudit SWAP gates [303],
bosonic interactions [131, 133, 277], and even the lead-
ing proposal for Shor’s Algorithm [304], in which exact
addition is replaced by approximate addition. Indeed,
the widely-used quantum Fourier transform is also im-
plemented approximately in practice [146, 305], and in
most quantum simulation algorithms an integral compo-
nent is implementing a time evolution operator approx-
imately. Beyond approximating unitaries, approximate
compilation has also been employed in conjunction with
knowledge of the input state, where one quantum circuit
may be replaced with another as long as their actions on
the input state is similar (even if the actions on some
other states might be different). Given the important
role that approximate methods play in classical com-
puting – consider for example numerical integrators or
polynomial-time approximation scheme for NP-hard or
#P-complete problems – fruitful research outcomes that
leverage approximate compilation, broadly defined, are
expected. Adding to the flavors of approximate compi-
lation research works mentioned earlier, possible, non-
limiting research avenues may include (c.f. [306–309] and
references therein) continuing to quantify existing ap-
proximate methods in classical computing for a speed
up (e.g., Grover-like or potentially more) or finding en-
tirely novel approximation schemes for those problems
known to be hard to solve for quantum computers (e.g.,
QMA-complete).

G. Real-time classical processing of quantum
information (within coherence time)

In this model of hybrid computation, the classical part
is embedded or coupled with the quantum program and
runs simultaneously with the quantum operations within
the coherence time. This can significantly reduce the
data-movement between the classical and quantum pro-
cessors while providing the desired flexibility and short
timing in controlling the quantum state. With mid-
circuit measurement [310, 311], classical computation can
use previous quantum operation outcomes to profile the

quantum execution status, predict and even adjust the
quantum operations for future iterations or steps. Some
examples are quantum error correction (QEC) [312], pro-
gressive projection filtering [313, 314] and random walk
phase estimation [315]. The key point is that the classi-
cal computation has to be performed while the quantum
state is still coherent. Given the short coherence time for
near-term devices, constraints on the latency of the clas-
sical computation can be stringent, possibly demanding
a strongly coupled classical hardware accelerator – e.g.,
field programmable gate array (FPGA), graphics process-
ing unit (GPU), or application-specific integrated circuit
(ASIC) – physically in place where classical control is
happening.

H. Error mitigation

The output of quantum devices is inevitably altered by
noise throughout a computation. While QEC can theo-
retically be used to remove error from any computation
once error rates of the physical devices are pushed below
the fault-tolerance threshold, in the near term various
techniques can be used to reduce the effect of noise on
computation, generally referred to as quantum error miti-
gation (QEM) [43, 192, 316, 317]. When a noisy quantum
device is used to compute expectation values of quantum
observables, this in general results in a biased estimator.
The goal of QEM is to minimize the bias and variance
in expectation values from several different runs of the
noisy quantum circuit using classical post-processing.
One method that can in principle recover the ideal

noiseless expectation values is probabilistic error cancel-
lation (PEC) [318]. PEC is based on the inversion of
a learned noise model of the device through sampling
from a distribution of noisy circuits related to the noise
model. One can prove that the bias of the resulting esti-
mator vanishes as the quality of the learned noise model
improves (provided the noise does not change between
the noise learning and the actual experiment), but the
sampling overhead is exponential in the size of the cir-
cuit, with the base of the exponential being related to the
noise rate. While PEC becomes challenging for larger ex-
periments, various techniques can mitigate its cost such
as the use of tensor-network-based post-processing [184]
instead of the circuit sampling, which reduces the sam-
pling overhead quadratically, at the cost of more classical
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computational power. Moreover, the sampling overhead
can be contained by improving the accuracy in estimat-
ing the noise factors.

An alternative approach to QEM is called Zero-Noise
Extrapolation (ZNE). ZNE is based on the collection of
noisy expectation values for various amplified values of
the noise parameter. The expectation value at the zero-
noise level is then extrapolated using a linear, polyno-
mial, or exponential fit. ZNE can be implemented using
analog (relying on pulse stretching [319]) or digital am-
plification methods (such as sub-circuit repetition [320–
322]) that do not require a precise characterization of the
noise, or using probabilistic error amplification (PEA)
[323], which achieves the desired noise factor by ran-
domly drawing circuits from a distribution implement-
ing a rescaled Pauli noise model learned from the device.
ZNE alleviates sampling overhead of PEC, however does
not guarantee an unbiased estimator. Its success depends
on a proper choice of the fitting method (methods for
systematically choosing the most appropriate one have
been proposed, e.g., [322]), amplification factors for the
noise (e.g., too large amplification will destroy the sig-
nal, too small amplification will make the extrapolation
less precise), as well as the amplification method itself.
Recently, ZNE has also been extended to quantum error
correction [324].

One more technique to boost quantum fidelity through
post-processing is Quancorde [325], which uses Clifford
“canary circuits” (which are classically simulable but also
resemble the target application structure and thus suf-
fer similar structural noise impact) to order an ensemble
of devices or qubits/mappings approximately along the
direction of increasing fidelity of the target application.
One then estimates the correlation of measurement out-
come probabilities with this ordering and uses this cor-
relation to weight the noisy probability distribution; cor-
rect measurement outcomes are expected to have a higher
correlation with the ensemble order, and thus their prob-
abilities are boosted, while those of incorrect outcomes
are suppressed.

QEM has become an integral part of quantum sim-
ulations with near-term devices and, together with the
constant improvement of the hardware, has allowed for
impressive experiments reaching the boundary of what is
computable using brute-force classical calculations [323].
It will enable us to push the capabilities of the upcoming
generations of hardware up to the transition to fault-
tolerance, where it can still complement QEC for vari-
ous use cases. One potential avenue towards increasing
the effectiveness of QEM is to develop either applications
that are well-adapted to certain types of error mitigation,
or mitigation techniques that exploit information about
the specific application.

IV. WORKLOAD MANAGEMENT

A. Overview

We cover here the different aspects of the management
of heterogeneous workloads involving quantum and high-
performance classical resources. Whereas both technolo-
gies have an extensive set of functional tools for resource
access and management, scheduling, and data handling,
there is still need for substantial work towards extend-
ing the elasticity of these tools to operate in a hybrid
quantum-classical environment and to cater for the needs
of the different user profiles.
We consider and discuss the specificities of different ac-

cess models, with classical and quantum resources oper-
ating in co-located environments or remotely, and explore
the impact that different integration timescales, given the
disparity in speed and bandwidth between quantum and
classical, have on such operational models.
Finally, we describe the current state of the middle-

ware layer for quantum and classical integrations across
many different vendors in the industry and give some
brief overview of their challenges and involved complexi-
ties.
Computational workloads can be categorized broadly

into two classes: (1) trivial (or “embarrassingly paral-
lel”) tasks, where each task executes independently of all
others using its own set of dedicated computational re-
sources; and (2) non-trivial interoperating sets of tasks,
potentially sharing an allocated set of computational re-
sources, where the outcome of a subset of tasks can
affect the behavior of another. For HPC systems to
handle the various requirements of such workloads, so-
phisticated workload management systems (WMS) and
job schedulers enable efficient resource allocation, initi-
ate and monitor workload execution, and govern a queue
of pending work requesting resources.
In QCSC systems, computational workloads can

also be defined based on Quantum-HPC integration
types, such as HPC-for-Quantum, Quantum-about-HPC,
Quantum-in-HPC scenarios, involving interplay between
quantum and classical tasks. Consistency in Quantum-x-
HPC or HPC-x-Quantum seems desirable and possible.
Quantum-about-HPC workload involves quantum tasks
that require HPC resources for pre- and post-processing.
In this integration type, the quantum tasks are indepen-
dent of the HPC tasks, and the HPC resources are used to
support the quantum tasks. Quantum-in-HPC workload
involves HPC tasks that require quantum resources for
acceleration, where the quantum tasks are tightly cou-
pled with the HPC tasks, and the HPC resources are
used to support the quantum tasks.
Finally, HPC-for-Quantum workload involves tight in-

tegration with quantum resources in real-time, within the
coherence time of the quantum system IIIG. The classi-
cal resources are used to support the quantum tasks, and
the classical tasks are tightly coupled with the quantum
tasks [326]. Circuits with classical control often referred
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as dynamic circuits.
As discussed above, integrating quantum systems into

classical HPC facilities will add complexity to managing
and scheduling quantum-based workloads due to the dis-
parity between quantum and classical processing times,
sometimes requiring dynamically allocating and deallo-
cating resources within and among jobs.

In this section, we discuss in detail challenges related
to classical-quantum workload management, job schedul-
ing, queuing, and operation modes of these jobs. We
review these concepts and current solutions in the clas-
sical setting, and give recommendations for on-premises
and cloud-based integration of quantum computational
resources with HPC systems.

We differentiate between (i) on-premises integration,
which involves directly incorporating quantum compu-
tational resources within a local HPC system infras-
tructure, and (ii) cloud-based integration, which entails
accessing quantum computational resources remotely
through cloud services. Scenario (i) suits workloads re-
quiring tight integration between quantum and classical
resources (e.g., Quantum-in-HPC and HPC-for-Quantum
workloads). Further, it is ideal for sensitive or pro-
prietary workloads where data security and privacy are
paramount, as the data does not leave the premises. Sce-
nario (ii) is beneficial for workloads that can tolerate la-
tency, e.g., Quantum-about-HPC workflows that offload
encapsulated parts to a cloud quantum system.

B. Resource management

This section is structured into two main parts: explor-
ing the resource model, which deals with the allocation
and architecture of quantum computing resources, and
job scheduling, which is essential for optimizing the per-
formance and efficiency of quantum computing tasks.

1. Resource model

A resource model refers to the framework or method
used to manage and allocate computational resources.
Specifically, in this section, we explore the distinction
and relationship between QPUs and qubits, the place-
ment and location of quantum and classical resources and
ownership models.

a. QPU vs qubits The introduction of QPUs
marks a significant departure from the conventional ap-
proach to traditional HPC scaling. Instead of pursuing
the conventional path of continually improving semicon-
ductor processors for greater speed and density, or in-
corporating specialized processors like GPUs, and op-
timizing their coordinated use through parallelization,
QPUs take a fundamentally different approach. While
one might assume that QPUs merely serve as an addi-
tional component, they fundamentally alter the way data

is represented, employing the language of quantum cir-
cuits governed by the principles of quantum mechanics.
This constitutes a distinct computational model, diverg-
ing from all that has come before it. However, it’s es-
sential to note that QPUs are not designed for general-
purpose computing tasks. Consequently, practical imple-
mentations necessitate the careful orchestration of both
classical and quantum computation resources.

Of particular importance for this type of scheduling
task is the fact that QPUs operate at very different time
scales and bandwidths from standard HPC processes.
One could argue that the quantum circuit represents the
essence of QPUs as co-computing units with very specific
tasks in a supercomputing environment. As the funda-
mental unit of quantum information, the quantum circuit
is a computational routine consisting of coherent quan-
tum operations, including unitary transformations and
projective measurements, and concurrent classical com-
putation. As such computational units, quantum circuits
may require executions that span inordinate amounts of
time for a single computation. For example, consider
the fastest quantum hardware that exists today at scale,
superconducting qubits, tackling the task of running a
circuit with 100 qubits and 108 T gates. Using the sur-
face code, and assuming a physical error rate of 10−4

and a syndrome cycle time of 1 µs, a single execution
of that circuit, considering both magic state distillation
and consumption, can take on the order of tens of min-
utes and up to several hours, depending on the number of
state distillation factories (and therefore physical qubits)
used [327]. This circuit execution cannot be preempted,
which is important for scheduling purposes.

The above scenario represents an ideal, still far from
what quantum hardware can offer today. Currently,
QPUs don’t run in fault tolerant ways, can only tackle
much smaller circuits, and must leverage error mitigation
solutions that result in large sampling overheads. In con-
trast with the example above, QPUs today are extremely
non-fungible, each of them with its own noise profile, and
this affects user preferences and scheduling complexity.

The introduction of this new type of resource opens a
range of models of operation:

QPU-based Model : This model resembles the current
GPU model, where the entire quantum device is treated
as a unified resource unit. Due to its natural inflexibil-
ity, this approach has the downside of potential device
underuse when jobs only target a subset of the QPU.

Qubit-Based Model : In this approach, the qubits them-
selves are treated as resources, allowing a QPU to be fully
occupied simultaneously by a variety of jobs. In near-
term devices, with qubits exhibiting different types and
amount of noise, and in the presence of limited device
connectivity, this approach has shortcomings, as there
would be competition among jobs for the best or more
suited resources within the QPU.

Shares Model : This introduces a pseudo-unit of re-
source definition where each “share” represents a part
of the device, a specific period of time, or the circuit
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size. Essentially, each share signifies a portion of the
computational capacity of the resource. Can be treated
as sub-category or QPU-based model [328].

b. Quantum resource location. In the landscape
of HPC, the location of computing resources determines
the efficiency, performance, and accessibility of computa-
tional tasks. Two primary modes of resource location, co-
located and remote resources, offer distinct advantages
and considerations for HPC facilities and users.

Co-located resources refer to computational resources
physically situated within the same facility or data
center as the user or workload management system.
There are several advantages of having co-located quan-
tum and classical resources. Minimal network latency
and high-speed data transfer capabilities, which is es-
pecially advantageous for applications where access to
large amounts of (low-level) data (like counts) is required.
Full control and management of co-located resources, en-
abling customization and configuration based on specific
requirements. Data security. Co-located resources loca-
tion implements on-premises integration type (i) IVA.

Remote quantum resources, on the other hand, are lo-
cated at a physical distance from HPC classical infras-
tructure, often in off-site data centers, cloud environ-
ments (cloud model integration type (ii) IVA), or part-
ner organizations. Remote resources extend the reach
and capabilities of HPC systems, but they come with
unique characteristics. Elasticity is one of them, allow-
ing for scaling up and down quantum resources based on
need. Another characteristic is sharing. At this moment,
it is a case when a quantum processor is shared among
multiple users, which drives down the cost of execution,
but also introduces variation in performance due to re-
source contention. Network overhead can impact data
transfer rates and communication latency, especially in
applications with large loads.

c. Quantum resource ownership. High-
performance computing facilities generally serve large
numbers of users with varying computational resource
requirements for their computational workloads (jobs)
III. Users are part of user groups and projects, which
have assigned queues. A project has some resource
allocation quota (e.g., 106 node hours), whereas queues
are defined by criteria such as priority and the amount
of computational resources available per job (e.g., n
CPU cores, m GPUs) to a user of that queue. At the
level of user groups and projects, the integration of
quantum information processing devices with classical
HPC computational resources is straightforward: access
to a quantum resource could be granted to a given user
assigned to a qpu user group with project quota Q
specifying the number of “quantum node” hours.

2. Job Scheduling

When introducing quantum resources, one could en-
visage real-time quantum nodes, where classical compu-

tations are performed within the coherence time of the
qubits (e.g., for error correction studies), and near-time
quantum nodes, where higher latency classical communi-
cation suffices (e.g., variational algorithms).

Common frameworks in use today within HPC fa-
cilities and cloud platforms include SLURM [329],
TORQUE [330], Altair Grid Engine [331], and IBM Plat-
form LSF [332], which provide highly scalable control
over heterogeneous computer clusters and jobs submit-
ted to them. To execute a workload, a user configures
their job using a submission script based on the syntax of
the associated scheduler. Submission scripts essentially
define a job: project name, resource requirements (e.g.,
node count, CPU count, memory size, and wall clock
limit), tasks to execute, input and output data paths, etc.
Note the governance of an HPC system (see Sec. IVD)
could require all input data be readily available, e.g., on
a scratch area accessible only by the user. These scripts
are submitted from a login (head) node to the WMS or
job scheduler, where they are queued and finally executed
on one or more compute nodes.

A queued user job is executed in the order of the
project’s or queue’s priority as well as resource avail-
ability; for instance, a higher-priority job whose resource
requirements are met will be executed before a lower-
priority job. Resources can be exclusive or shared, so if
job x does not need all cores on the node(s) to which
it is assigned, job y could be assigned to the remain-
ing cores. However, resources allocated to a given job
are fixed and, therefore, remain allocated for the dura-
tion of the job’s lifetime (and thus charging against the
user/project quota), regardless of whether or not they
are performing useful work.

Extensions to existing job schedulers could include
quantum-specific configuration settings, e.g., number of
circuits to be executed and depths, from which, along
with architecture-dependent factors such as data load-
ing, gate application, and readout times, runtime esti-
mates can be made. However, while separating classical
and quantum configuration spaces may be amenable to
near-term applications (i.e., wherein classical and quan-
tum operate cooperatively but have loose latency require-
ments, as in VQE), mid-term quantum-classical appli-
cations requiring lower latencies likely will necessitate
tighter integration between the two types of resources.

Additionally, quantum-centric supercomputing work-
load scheduling must also consider the coupling between
the quantum and classical tasks and assign and co-locate
tasks to the resources accordingly. Different quantum-
classical coupling types represent workloads with unique
requirements and challenges, such as the lack of a uni-
fied standard for accessing QPUs and expressing hybrid
workloads, and the need for parallelization of quantum
workloads across nodes, cores, and accelerators. For ex-
ample, classical tasks tightly coupled to quantum tasks,
e.g., for the HPC-for-Quantum integration type, must be
co-allocated and assigned to nearby QPUs and GPUs.
Additionally, scheduling of QPU jobs must be prioritized
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FIG. 6. Quantum-centric supercomputing integration overview. Integration channel can be tight or loosely coupled, which
will affect throughput and latency of transmitted payload. Real-time compute is possible on co-located quantum side; near-
time compute can be executed on quantum and HPC sides; long-time compute should happen on HPC side. Depending on
implementation WMS can schedule tasks on quantum side through API or direct access to classical nodes of quantum side.

FIG. 7. Integration between classical (HPC) and quantum
computing resources exemplified by the variational quantum
eigensolver. The steps of the calculation are represented
by gray blocks, connected by arrows describing the flow of
operations and arranged left/center/right for operation that
require “long-time/near-time/real-time” interaction between
HPC and quantum computers (see also main text).

to ensure the optimal utilization of the QPUs while min-
imizing the time-to-solution and energy-to-solution [326]
(section IVB2 a).

a. Queueing HPC environments typically offer
shared resources that are made available to a large user
base. To ensure the equitable and efficient distribution
of computing resources, HPC systems implement queuing
mechanisms.

One of the aspects of execution management in HPC
is the presence of multiple queues, each configured with
specific priorities and constraints. These queues are de-
signed to categorize and prioritize computational tasks
based on the specific needs and requirements of the users
or projects.

Queues can have resource constraints. Resource con-
straints may include limitations on the number of nodes,
processors, memory, or specific software specifications
available for jobs in each queue. These constraints help
balance the allocation of resources across different user
groups and projects while ensuring that the computing
environment remains stable and efficient. As QPUs are
”rare” resources, it is beneficial to increase the priority
of the ”quantum” queue while maintaining constraints
on execution time and classical resources. It might be
also beneficial to increase the priority of classical jobs
connected to the quantum queue.

Because QPUs are a new and currently limited re-
source type, it is beneficial to specify a separate queue
for quantum jobs.
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Furthermore, as quantum computing technology
evolves and the number of available QPUs increases,
HPC administrators will need to adapt the queuing sys-
tem to accommodate this growth. This might involve
not only adjusting the priority of the quantum queue but
also dynamically redistributing workloads to make opti-
mal use of the expanding quantum infrastructure. Bal-
ancing the allocation of quantum and classical resources
will remain a complex task, requiring constant monitor-
ing and fine-tuning to ensure efficient utilization of the
entire HPC facility. In this context, the queuing sys-
tem’s flexibility and adaptability will be crucial in meet-
ing the evolving demands of quantum computing within
the HPC environment.

Cloud queues. There is a practice nowadays of cloud
vendors are providing access to quantum services that
are executing quantum payload. In order to provide fair
allocation of resources, cloud providers are implement-
ing their own queuing mechanisms behind cloud end-
points. It is important to understand that cloud vendors
have different job queuing and priority implementations,
and all might employ a shared resource ownership model
IVB1 c.

Qiskit Runtime service fair share queue. Access to
quantum resources are divided between hubs, groups and
projects. A Hub represents the top level of an organiza-
tion such as an academic, industry, or research partner.
A Group represents a mid-level structure to which ac-
cess shares can be allocated by the hub for one or more
collections of users (projects). A Project represents the
base-level construct to which shares are allocated from
the overarching group, and to which users are directly
assigned.

For each group and project, the duration of the
scheduling period is used to convert shares into an equiv-
alent amount of time that an instance would receive un-
der ideal conditions. The ratio between the time used
and the shares equivalent time is used as the basis for
scheduling jobs.

Many HPC job scheduling systems employ a so-called
”fair-share algorithm” designed to distribute computa-
tional resources among multiple jobs in a manner that is
considered fair. The definition of ”fair” can vary signifi-
cantly depending on the context and the specific require-
ments of the system. The Qiskit Runtime fair-share al-
gorithm takes into consideration how shares of resources
are distributed across groups and projects to determine
job prioritization [333].

b. Cloud-bursting model Similar to a classical
cloud bursting [334], we propose a Quantum cloud burst-
ing model in which an HPC facility offloads quantum
computation to cloud vendors when there are insufficient
quantum resources within its local infrastructure.

As with any approach, there are pros and cons of quan-
tum cloud bursting. Quantum resources may be expen-
sive to maintain locally. In such cases, offloading work-
loads to cloud vendors with readily available QPUs can
significantly decrease maintenance. Certain applications

require proprietary or specialized software. Acquiring
and managing licenses for such software can be both
costly and time-consuming. Cloud bursting allows orga-
nizations to leverage cloud vendors’ pre-configured envi-
ronments, providing access to the required software with-
out local setup and licensing. It also presents challenges
related to data transfer and increased requirements for
security.

Figure 6 is showing how quantum cloud bursting model
can be implemented via integration of Quantum cloud
API and workload management system. Table I shows
a minimal API specification that cloud vendors should
implement to unlock better integration of quantum and
classical resources.

An illustration is given in Figure 7, using the vari-
ational quantum eigensolver as an example. Classical
preprocessing (including mapping to qubits, choice of
the variational ansatz, and parameter initialization) is
carried out on HPC resources located remotely from
the quantum computer (“long-time” interaction). The
execution of quantum circuits may require the use of
real-time communication between classical and quantum
units through real-time electronics of RTE (see also Fig-
ure 6). Real-time interaction is required e.g. to im-
plement dynamical circuits used for symmetry verifica-
tion/enforcing, monitored quantum dynamics, and quan-
tum error correction. The update of variational param-
eters, which requires the calculation of energies and en-
ergy gradients typically in conjunction with readout/gate
error mitigation and post-selection operations, may be
carried out on HPC resources located remotely from the
quantum computer or co-located with it (“near-time” in-
teraction).

c. Quantum execution runtime prediction Quantum
execution runtime, determined by circuit complexity
(number and type of gates, layers), can be predicted us-
ing historical data [335]. Despite potential overhead from
error mitigation and circuit transpilation, accurate pre-
dictions are achievable. However, dynamic circuits with
their non-deterministic workload structures pose chal-
lenges.

Runtime prediction is crucial for effective workload
management, allowing quantum resources to be opti-
mally utilized. Incorporating runtime predictions into
scheduling enhances priorities and overall workload effi-
ciency, showcasing the valuable role of prediction in quan-
tum computing.

Orchestrating workflows that involve the integration of
both HPC and quantum systems presents a set of unique
challenges, particularly in the design and management
of the payload, which encapsulates the instructions and
data for these complex tasks. One of the primary chal-
lenges lies in achieving interoperability between classical
and quantum computing environments. Quantum algo-
rithms and classical algorithms have different comput-
ing models and requirements. Ensuring that the payload
can effectively bridge this gap, translating between clas-
sical and quantum instructions and data formats, is a
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Endpoint Request Body Response Description

GET allocations/
allocation ids: list(str)
fields: list(str)

allocations: list(dict) Fetch resource allocations listed by
id.

POST allocations/ specification: dict allocation id: str This allocates a set of re-
sources from a resource request
specification.

DEL allocations/ allocation id: str status: bool Destroy a resource allocation and
return resources to the pool of
available resources.

GET resources/
specification: dict
fields: list(str)

resources: list(dict) Fetch the current state of resources
on a system. This should report
status of anything that a user may
be able to specify for their job
placement, including QPU status
and software stack status

GET tasks/
task ids: list(str)
fields: list(str)

tasks: list(dict) If a list of tasks are passed in, pro-
vide information on currently run-
ning tasks on the system. If no
tasks passed in, provide informa-
tion on all running tasks. This may
constrain the results for the exe-
cuting user so that it shows only
their own jobs if the user is other-
wise unprivileged.

POST tasks/
task information: dict
allocation id: str
batch id: str

allocation id: str Launch a task.

DEL tasks/
task ids: list(str)
signal: int

status: bool Send a signal to tasks for
termination.

TABLE I. Minimal quantum cloud bursting API specification.

non-trivial task. This translation layer must not only
accommodate the distinct computational paradigms but
also manage the conversion of data types and formats,
all while maintaining computational efficiency.

Optimizing resource allocation is another significant
challenge in the payload for orchestrating quantum-
centric supercomputing workflows. Balancing the com-
putational load between HPC and quantum systems and
efficiently using both types of resources is a complex
task. It involves determining when to offload tasks to
the quantum processor and when to keep them on clas-
sical hardware based on factors such as quantum sys-
tem availability, workload characteristics, and quantum
hardware constraints. Additionally, managing the data
movement between these systems while minimizing la-
tency and maximizing throughput adds further complex-
ity to the payload design. To address these challenges,
advanced workload scheduling and resource management
strategies, as this paper mentioned, are required, leverag-
ing real-time monitoring and adaptive decision-making to
ensure that HPC and quantum systems work in harmony
to deliver optimal performance for complex scientific and
computational tasks.

C. Middleware

Quantum computing is evolving towards modular ar-
chitectures comprising multiple QPUs coupled to classi-
cal computing nodes. Moreover, emerging applications
that aim to benefit from quantum acceleration involve
significant classical and quantum computational compo-
nents, such as different phases of data collection and
streaming, parameter tuning, simulation, and analysis.
Typically, such quantum and classical coupling depend
upon interaction between application components within
and outside the coherence time of the quantum system,
i.e., on tight- and medium-coupling across multiple quan-
tum computing units (QPUs) or loose-coupling in a work-
flow application [326] (see section IVA). Hence, there is
a need to design middleware systems that can facilitate
the efficient understanding and interplay between quan-
tum and classical components in an end-to-end work-
flow. Regarding quantum-centric supercomputing sys-
tems, middleware should also leverage well-established
high-performance computing abstractions and must be
compatible with existing HPC software stacks for man-
aging hybrid workloads, tasks, and resources to integrate
quantum computing into HPC systems seamlessly.

This section initially describes existing hybrid plat-
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forms, runtime management, and quantum workflow
frameworks instrumental in realizing quantum-centric su-
percomputing middleware systems. Further, we envision
a conceptual middleware built upon the quantum-centric
supercomputing integration limitations of existing mid-
dleware systems.

a. Existing middleware: Recently, several tools
and frameworks emerged to manage quantum and clas-
sical tasks and resources efficiently. XACC is a system-
level approach to integration of quantum and conven-
tional processing, whereby quantum kernels are offloaded
using hardware-agnostic constructs [336]. QCOR is a
high-level language specification and associated tooling
for hybrid programming [337, 338]. NVIDIA devel-
oped the CUDA Quantum [339] to integrate classical
and quantum computing devices. It supports program-
ming hybrid quantum-classical applications with opti-
mized control and communication between quantum pro-
cessors and classical tasks. It is also integrated with
CUDA libraries for accelerating and scaling quantum
simulations and classical HPC computations across dis-
tributed multi-node, and multi-GPU architectures.

There also exists hybrid quantum-classical runtime
systems, such as Qiskit runtime [340] and Braket
Jobs [341], that can be integrated into quantum soft-
ware frameworks (e.g., Pennylane [342]) and platforms.
The Qiskit runtime system provides primitives for defin-
ing, scheduling, and optimizing near-time quantum-
classical workloads and enables their execution both syn-
chronously and asynchronously. On the contrary, Ama-
zon Braket Jobs are limited to a proprietary cloud envi-
ronment and execute quantum-classical tasks as braket
jobs with on-demand priority access to QPUs on a va-
riety of quantum hardware (e.g., IonQ, Rigetti, etc.).
There are also emerging middleware software stacks; for
instance, QCG and QCG-PilotJob deliver highly efficient
services and access tools for remote job management in
large-scale computing environments, including HPC and
quantum environments, by adding and extending capa-
bilities to existing queuing systems (e.g. SLURM) [343]
[344].

To support end-to-end quantum workflows and the
interplay between quantum and classical components,
several workflow orchestration frameworks exist, such
as Orquestra [345], Covalent [346] and Tierkreis [347].
Orquestra and Covalent frameworks provide a quantum
development and execution environment for quantum
and quantum-inspired workflows with support for de-
ployment, scaling, and parallelizing workflows on clas-
sical and quantum processors. Tierkreis instead utilizes
a data flow-based programming model to orchestrate hy-
brid quantum workflows and provides a runtime envi-
ronment allowing for concurrent and asynchronous ex-
ecution. Recently, another middleware tool called IBM
Quantum Serverless [348] emerged, which combined with
Qiskit Patterns, a mechanism to build quantum work-
flows at scale, allow users to execute hybrid workloads
on cloud or on-premise infrastructure.

b. Conceptual gap and vision: The intersection
of quantum and HPC presents unique resource manage-
ment and scheduling challenges, heterogeneity in han-
dling different quantum hardware types, and thus, a high
application development complexity. Effective resource
management in a quantum-centric supercomputing mid-
dleware system requires sophisticated resource allocation
mechanisms and scheduling algorithms that can dynam-
ically allocate quantum and classical resources and man-
age complex workloads. This allocation must consider
quantum processors’ distinctive computational capabil-
ities and limitations. Different quantum technologies,
such as superconducting qubits or trapped ions, have var-
ied characteristics and requirements. Thus, the complex-
ity of developing applications for such systems is substan-
tial.
Despite significant advancements in integrating quan-

tum and classical computing, current tools and frame-
works have limitations. One major constraint is their
nature as point solutions, often tailored to specific quan-
tum providers or hardware. This specificity can limit
their applicability and flexibility, making it challenging to
adapt these solutions to different quantum computing en-
vironments or hardware platforms. Furthermore, many
of these tools focus on narrow types of workloads. For
instance, some are optimized for near-time variational
algorithms. Others are designed for workflows, which,
while effective in those contexts, may not efficiently han-
dle real-time and near-time applications. As a result,
tools and approaches are fragmented, posing challenges
for developers seeking a unified, versatile platform for
diverse quantum-centric supercomputing tasks.

D. Governance

1. Security

Similar to classical infrastructure, some of the security
topics that must be addressed when developing hybrid
quantum classical environments:

• Authentication and authorization mechanisms to
restrict access to authorized users or entities.

• Fine-Grained permission to ensure that users can
only access the resources they are entitled to.

• Data encryption protocols for both data in transit
and data at rest. Explore the use of post-quantum
cryptography to secure data.

• Secure data transfer between classical and quantum
components in a workflow, preventing data inter-
ception or tampering during the transition.

• Access monitoring to detect and respond to unau-
thorized access attempts or unusual behaviors.
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• Auditing and logging to track job submissions, re-
source allocations, and user interactions, aiding in
post-incident analysis and compliance.

• Data privacy of user data and compliance with
data protection regulations such as GDPR [349] or
HIPAA [350], especially when dealing with sensi-
tive data in hybrid computations.

• Threat detection to proactively identify and re-
spond to potential security incidents.

• Resource isolation: In the event of a security
breach, ensure that affected resources are isolated
and investigated to prevent further damage or
unauthorized access.

2. Policies

Storage Policies: Policies will define a data lifecycle
that incorporates measures for archival, backup, and the
secure erasure of data to safeguard intellectual property
and sensitive information.

Storage Quotas: Storage quotas are allocated to
projects, reflecting the anticipated volume of data and
the project’s duration. Requests for adjustments will
be entertained to these quotas in response to significant
changes in data needs, subject to a review process and
availability of resources.

Data Lifecycle Management: Procedures for data stor-
age, archival, backup, and deletion. Data retention peri-
ods will be determined based on the data’s significance,
sensitivity, and ongoing relevance, ensuring essential data
is preserved and non-critical data does not occupy valu-
able storage indefinitely.

Queue Policies: Ideally, a queue scheduling policy
will efficiently prioritize jobs based on estimated run-
time, research urgency, and users’ historical consump-
tion of resources, while also incorporating backfilling, to
minimize idle resources. Regular reviews of queue perfor-
mance should be undertaken to validate and adjust our
prioritization strategies.

Scheduled Access: An advance reservation system ide-
ally would be available for projects with foreseeable in-
tensive computing needs, ensuring the availability of
critical HPC and quantum resources for time sensitive
projects. Such reservation requests would need to pro-
vide technical justification and be to subject to a merit
review process.

Job Time Limits: Reasonable runtime limits must be
set for various job types to ensure equitable system ac-
cess, as well as providing predictability in scheduling for
users waiting for system access.

Job Interruptions Handling: Users should be notified
in advance of system maintenance where possible. The
capacity to pause jobs during system maintenance or un-
expected downtime,and resume jobs after would be ideal,

minimizing the impact on research continuity and compu-
tational efficiency. Users should be encouraged to imple-
ment best practices for checkpointing, and saving work.

Data Use Agreements (DUA): Users are be ex-
pected to engage in data use agreements that explicitly
outline conditions for access, use, and sharing of data.

Responsibilities of Data Users: Users are tasked with
upholding data confidentiality and integrity, in compli-
ance with security protocols.

Data Sharing and Collaboration: Establish conditions
under which data can be shared with external parties,
paying special attention to the transfer of data between
classical and quantum computing frameworks.

Termination and Renewal: The terms for the termi-
nation and renewal of DUAs will be clearly communi-
cated. In the event of termination, data will be managed
according to pre-established procedures, ensuring the se-
cure disposition or transfer of data, with particular care
for sensitive quantum data.

Breach of Agreement: Outline the consequences for
any breach of DUAs, recognizing the potential for in-
creased severity in the context of a hybrid HPC-Quantum
environment.

Learning and Resources: Given that both HPC and
quantum computing require specialized knowledge and
skills, providing a robust array of training programs and
resources encourages both individual and cross-domain
competency.

User Feedback: Intelligent incorporation of user
feedback ensures effective alignment with user needs and
expectations, and aiding in identifying bugs and issues.
User feedback provides a window into how quantum and
HPC resources are actually being utilized versus initial
assumptions. User feedback can also identify an accessi-
bility or security issues, and inform what specific training
and educational resources are most needed. Given the
pace of evolution of the field of quantum-centric super-
computing, frequent and timely inclusion of user feedback
is essential in guiding future development. A structured
approach to collect user feedback involves regular forums,
surveys, and user support help tickets to ensure we cap-
ture the user experience comprehensively.

Compliance and Audit: Importance of maintaining
rigorous compliance with regulatory standards and inter-
nal policies. Our protocols will undergo periodic reviews
to align with legal and industry benchmarks. Regular
internal audits will be conducted to ensure adherence
to our established policies and to identify areas for im-
provement. These audits will also assess the precision of
resource allocation and the efficacy of our data manage-
ment practices.
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V. PROGRAMMING MODELS

A. Introduction

A programming model describes and provides the
mechanisms for instructing how a computer system is to
perform a computation, based on the execution models of
specific computing hardware and programming language.
These can usually be separated because any underlying
execution model for a given hardware platform may be
made transparent in any given language through calls to
functions through abstractions. For the purposes of this
paper, we will adopt this common viewpoint and focus
on language-independent programming models support-
ing developers in several roles working across a layered
execution model. Likewise, we will assume independence
of programming paradigm, allowing for its choice to be
driven by the details of an individual project and its re-
quirements.

A programming model for a heterogeneous computing
system combining both classical and quantum elements
can be described in terms of four layers, illustrated in Fig.
8, comprising an application’s execution and categories
of developers who write code describing computational
procedures across these layers.

Working up from the bottom, Layer-1, which we call
the Hardware layer, is where hardware-dependent opera-
tions occur on specific devices. On the quantum side, the
programming model at Layer-1 provides access to proces-
sors and other electronics, software, and firmware which
directly control the quantum device, and on the classical
side it provides processor-specific instructions according
to its Instruction Set Architecture (ISA), itself an ab-
straction of the processor hardware.

Layer-2, which we call the Computation layer, is where
low level computational flows and information are de-
scribed. For quantum this means constructing and op-
timizing circuits which are then mapped onto specific
quantum hardware by compilation (and transpilation),
operating on quantum information and interfaces to clas-
sical information. On the classical side this means func-
tions optimized for specific underlying processors includ-
ing CPUs (of varying ISAs), GPUs via a manufacturer’s
API, or other environments for specialized processors
such as inference engines, processors aimed at AI prob-
lems, or custom FPGAs.

The Library or Function layer, Layer-3, is where com-
putational capabilities in Layer-2 are abstracted into
functions aimed at particular problem domains and the
hardware-independent computations supporting them.
These are used by application developers without neces-
sarily being concerned with the details of the underlying
execution model.

Finally, Layer-4, which we call the Application layer,
is where domain-specific application developers construct
programs and workflows that perform computations to
solve problems relevant to domain experts, expressed in
domain-relevant terms, without necessarily being con-

FIG. 8. Programming model layers. (L1) Hardware layer:
electronics, firmware V E. (L2) Computational layer: circuits
V C V F. (L3) Library layer: functions. (L4) Application
layer: domain specific applications.

cerned with the detailed mechanisms of those computa-
tions.

B. Related Work

It’s useful and instructive to consider popular existing
programming models and how they relate to this lay-
ering. Apache Spark [351] is a programming model for
large-scale data processing whose base programming lan-
guage is Java; SYCL [352], CUDA [353], and High Per-
formance ParalleX (HPX) [354] are programming models
developed in idiomatic C/C++, spanning Layer-2 and
Layer-3.
There do exist domain-specific programming libraries

such as OpenFermion [355], which facilitate the map-
ping of electron-structure problems to quantum circuits.
While certainly useful, it is arguable whether this ap-
proach represents a complete programming model per se
rather than a suite of helper routines for a specific work-
flow (module specification → integral generation → cir-
cuit mapping) at Layer-2.
SimuQ [356] defines a domain-specific language for

modeling arbitrary Hamiltonians, compiles these to an
abstract analog instruction set, then lowers that to a
sequence of pulses rather than to a quantum circuit at
Layer-2. Programming-model support for the direct ex-
pression of Hamiltonians may be beneficial in Layer-3 in
defining functions for building materials-science applica-
tions. One challenge, however, is performance scalability
of the software stack. Peng et al. [356] report SimuQ com-
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pilation times that grow rapidly with the number of sites
in the Hamiltonian as well as a number of Hamiltonians
that fail to map to the underlying quantum computer
due to hardware constraints.

Message Passing Interface (MPI) [357] and Open
Multi-Processing (OpenMP) [358] are open-standard
specifications that aim generally for the programming
of parallelized computations on heterogeneous classical
computing platforms, and are examples operations span-
ning Layers 2 and 3.

Programming models can be directives-based, deco-
rated, or provide extensions to their associated pro-
gramming languages. In each case, a compiler capable
of translating code written using a given programming
model is needed to target specific backend hardware at
Layer-1. A programming model incorporating semantics
and execution model for quantum computing systems will
naturally extend existing models targeting classical hard-
ware. Importantly, a quantum computing-enabled pro-
gramming model should provide abstractions such that
applications can be developed independently from the
underlying computing model or hardware; that is, at
Layer-4 they should be agnostic with respect to both
classical and quantum hardware. In this way, application
developers can write software that can be executed on ar-
bitrary hardware using functions in libraries at Layer-3,
with possible customizations in Layer-2 if needed, and a
backend compiler to translate the higher-level code (in-
cluding language extensions, etc.) to the target machine
code.

An initial prototype of such a programming model
for the development of quantum computing applications
is XACC/qcor [359, 360], an extensible language and
classical-quantum compilation framework for Rigetti,
IBM, and D-Wave quantum systems. XACC follows the
co-processor model, akin to SYCL and CUDA, treat-
ing the quantum system as an computational accelera-
tor, similar how a general purpose graphics processing
unit (GPGPU) computing is used. This work paved the
way for NVIDIA’s open-source CUDA Quantum plat-
form [361] which extends their existing CUDA frame-
work, providing support for programming QPUs in addi-
tion to CPUs and CUDA GPUs.

C. Execution Model

An execution model describes the behavior of an ap-
plication and is exposed via a programming model. The
hardware, or device, architectures help to define the ex-
ecution models based on their capabilities and function-
alities, and the programming model presents an abstract
implementation of the underlying capabilities to enable
general (or expected) purpose computation. In classical
computing, a well known classification of architectures
includes those found in Flynn’s taxonomy [362]. In this
section, we complement Flynn in the context of quan-
tum computation and how this classification can be incor-

porated into a programming model for hybrid classical-
quantum applications.

Flynn’s taxonomy is laid out in two dimensions: the
number of instruction streams or programs and the num-
ber of data streams. The single instruction, single data
(SISD) model represents classical sequential machines
following the von Neumann architecture. In the immedi-
ate term of quantum computing, until QPU partitioning
or parallel QPU processing is possible, we foresee that
SISD will be the predominant architecture. Program-
ming languages exposing this execution model include
C, C++, and Fortran, which are dominant languages
within HPC. Parallel quantum computations, wherein,
e.g., a large QPU can be partitioned into topologi-
cally equivalent subprocessors, single instruction, mul-
tiple data (SIMD) will be beneficial; SIMD capabilities
can then be exploited to parallelize quantum computa-
tions. A recent popular addition to the SIMD family
is GPUs, which manipulate multiple data through the
same set of instructions executed across many proces-
sors in lock-step, known as single instruction, multiple
threads (SIMT) [363].

Multiple instruction, multiple data (MIMD) is gen-
erally accepted to represent parallelism. Again, sup-
porting an architecture within a programming model
depends on the underlying hardware capabilities which
are exposed to the user. Modern languages such as Er-
lang [364], Go [365], or Python [366], and recent revisions
of C++ [367] present built-in architecture-dependent
concurrency models, and parallelism is most often ex-
ploited either via extensions to traditional HPC program-
ming models such as CUDA [368], OpenMP [369], Open-
MPI [370], or via careful allocation of resources and ex-
plicit control flow declaration known as “workload or-
chestration”. Ray [371] is an example of a parallel work-
load orchestrator.

In our layered vision of programming models, at Layer-
1 (i.e., Hardware Layer), classical hardware shows in-
stances of several kinds of execution models: instruction-
level parallel (superscalar) processors, instances of
MIMD and GPUs, address SIMD and SIMT; Tensor Pro-
cessing Units, and Data Processing Units support un-
loading specific workloads from CPUs, ASICS are exam-
ples of programmable technologies for specialized SISD;
and novel applications can be explored through the use of
reconfigurable hardware such as FPGAs. On the quan-
tum side, general-purpose quantum computers can es-
sentially be considered SIMD machines with a computa-
tional memory in which each qubit has both independent
and combined processing capabilities.

At Layer-2 (Computation Layer), the hardware archi-
tecture is abstracted into the programming model’s exe-
cution model. This, in turn, will be reflected by the pro-
gramming language subject to compilation. Language-
specific statements control the underlying hardware
through a human-friendly syntax and developer er-
gonomics, presenting an abstract SISD model. It is
through the careful coordination that access to paral-
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lelism and other execution models is granted to higher
layers. In quantum computing, although there exist pro-
gramming languages capturing quantum semantics (e.g.,
OpenQASM 3 [372], Q# [373], and Quipper[374]), the
control flow of quantum circuits, circa dynamic circuits,
is simple enough to be captured as data and to be trans-
lated into hardware instructions mostly directly.

Layer-3 (Library Layer) takes advantage of Layer-2’s
execution model libraries to access actual programming
models beyond SISD variants. This layer increases the
level of abstraction into libraries, frameworks, and soft-
ware development kits (SDK), introducing concepts ag-
nostic to the hardware execution model, and tools for
interfacing with the abstract execution model. A clas-
sical example, in AI engineering, TensorFlow [375] ex-
ploits the concept of a graph, and implements a variant
of the data-flow execution model, where operations are
executed as soon as the input operands are ready. Tools
such as TensorBoard [376] allow for the inspection and
debugging of graphs. Similarly, on the quantum side,
the Qiskit SDK [377] introduces concepts from quantum
computing such as quantum registers, gates, and mea-
surements, and captures the circuit execution model as a
directed acyclic graph (DAG). The circuit and DAG vi-
sualizers [378] allow for the exploration of these quantum
program representations.

Finally, Layer-4 makes use of these libraries, frame-
works, and SDKs to implement domain-specific applica-
tions. Applications at this level act as coordinators, di-
recting the workloads needed to solve specific problems.
Within the quantum computing ecosystem, Quantum
Serverless [291] can coordinate an execution workload
through many clouds and quantum computing providers
and thus, understand concepts coming from both the
classical and quantum worlds. At this uppermost level,
developers make use of the most suitable programming
model based on trade-offs between speed, solution qual-
ity, and resource cost.

D. Quantum Kernels

In the context of classical computing, invocation of ac-
celerator kernels can happen in several ways: (1) host
(CPU) code; (2) strictly via other kernels (device-side,
kernel launch); or (3) host or kernel code. Scheduling
of host code and accelerator kernels similarly can be
performed in three ways: (1) implicitly, if a program-
ming model provides runtime mechanisms for managing
a task DAG; (2) asynchronously, through non-blocking
calls that return immediately after being called; or (3)
explicitly, via synchronization points.

A programming model should enable quantum kernels
(circuits, possibly with classical control flow) to execute
in parallel, synchronously and asynchronously with re-
spect to the kernels themselves and classical computa-
tions in order to cover a wide variety of use cases. This
type of execution model is akin to that of classical accel-

erator (e.g., GPU) programming wherein asynchronous
accelerated kernels can be desirable but data dependen-
cies permit only synchronous execution. However, a
major difference between purely classical and classical-
quantum hybrid execution are the latencies involved; for
instance, classical accelerators interface via high-speed
buses whereas today’s free and publicly available quan-
tum devices are generally cloud-based.

The rate at which quantum computations can be per-
formed (i.e., the analog to classical CPU clock speed) is
set by the qubit technology which range from O(1) Hz
(photonic qubits) toO(106) Hz (superconducting qubits).
Programming models must provide kernel scheduling
mechanisms, or runtime, for orchestrating devices where
latencies can range from O(10−6) seconds to O(1) min-
utes or greater. In cases where classical and quantum
computations are decoupled — i.e., independent classical
and quantum information processing with no communi-
cation between processes is needed — no orchestration
would be required from the programming model. Indeed,
classical and quantum routines or applications can be
developed in separate languages and executed indepen-
dently. In this section, we are concerned with ‘near-time’
hybrid computations wherein classical and quantum re-
sources work in unison to complete a task.

Scheduling and execution of quantum kernels can be
handled by a queuing system within the programming
model. Similar to the SYCL programming model [352],
a queue could have a one-to-one correspondence with a
device; multiple queues would be necessary to work with
multiple devices. Once a queue has associated to it a
quantum device, that device can then be queried directly
from the queue to obtain device-specific information, e.g.,
number of qubits and supported features. A quantum ex-
tension to the queue model would include sampling func-
tionality to specify the number of executions (or shots) of
a given kernel. Furthermore, a queue would capture the
necessary semantics for execution, data input and out-
put, etc., and provide within its API synchronous and
asynchronous capabilities.

In principle, quantum accelerator kernels should be in-
distinguishable from classical accelerator kernels. That
is, the semantics should be such that both classical and
quantum kernel can expressed in the same way. For ex-
ample, classical kernels generally define an “index space”
over which an instance of the kernel executes. Each ker-
nel instance executes the same code but may operate on
different data or traverse a different execution pathway
through its code. This mechanism, coupled to embar-
rassingly parallel workloads, is what empowers GPUs in
today’s HPCs. For a quantum device kernel, the con-
cept of an index space can be extended to include device
(qubit) partitioning wherein, e.g., a single circuit instance
can be mapped multiple times to the topology of a large
device and hence execute in parallel.

In addition to partitioning, various quantum “back-
ends” (i.e., control electronics, classical computational
devices, etc.) will likely have different technical capabil-
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ities; e.g., control-flow, dynamical decoupling schemes,
etc. Such capabilities could be configurable so a devel-
oper may choose the schemes most appropriate for their
kernel. Therefore, an API specification should permit ex-
tensibility for vendors to expose all desired functionality
for their backend devices via a common plugin mecha-
nism, allowing for interoperability between different ven-
dor library implementations.

In HPC, vendor libraries are typically written in low-
level systems languages (Layer-2) such as C and C++
which are the de facto for applications targeting a set of
heterogeneous architectures on current HPC platforms.
A programming model built atop these would require
language extensions for allow the expressiveness neces-
sary to write circuit applications. Language extensions
also allow for a single-source programming model such
that development would be streamlined and eliminate the
interplay of multiple languages (and thus compilers, in-
terpreters, etc.). Moreover, this makes classical control-
flow within quantum kernels more natural for develop-
ers. An alternative to a single large-scale application is
an admixture of distinct executables whose orchestration
is handled by a workflow management system (WFMS),
see [379]. The WFMS is effectively a wrapper around
multiple executables — that may or may not have inter-
communication — and steers their execution based on a
predefined DAG or logic that enables dynamism of the
overall flow.

E. Memory Model

Quantum processors operate at a very particular level
in terms of memory and, in fact, a quantum processor
can be regarded as a computational memory. In contrast
with typical classical formalism where operations usually
happen outside dedicated memory, quantum computing
operates on the data input and the lifetime of quantum
information is limited to the duration of the circuit car-
rying out the computation, with some notable exceptions
like inherently quantum memories (QRAM and QROM).
These quantum memories, hitherto never realized, would
naturally span layers 1 and 2, and could play a funda-
mental role in classical data loading for some algorithms
in which the implementation of the quantum oracle is
critical to retain any level of quantum advantage [380].
Section ?? provides a thorough discussion on this subject.

On a more classical standpoint, and similar to the con-
cept of shared memory in HPC architectures, one could
envision a model whereby some memory is shared at the
QPU controller level with other processing units (GPUs,
CPUs) in order to exploit different aspects of the quan-
tum pre- and post-processing tasks, as well as fast loading
of quantum circuits or parts of circuits.

F. Data Types

The integration of classical computing resources with
QPUs involves necessarily some common interface for
data consumption that bridges largely different DSLs. A
seamless workflow that exploits both CPUs/GPUs/xPUs
and QPUs will include steps to transform data types
as needed by each unit. It is worthwhile to differenti-
ate between data interpreted as instructions and other
type of data like metadata or data carrying computing
information. Within the scope of programming models,
the quantum nature of the information existing in the
QPU during the computation is unimportant. Any in-
teraction of the QPU with supporting or co-computing
units before, during, or after the quantum computation
occurs largely in the form of classical information. In
fact, both the inputs and outputs for quantum proces-
sors are naturally classical except for a few notable ex-
ceptions (QRAM being one example, as discussed in Sec-
tion III E). The natural outputs from QPUs are proba-
bility distributions, to which we have a level of access
limited by our ability to sample them. Certain quantum
algorithms like quantum phase estimation or Shor’s algo-
rithm produce distributions so peaked that one or only
a few samples are enough to provide the answer. Other
algorithmic approaches based on heuristic methods, how-
ever, produce output distributions from which the value
of certain quantum observable is computed by repeated
sampling. This value can either represent the answer to
the quantum subroutine, or it can be passed back to other
-classical- computing resources to generate a new input
to the QPU.

Inputs to quantum processors are, at the highest level
of abstraction (Layer-2), a series of operations, that can
be both unitary and non-unitary, and which can be rep-
resented by a quantum circuit. These quantum circuits
can then take many levels of specificity throughout the
transpilation and compilation chains, from the multilevel
representation that a quantum assembly language like
OpenQASM provides to the binaries used by the clas-
sical control hardware to implement the quantum gates
on the quantum processor. These gates, or instructions,
are parameterized to get instanced by data from the al-
gorithm input. The gates are ultimately expressed as
physical pulses of energy that interact with the quantum
hardware (Layer-1). Thus, these pulses ultimately con-
tain both instruction data and computational data. It
is at higher levels of abstraction, however, where HPC
could possibly help with circuit optimization, transpila-
tion, and routing, working with circuit representations
involving data types digestible by the DSL of the differ-
ent processing units.
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VI. CLASSICAL SIMULATION OF QUANTUM
SYSTEMS

A. Why use classical simulators

For near-term quantum computers, one might question
the necessity of classical simulators to emulate quantum
computations. After all, the promise of quantum com-
puting lies in its ability to perform certain tasks expo-
nentially faster than classical computers. However, clas-
sical simulators remain invaluable for several compelling
reasons [251, 252, 381–386].

1. Resource Efficiency: Quantum computer time
is a limited and valuable resource. When devel-
oping and testing new quantum circuits or algo-
rithms, researchers often need to execute them nu-
merous times to validate their functionality and
robustness. Running experiments on a real quan-
tum machine can be time-consuming and costly,
particularly when waiting for quantum computer
availability after each circuit modification. Classi-
cal simulators offer an efficient alternative, allowing
researchers to rapidly iterate through experiments
without waiting for quantum resources.

2. Noise and Error Analysis: Real quantum ma-
chines are susceptible to noise and errors due to en-
vironmental factors, making it challenging to con-
trol and maintain the desired quantum state fi-
delity. Classical simulators provide a controlled
environment for introducing and analyzing various
noise scenarios. Researchers can simulate quantum
noises to assess how robust their algorithms are un-
der different conditions, as well as explore error cor-
rection techniques. This is a crucial step in building
fault-tolerant quantum systems.

3. Scalability: Current quantum machines have lim-
itations in terms of the number of qubits and the
noise levels they exhibit. Classical simulators, on
the other hand, can be adapted to simulate quan-
tum systems with a larger number of qubits, en-
abling researchers to explore complex quantum al-
gorithms and states that are beyond the capabili-
ties of existing quantum hardware.

4. Versatility: Classical simulators offer flexibility
regarding what they can simulate. Researchers can
use them to capture ”snapshots” of quantum states
during computations, perform measurements, and
make decisions based on measurement outcomes.
Additionally, they can obtain more comprehensive
information, such as the density operator of the sys-
tem, rather than just specific measurement results.

5. Efficiency Trade-Offs: Building an efficient
quantum simulator involves addressing trade-offs
between computational efficiency and the range of

quantum states it can represent. The choice of sim-
ulator depends on the specific needs of the quantum
computation being emulated.

6. Connectivity: When executing a circuit on quan-
tum hardware, the transpilation step involves map-
ping logical qubits to physical ones, in a fashion
that may one-to-many. This is due to the con-
straint of the physical connection of qubits, which
is not usually all-to-all on true QPUs. When sim-
ulating, all qubits can be entangled with all oth-
ers, thus keeping down the ‘physical’ qubits needed
and easing the computational burden of solving the
minor-embedding problem.

7. Pre-optimization: Variational algorithms can be
expensive and require many iterations of a quan-
tum circuit. Pre-optimization with classical simu-
lators can be used to find approximate circuits pa-
rameters that can be used or refined with quantum
hardware.[251, 252, 385]

8. HPC-assisted quantum computing: There is a
way in which HPC can substantially help to extend
the depth of quantum circuits, as demonstrated
in the recently developed method called ”Operator
Backpropagation.” [386] The idea is to compute a
part of a quantum circuit on a quantum device,
and compute the second part of a circuit classically
by using a quantum circuit simulator on an HPC
system, and then stitch the results together.

In summary, classical simulators allow for efficient devel-
opment, testing, and analysis of quantum circuits, algo-
rithms, and states, while also providing a controlled envi-
ronment for exploring quantum noise and errors. While
quantum computers hold immense promise, classical sim-
ulators remain a vital component of the quantum com-
puting toolkit, enabling progress and innovation in the
field. Furthermore, simulators will likely continue to
serve as yet another type of circuit execution environ-
ment among multi-node compute clusters for executing
distributed workloads, which will be adept at handling
(sub-)circuits that fall within their scope.

B. Quantum circuits simulators

In this section, we describe different types of classical
quantum circuit simulators. In particular, we describe
their capabilities in terms of what the maximum size sys-
tems (in both qubits and gates) that can be simulated
using HPC. The advantages and disadvantages of quan-
tum circuit simulators are also discussed, as well as use
cases.
Before we start, we note that not every quantum cir-

cuit is difficult to simulate on a classical computer. Triv-
ially, a quantum circuit that carries out a purely classi-
cal computation is not difficult to simulate on a classical
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computer. Indeed, some of the quantum circuits that are
not difficult to simulate include Clifford circuits [387–389]
and the quantum Fourier transform [390, 391], to name
a couple. Some quantum circuits are known to be clas-
sically simulable for specific input states as well [389]. If
the simulation does not need to produce the full spectrum
of the output state of a given quantum computation but
rather a sampling of such, as it would be the case for ob-
taining a final, classical result out of a quantum computer
upon measurements, the difficulty of the classical simula-
tion can dramatically decrease [392]. Further decrease in
the difficulty is obtained if the simulation is to mimic an
error-prone quantum computer executing a quantum cir-
cuit [393]. We further note in passing that simulation of
a quantum circuit that exhibits sparse couplings between
densely connected sets of qubits can be more amenable
to classical simulations [394], using methodologies not
unlike circuit cutting discussed in Sec. III F 1.

1. State-vector simulators

State-vector based simulation is to simulate the
operations of applying a series of unitary operators
Um−1 · · ·U1U0 to the state-vector representation of the

quantum states |ψ⟩ =∑2n−1
i=0 αi |i⟩, where n is the num-

ber of qubits and m is the number of operations or gates.
Typically, a complex-valued double or single precision
floating-point vector α⃗ of size 2n is used to store the co-
efficients αi, which costs 16 × 2n bytes of memory for
classical simulation. Ui with i ∈ [0,m− 1] is a 2× 2 (for
one-qubit gate) or 4 × 4 (for two-qubit gate) complex
matrix. It has been shown that an arbitrary quantum
circuit can be decomposed into 1-qubit and 2-qubit gates
[395]. In fact, most quantum devices internally run 1-
qubit or 2-qubit basis gates. For example, IBM adopts
1-qubit gate X, SX, RZ, ID and 2-qubit gate CX (recently
ECR) as the basis gates. To apply a gate U , the operation
is |ψ⟩ → U |ψ⟩. For 1-qubit U applying on qubit q in a
quantum register, α⃗ is updated through the following ex-
pression where si = ⌊i/2q⌋2q+1+(i%2q) for every integer
i ∈ [0, 2n−1 − 1]:[

αsi

αsi+2q

]
→ U2×2 ·

[
αsi

αsi+2q

]
(12)

Regarding 2-qubit unitary gate U applying on qubit p
and q (assuming p < q without losing generality), α⃗ is
updated through: αsi

αsi+2p

αsi+2q

αsi+2p+2q

→ U4×4 ·

 αsi

αsi+2p

αsi+2q

αsi+2p+2q

 (13)

where si=⌊⌊i/2p⌋/2q−p−1⌋2q+1+(⌊i/2p⌋%2q−p−1)2p+1+
(i%2p) for every integer i ∈ [0, 2n−2 − 1].
Therefore, state-vector based quantum numerical sim-

ulation is to perform a sequence of 2×2 or 4×4 operations

Eq. (12) and Eq. (13) over the large state-vector coeffi-
cient array of complex numbers in a classical system.

State vector simulators hold the full coefficients of pure
quantum states within the classical system’s memory,
which scales exponentially with the number of qubits.
Consequently, the state vector is often distributed across
many nodes of a classical HPC [396–399]. Such simu-
lators however exhibit linear scaling with respect to the
circuit depth [394]. As such, state vector simulations
are sensitive to the number of qubits but much less to
the gate count or circuit depth. For example, a recent
work shows that a low-energy nuclear quantum circuit
with 115 million gates on 21-qubits can be effectively
simulated within one hour using a GPU for state vector
simulation [400].

We note that various forms of approximate state-
vector simulators can be tailored to problem specific ap-
plications. For example, recent truncated state vector
simulators have been used to simulate VQE for vari-
ous chemistry problems on 64 qubits without signifi-
cant loss of accuracy or the need for large computing
resources [252, 401]. Combining the state vector sim-
ulators with Feynman path summation can trade the
circuit depth with the number of qubits or memory us-
age [394], rendering some hard to simulate circuits ac-
cording to a naive state vector simulator to be simulable
due to orders of magnitude improvement in their simula-
bility [394, 402].

2. Density matrix simulators

When dealing with a mixed system where noise is
present, a pure state can no longer provide sufficient
information about the system. In this case, a mixed
state corresponds to a statistical ensemble, or probabilis-
tic mixture of pure states, can be used to describe the
condition where a system is entangled with another sys-
tem, such as the environment from which the noise is
imposed. A mixed state is represented by a density ma-
trix or a density operator, which is defined by choosing
the basis in the underlying space. The density matrix is
given by:

ρ =
∑

ps |ψs⟩ ⟨ψs|

where ρ represents the fraction of the ensemble of each
pure state and is generally an unknown real value. A
density matrix contains all the information of a quantum
system, allowing the calculation of the probabilities of
the outcomes of any measurement performed.

Compared to state-vector simulation, the density oper-
ator requires the conservation of 4n coefficients, where n
is the number of eigenstates for each pure state, i.e., the
number of qubits. Therefore, the memory cost of a den-
sity matrix simulation is 2n times that of a pure state
simulation using state-vector. The system also evolves
according to the operator or gate sequence. When a par-
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ticular gate is applied, the density matrix evolves as fol-
lows [403]:

ρ(t) = G(t)ρ(0)G(t)† (14)

where G(t) is the gate at time t, and G(t)† is its adjoint.
The evolution of a density matrix is more complicated
than that of a state vector, considering the size of 4n and
the extra adjoint operator per gate. Although G(t) by
itself is a unitary operator, it becomes a general matrix
and is not necessarily unitary in the presence of noise.
Depending on the noise model, the evolution can become
an ensemble of evolutions of corresponding channels, each
described by a Kraus operator.

The noisy density matrix quantum numerical simula-
tion is to compute ρout for a n-qubit quantum system,
density matrix quantum circuit simulation is to compute
ρout for a n-qubit quantum register, given initial state ρin
and m non-unitary transformations G0, G1, . . . , Gm−1:

ρout = Gm−1 · · · (G1(G0ρinG
†
0)G

†
1) · · ·G†

m−1 (15)

where G and ρ are 2n × 2n matrices. Due to noise, G is
not necessarily a unitary matrix. G† is the adjoint of G
verifying G† = (G∗)T . As real quantum devices typically
use 1-qubit or 2-qubit gates representing as 4×4 or 16×16
matrices, to obtain the matrix Gi with a 2n × 2n size,
Kronecker product or tensor product is used with the
identity matrix I for the other qubits.

3. Tensor network simulators

Quantum tensor networks can be used for the sim-
ulation of quantum circuits [404–410]. These simula-
tors leverage the mathematical framework of tensor net-
works, which are graphical representations of quantum
states and operations, as networks of interconnected ten-
sors. Specifially, the nodes in these networks corre-
spond to tensors, which encode gate operations, while
the edges represent indices along which tensors are con-
tracted, reflecting the entanglement and interactions be-
tween qubits.

The strength of tensor network simulators lies in
their ability to compactly represent quantum states that
would otherwise require a prohibitive amount of mem-
ory. This is particularly valuable for simulating shallow-
depth quantum circuits with a large number of qubits,
which are challenging for traditional state-vector simula-
tors. These simulators are still limited by the amount of
available distributed memory on a supercomputer. For
the current generation of supercomputers, tensor network
simulators can run quantum circuits up to approximately
200 qubits without approximations for certain quantum
circuits [406]. Larger simulations are possible with a
truncated bond dimension as well as other applications
with different resource requirements [251].

There are different types of tensor network simula-
tors: Matrix Product States (MPS), Projected Entan-

FIG. 9. Different types of tensor network simulators: (a) Ma-
trix Product States (MPS), (b) Tree Tensor Networks (TTN),
(c) Projected Entangled Pair States (PEPS), and (d) Multi-
scale Entanglement Renormalization Ansatz (MERA).

gled Pair (PEPS), Tree Tensor Networks (TTN), Multi-
scale Entanglement Renormalization Ansatz (MERA),
and Continuous Variable Tensor Network (CVTN) to
name a few as shown on Figure 9. MPS is arguably
one of the most popular simulators, and it is particularly
useful for simulating one-dimensional quantum systems.
In MPS, the tensors are arranged in a chain, with each
tensor representing the state of a qubit and the connec-
tions between them capturing the nearest-neighbor en-
tanglement. One of the MPS applications is an efficient
tensor network simulation of lossy Gaussian boson sam-
pling experiments, which has been recently demonstrated
[411, 412].
Each type of tensor network has its specific appli-

cations, advantages, and limitations, and the choice of
which to use depends on the application, size, and struc-
ture of a quantum circuit:

• MPS simulators excel in one-dimensional quantum
systems with short-range interactions. They are
efficient for simulating ground and excited states,
as well as dynamical properties, due to their ability
to capture entanglement in a scalable manner with
limited entanglement entropy.

• PEPS are generalizations of MPS to higher dimen-
sions, making them suitable for two-dimensional
quantum systems. They are adept at handling both
short- and long-range interactions, but their com-
putational complexity increases significantly with
the system’s size and entanglement.

• TTN simulators are structured in a hierarchical,
tree-like manner, offering efficient computation for
certain quantum circuits, especially those with hi-
erarchical or layered structures. They are partic-
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ularly useful for simulating states that exhibit hi-
erarchical entanglement patterns and for providing
insights into quantum many-body systems.

• MERA is designed for critical systems with long-
range entanglement. It excels in representing
ground states of quantum many-body systems near
criticality, offering insights into scaling and univer-
sality in quantum phase transitions.

• CVTN simulators are tailored for quantum systems
with continuous variables, like quantum fields or
modes of light. They are adept at handling systems
where particle number isn’t conserved and are cru-
cial in studying non-Gaussian states and processes
in quantum optics and field theories.

Tensor network simulators continue to evolve, with on-
going research aimed at increasing their efficiency, scal-
ability, and applicability to a broader range of quantum
computing tasks.

4. Open system Lindblad quantum simulators

Open-system Lindblad quantum simulators are specif-
ically designed to model the dynamics of quantum sys-
tems interacting with external environments. The appli-
cations include, for example, simulating quantum mag-
netism, topological materials, quantum phase transi-
tions, and electron transportation. Unlike closed quan-
tum systems, open systems are subject to environmen-
tal influences that lead to non-unitary processes such as
decoherence and dissipation. These simulators leverage
the Lindblad master equation, which blends the unitary
evolution dictated by the system’s Hamiltonian with the
non-unitary aspects resulting from environmental inter-
actions. This approach allows for a comprehensive sim-
ulation of open quantum systems, capturing the com-
plexity of quantum noise and the environmental effects.
Recently, a novel approach, called noisy quantum gates,
has been proposed, as a classical simulation of the Lind-
blad dynamics [413]. It is based on integrating the noise
into the gates, rather than keeping gates and noise as
two separate dynamics, an approach can be generalized
to non-Markovian dynamics by using colored noises.

In general, there are a few ways to formulate, but the
most common is to use the density matrix formalism,
which is adept at representing mixed states, a critical
aspect when dealing with open systems. These simu-
lators provide researchers with the flexibility to define
specific system-environment interactions, making them a
versatile tool across various quantum research domains,
especially in material science applications. Its ability to
accurately model quantum noise induced by the envi-
ronment is an especially valuable aspect of it. Overall,
the open-system Lindblad quantum simulators stand as a
very valuable tool in quantum research, enabling a deeper
understanding of the environmental impacts on quantum

systems and aiding in the advancement of practical quan-
tum applications.

C. Overview of classical simulators

In summary, we described four main types of quantum
circuit simulators. In the context of material science,
the choice of a quantum circuit simulator depends on
the specific characteristics of the system under study and
the phenomena of interest. Here is how each type of
simulator can be used:
State-vector simulators are ideal for systems that can

be accurately represented by pure quantum states. In
material science, they are particularly useful for studying
the evolution of quantum states under Hamiltonians with
relatively few degrees of freedom. They excel in scenarios
where the full quantum state needs to be tracked, such
as in the simulation of small, isolated quantum systems
or systems with limited entanglement.
Density matrix simulators are well suited for studying

systems where mixed states are prevalent, which includes
most real-world scenarios in material science. They can
handle decoherence and other noise effects, making them
suitable for simulating open quantum systems or systems
under non-ideal conditions. Density matrix simulators
are ideal for investigating phenomena in quantum mate-
rials where environmental interactions play a significant
role.
Different types of tensor network simulators have dif-

ferent use cases. MPS and TTN are powerful in simu-
lating one-dimensional and certain hierarchical quantum
systems, respectively. They can efficiently model systems
with short-range interactions, which are common in ma-
terial science. These simulators are especially useful for
studying ground state properties and low-energy excita-
tions in materials. PEPS and MERA are more suited
for higher-dimensional systems. PEPS can handle both
short- and long-range interactions in two-dimensional
materials, making them valuable for exploring complex
quantum materials, such as high-temperature supercon-
ductors. MERA is particularly effective in studying crit-
ical phenomena and phase transitions in materials.
Open system Lindblad quantum simulators are de-

signed to handle non-unitary evolution, which is typi-
cal in open quantum systems, where the system is in
contact with an external environment. In material sci-
ence, they are crucial for studying decoherence, dissipa-
tion, and thermalization processes in materials. Lind-
blad simulators are particularly relevant for investigating
quantum materials and devices operating under realistic,
non-ideal conditions, where environmental interactions
cannot be ignored. They are essential for understanding
the behavior of materials in quantum information pro-
cessing and quantum sensing applications, where control
and mitigation of decoherence are critical.
Using HPC is critical for simulating large quantum

circuits. Ultimately, supercomputers can simulate rela-
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tively small quantum circuits because of the exponential
requirement of available distributed memory. The next
generation of quantum simulators will probably use small
quantum computers to simulate very large quantum cir-
cuits. The idea is to use small quantum computers to
perform tasks that are inherently quantum in nature,
such as the contraction of intermediate multi-dimensional
tensors, which are central to tensor network simulations.
This idea is closely related to Feynman’s proposal to use
quantum computers to simulate quantum systems [414].
One way is to use Harrow-Hassidim-Lloyd (HHL) algo-
rithm for the contraction of very high-dimension tensors,
which is currently a bottleneck of classical tensor network
simulators. The HHL algorithm can be adapted to per-
form tensor contractions by encoding the tensors as linear
systems. This could potentially revolutionize tensor net-
work simulations by dramatically reducing the computa-
tional complexity of these contractions. This approach
promises a scalable pathway for quantum simulation, as
improvements in quantum hardware, such as increased
qubit counts and enhanced coherence times, would di-
rectly translate into an increased capacity for simulating
larger and more complex quantum circuits.

VII. USE CASE IDENTIFICATION

A. Criteria for use case identification

In this Section, we identify use cases relevant to real-
world applications [415]. In such identification, we will
rely on the following criteria:

1. Potential impact: selecting real-world use cases re-
quires identifying research topics at the frontier of
materials science and engineering that could bene-
fit from the deployment of quantum computing for
solving one or more of the discovery steps involved.
Representative examples include semiconductor in-
tegration and processing, electronics, and optoelec-
tronics applications. Also, materials use cases in
carbon capture and storage, catalysis, energy stor-
age, materials replacement, and recycling are be-
ing intensely researched, along with pharmaceutical
and biochemical applications. In some cases, im-
pact arises from insight into fundamental phenom-
ena, while in other cases it comes from screening a
large number of candidate materials and selecting
the highest-performing candidate.

2. Physical scale: typically, realistic materials use
cases involve computational workflows consisting of
various simulation steps with length and time scales
covering more than 10 orders of magnitude. There-
fore, predicting a material’s performance, from the
molecular scale to the process scale, requires a
broad range of computational methodologies in-
cluding classical and quantum mechanical molecu-
lar dynamics simulations as well as the thermody-

namic and bulk continuum models. Recently, arti-
ficial intelligence and machine-learning techniques
have been added to the physics-based simulations
toolkit for applications including generative mate-
rials design, high-throughput materials screening,
and accelerated simulation.

3. Complexity: application-guided and performance-
oriented computational discovery work streams fea-
ture complex materials, where important phenom-
ena occur in volumes often consisting of thousands
of molecular building blocks with millions of atoms.
These are challenging to represent adequately in
any computational simulation environment. A real-
world discovery use case requires, therefore, the
identification of a minimum representative mate-
rials volume for conducting the performance anal-
ysis. This representation can be as small as the
active space within a molecule, a surface at which
a physical or chemical process occurs, or as large
as an entire composite wing of an airplane.

In principle, quantum computing could be applied in
each discovery step with the potential of enhancing com-
putational accuracy, reducing computational time, or de-
livering any other improvement of the materials discovery
outcome. For selecting the proper application of quan-
tum computing in a real-world use case, it is however
important to first identify and compare the difficulty of
the classical and quantum simulation tasks and to ensure
that proper data representations and algorithms can be
developed for performing the discovery task on a quan-
tum computing system. To that end, in our analysis of
use cases, we will consider:

1. the relevance to real-world problems

2. the hardness of simulating the use case under con-
sideration on classical computers

3. the hardness of simulating the use case under con-
sideration on quantum computers (near-term and
fault-tolerant)

4. the hardness of simulating quantum circuits in-
volved in the previous point on quantum hardware
and with classical simulators

5. the possibility of using classical HPC and quantum
computers in concert

B. Overview of use cases

A central task of quantum theory, in the fields of quan-
tum condensed matter physics and quantum chemistry,
consists of describing the properties of interacting atomic,
molecular, amorphous, and crystalline systems. Apart
from advancing our fundamental understanding of quan-
tum mechanics, a generic solution to the quantum prob-
lem would allow progress in application fields ranging
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FIG. 10. Schematics overview of use cases in materials discov-
ery. A central task of quantum theory is describing the prop-
erties of molecules and solids (blue). This goal can be achieved
by solving for the electronic Schrodinger equation to com-
pute e.g. ground-state, excited-states, and non-equilibrium
dynamical properties (vertical arrow). Due to computational
limitations, one can introduce approximations to the funda-
mental electronic structure problem, that reduce the size of
the quantum problem within the existing computational bud-
get (red). Accurate solutions of the electronic Schrodinger
equation are the starting point (green) for important appli-
cations in materials science, including vibrational structure
calculations, coarse-grained models (e.g. corrosion, deforma-
tion), and materials discovery (e.g. catalysis, metamaterials).

from materials discovery (better magnets, solar cells, cat-
alysts, or qubit hardware) to drug design.

The required operation count and the number of quan-
tum degrees of freedom required for the accurate ab ini-
tio description of such systems puts them far outside of
the accessible regime on current or near-term quantum
hardware, except for very small systems. These require-
ments were elucidated by many authors including Rei-
her et al [416],Tubman et al [417], Elfving et al [418]
and Goings et al [419], who considered the application of
quantum phase estimation to challenging instances of the
electronic structure problem (respectively nitrogenase co-
factor, chromium dimer, and cytochrome P450) on fault-
tolerant devices.

It is therefore advantageous to consider approxima-
tions to the fundamental electronic structure problem
that reduce the size of the quantum problem both in
terms of qubit and operation requirements (see Figure 10,
left).

Two complementary approaches are presently pursued.
First, the embedding route identifies a set of strongly
quantum parts of the problem (typically “orbitals” or
“sites”), extracts the relevant physics to an auxiliary
quantum problem, and solves this problem using a quan-
tum processor. The remainder of the system is then
treated classically with polynomial scaling approxima-
tions. The exact limit is recovered by enlarging the em-
bedding subspace or increasing the accuracy of the clas-
sical method.

Second, the model systems route approximates the

original quantum system by a minimal set of appropri-
ately chosen effective low-energy degrees of freedom. In
this scheme, the exact limit is recovered in a “bottom-
up” approach by gradually adding degrees of freedom
until the original model is recovered. A typical example
of this approach is given by the Heisenberg spin model,
which (in the appropriate limit) captures the low-energy
limit of the so-called t-J model, which itself is an approx-
imation of the low-energy physics of the Hubbard model.

For both of these approximation approaches, simula-
tion on quantum computers will become feasible much
earlier than the simulation of the full quantum electronic
structure problem. Realistic embedding approaches for
materials typically result in compact but dense quan-
tum problems (requiring many operations on few qubits),
whereas model systems generally yield larger but sparse
systems (requiring many qubits but fewer operations).
The sparsity allows us to take advantage of devices with
limited qubit connectivity with a reasonable operation
count.

A central question concerns the physical observables
under study. Traditional electronic structure mainly in-
vestigates ground states and their properties, such as the
“band structure” or the ground-state energy as a func-
tion of nuclear coordinates. Out of these states, informa-
tion about structure, vibrational modes, and mechanical
properties is inferred.

However, experiments are performed at non-zero tem-
peratures and, additionally, probe aspects of the excita-
tion spectra. Photoemission spectroscopy, for instance,
obtains the single-particle excitation spectrum and the
gap size [420]. Nuclear magnetic resonance and mag-
netic neutron spectroscopy obtain nuclear spin excita-
tions, and optical conductivity measurements probe two-
particle excitations related to a current-current correla-
tion function. Standard ground state methodology such
as density functional theory (DFT) requires additional
approximations to predict such observables. Famously
the DFT “band gap” is not a reliable proxy for the gap in
semiconductors [421–423]. Quantum (or classical) com-
puting methodologies that intrinsically contain excitation
information present a valuable addition to our materials
toolkit.

In many experimental setups, a weak external field
(such as an incident light beam) probes the physics of the
material under study. A central assumption is that this
field leaves the material essentially unperturbed, such
that linear response theory provides an appropriate de-
scription for its physics. However, once fields become
strong, the system itself acquires an explicit time depen-
dence which may often be modeled as a quench (an in-
stantaneous change of the Hamiltonian such as a very
short but very strong light pulse), a steady state (the
time-evolution of a system in a translation-invariant long-
time limit, such as a system with an applied voltage after
initial transients have decayed), or a periodic drive (such
as a continuous laser field).

While our classical toolkit for simulating ground-state
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physics is rather mature, the study of excitations within
linear response is much more demanding and often re-
quires high-performance computing resources. The study
of time-dependent phenomena in real materials is still in
its infancy. These science domains therefore offer promis-
ing application fields for future quantum computers.

Reliable solutions to the electronic structure problem
also allow us to define the nuclear Schrodinger equation,
which in turn can be solved to determine molecular vibra-
tions, and coarse-grained models, whose solution allows
us to characterize complex phenomena including material
stress, corrosion, and cracking (see Figure 10, right).

C. Relevant use cases

1. Ground-state electronic structure

One of the goals of electronic structure is to determine
the ground and low-lying eigenstates of the Hamiltonian
of a molecule, often within the Born-Oppenheimer ap-
proximation, i.e., for a fixed set of nuclear positions R.
Determining the main features of the potential energy
surface, i.e. the electronic energy as a function of nuclear
positions E(R), is key to understanding chemical reactiv-
ity, reaction rates, and product distributions. In partic-
ular, accurate estimation of reaction barrier heights (i.e.
within ∼ 1 kcal/mol from experiments) is important for
many applications, such as catalyst development, battery
electrode modeling, and manufacturing process design,
and a known challenge for electronic structure methods
and in particular for DFT [423].

As an example, in the design of manufacturing pro-
cesses, the desired reaction(s) should dominate, e.g., have
lower reaction barrier heights than undesired reactions.
One way to arrange this is through reactant selection,
however, there may be many possible reactants. Ex-
perimental screening to identify the best reactant can-
didates is often time, cost, and labor-intensive due to
various factors. Reactants may be expensive, hazardous,
or rare. Computational screening methods offer the pos-
sibility of screening candidate reactant barrier heights
orders of magnitude faster, safer, and cheaper than ex-
perimental methods. However, current state-of-the-art
classical computational methods are often insufficiently
accurate to compare reactant barrier heights.

a. Static and dynamic correlation Within electronic
structure, wavefunctions are often classified as single-
reference and multi-reference. In the former case, a sin-
gle electronic configuration dominates the target wave-
function. While the ground states of the majority of
molecules have a single-reference character, one often en-
counters a multi-reference character in molecular excited
states, at stretched bond geometries, in transition-metal
chemistry, and in the presence of small HOMO-LUMO
gap (e.g. large π-conjugated systems).

Single-reference problems can be accurately solved
with various quantum chemistry methods for classical

computers, from DFT methods (that can routinely treat
O(103) atoms [424]) to high-level wavefunction methods
such as coupled-cluster theory (that can attain kcal/mol
accuracy on systems of O(10) atoms [425]). Extend-
ing quantum chemistry methods to multi-reference sit-
uations is an active and challenging research field where,
notwithstanding steady progress, the accuracy attainable
in molecules with more than a O(1) atoms is significantly
lower than in the single-reference case.
Important examples of multi-reference quantum-

chemical problems are found in transition-metal chem-
istry [7, 426]. Transition-metal oxides are an important
class of materials that are used in catalysts, semicon-
ductors, pigments, and many other applications. Bench-
marking studies of DFT for bond dissociation enthalpies
of transition metal oxides and their cations demonstrate
mean absolute errors of 30 kJ/mol (7 kcal/mol) or greater
[427], identifying the energetics of reactions involving
transition metals as a challenge for DFT [427]. Exam-
ples of challenging instances of the electronic structure
problem connected with transition-metal chemistry are:

1. Active sites of enzymes containing transition met-
als. These often involve multiple coupled transition
metals, exemplified by the systems in Figure 11:

• the Fe2S2 and Fe4S4 clusters of ferredoxins
[428], where multi-reference character can be
investigated in (30e,20o) and (36e,54o) active
spaces respectively [429, 430]

• the iron-molybdenum cofactor (FeMo-
cofactor) of nitrogenase, which catalyzes the
6-electron reduction of N2 to ammonium in
biological nitrogen fixation [416, 431], and
can be modeled by a (113e,76o) active space
[429, 432]

• the P-cluster of nitrogenase [433] and oxygen-
evolving complex of photosystem II [434, 435].
In the context of nitrogenase, the hypothe-
sized function of the P-cluster is to mediate
electron transfer from the Fe-cluster to the
FeMo-cofactor where nitrogen reduction takes
place. The relevant states are the resting state
PN, the one-electron oxidized state P1+, and
the two-electron oxidized state POX, which
can be modeled by (114e,73o), (117e,75o) and
(120e,77o) active spaces respectively.

Active sites of enzymes containing transition met-
als present highly complex multi-reference quan-
tum chemistry problems motivated by biological
applications. Combined theoretical and experi-
mental studies, primarily at the level of DFT,
have illustrated many structural and electronic fea-
tures of such active sites [436–438]. On the other
hand, to interpret aspects of experimental spec-
troscopy, it is necessary to achieve a detailed un-
derstanding of the interplay between spin-coupling
and delocalization between metals, which in turn
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FIG. 11. The Fe2S2 (a) and Fe4S4 (b) clusters of ferredoxins,
the P-cluster of nitrogenase in the resting state PN (c), and
the FeMo-cofactor of nitrogenase (d). Orange, yellow, teal,
red, blue, gray, and white sticks denote Fe, S, Mo, O, N, C,
and H atoms respectively.

requires accurate multi-reference quantum chem-
istry [428, 433, 435, 439, 440].

2. Nanocatalysts and surface catalysts containing
transition metals. Simulating the mechanism of
action of synthetic heterogeneous catalysts is chal-
lenging, as in the case of enzymes. DFT predictions
of quantities such as the adsorption energy of small
molecules are unreliable [441, 442]. While not all
such problems are expected to be multi-reference
in character, even the single-reference modeling of
such chemistry, at a level significantly beyond DFT,
is currently challenging or impossible. In addition,
multi-reference effects are expected to play a role
in certain catalysts, such as transition metal ox-
ides, or at intermediate geometries in reaction path-
ways [441, 443–445].

For all these systems, the basic quantum simulation
problem is the computation of the ground-state (or low-
energy eigenstate) of the electronic Hamiltonians, and
the basic metric is whether quantum algorithms yield
more accurate energies (for comparable computational
resources) than their classical counterparts. Proof-of-
principle demonstrations can be carried out in the ac-
tive spaces listed above. However, to describe the ac-
tual chemistry of these systems, one should improve over
active-space calculations by (i) treating larger numbers of
electrons and orbitals, (ii) accounting for environmental,
dynamical, and solvent effects, and (iii) accounting for
dynamical electronic correlation. While multi-reference
problems are a known computational challenge, even
single-reference problems become hard to model classi-
cally when large numbers of electrons and orbitals are
involved [446].

b. Relativistic effects A discussion of the advan-
tages and present challenges posed by hybrid quantum-
classical approaches to electronic structure calculations

begs mention of the treatment of relativistic effects. Ac-
curate modeling of the ground and excited states of many
molecules, such as atomic gold and uranium dimers, are
examples of systems whose precise computational treat-
ment requires the inclusion of relativistic effects in the
Hamiltonian. Without this inclusion, a fundamental pre-
cision limit to quantum computation remains in place
[447].
c. Correlated electronic structure in solids There is

some overlap in methods and ideas between the electronic
structure problem in materials, e.g. crystalline solids,
and quantum chemistry. When electron-electron interac-
tions are weak, the low-energy properties of a material
can be described by computing the band structure using
DFT. However, in some materials (called strongly cor-
related), the electron-electron interaction fundamentally
changes the behavior and the effective non-interacting
ansatz underpinning DFT is no longer appropriate. Typ-
ical examples are Mott insulators, which appear as con-
ductors in band-structure theory but are insulating due
to electron-electron interaction. While Mott insulators
are now well understood, many other phenomena in
strongly correlated systems lack a justification in terms
of an underlying microscopic mechanism and a quanti-
tative and predictive theory of the associated physics.
Some important examples include:

• High-temperature superconductivity. The mecha-
nism driving superconductivity is not yet fully elu-
cidated. Two regimes close to superconductivity,
the pseudogap and strange-metal phase remain elu-
sive [448]. The nature and relation to the su-
perconducting phase of both are not understood.
The strange-metal phase features behavior incon-
sistent with a simple weakly interacting metal even
at high energies, hence the name of “non-Fermi liq-
uid phase”, and has motivated a whole area of re-
search on exotic metallic systems [449]. On the
other hand, the pseudogap phase features several
competing ordering tendencies [450], which are very
challenging to resolve in numerical methods, be-
cause most methods naturally favor a particular
ordering pattern, so discriminating physical effects
from method biases is very difficult.

• Frustrated spin systems realize a host of high non-
trivial phases, in particular topological and gapless
spin liquids [451]. They have historically been the
test bed for computational methods such as ten-
sor networks and variational methods and, as such,
appear as good test cases for quantum simulations.

2. Embedding

As seen in the previous Section, solving the electronic
structure problem in situations that are relevant to real-
world applications, e.g. catalysis, requires significant
quantum resources. That example illustrates how the
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goals of relevance to real-world applications and ease of
execution on quantum devices are in conflict. However,
there are two ways of making feasible progress toward the
solution of challenging instances of the electronic struc-
ture problem: quantum embedding theories and effective
low-energy models. These are not only useful steps to-
ward the electronic structure problem, but also very com-
pelling applications for current and near-term devices.
Examples and applications are described in the remain-
der of this and following Sections.

The idea of quantum embedding theories stems from
the fact that in chemistry, physics, and materials sci-
ence, phenomena of interest often take place within a
small region, motivating the separation of the whole sys-
tem into a so-called active space surrounded by a host
environment. The electronic structure problem is solved
separately for the environment at a low level of theory
and for the active space at a higher, i.e., more accurate
and more expensive, level of theory. As an active space
only accounts for a small portion of the whole system
with a greatly reduced Hilbert space, simulating it using
quantum chemistry methods becomes feasible on quan-
tum computers and emulators. Examples of active spaces
include point defects in semiconductors and insulators
and active sites of catalysts at interfaces or on surfaces.

Various quantum embedding theories have been pro-
posed, categorized by the level of theory used to describe
different parts of the system.

• Density-based embedding theories define an ac-
tive space in real space and partition the density
of the system into the active space and the en-
vironment. The latter is described at the DFT
level, and the former is described either using DFT
with a higher-level exchange-correlation functional
(DFT-in-DFT) or with wavefunction-based quan-
tum chemistry methods (WF-in-DFT) [452–455].

• Density matrix embedding theories (DMET) [456–
465], as introduced previously, also define an active
space in real space. The active space is treated
at a higher level of theory. The interaction with
the environment is accounted for through a set of
bath orbitals obtained from a calculation of the full
system at a lower level of theory, with an additional
one-body term that ensures the density matrices at
both levels of theory coincide.

• Embedding theories based on Green’s function de-
fine an active space by a set of single-particle elec-
tronic states. The non-local, frequency-dependent
self-energy of the active space is expressed as
a sum of terms evaluated at high and low lev-
els of theory, with an additional term to re-
move the double counting. Examples of such
theories include dynamical mean-field theory em-
bedding (DMFT) (DMFT+DFT [466, 467] or
DMFT+GW [468–473]), self-energy embedding
theory (SEET) [474–476], and quantum defect em-
bedding theory (QDET) [477–480]. They mainly

differ in the choice of the high-level and low-level
theories and the partitioning of the total self-energy
into the active space and the environment.

In practice, a quantum embedding calculation typi-
cally starts with a low-level calculation of the full sys-
tem, the results of which are subsequently employed to
determine parameters of the many-body effective Hamil-
tonian of the active space. In QDET, for example, the
effective Hamiltonian comprises a one-body term and a
two-body term. In the one-body term, an exact double
counting correction has been derived for the case where
G0W0 is the low-level theory. In the two-body term,
the effect of the environment is incorporated through an
effective screening. The QDET Hamiltonian can be com-
puted without any explicit summation over empty states,
enabling its application to large systems. Leveraging
GPU-accelerated classical supercomputers, it is feasible
to simulate systems consisting of over a thousand atoms
and active spaces consisting of over a hundred orbitals.
The effective Hamiltonian, written in second quantiza-
tion, can be diagonalized on classical computers using
FCI, or on quantum computers [248, 478, 481–487] by
mapping it to qubits and quantum gates and finding its
lowest eigenstates using a suitable quantum eigensolver.
Challenges remain in facilitating the communication of
data from classical (super)computers to quantum com-
puters, accommodating the effective Hamiltonian with
the available number of gates and circuit depth, and miti-
gating noises present on near-term computers which may
lead to unphysical results. Intriguingly, quantum com-
puters themselves are employed to investigate the prop-
erties of spin defects in solids. These defects hold promise
as prospective candidates for the implementation of im-
proved quantum computers, thus forming a positive feed-
back loop at the intersection of computational materials
science and quantum computing.
Additionally, CAS-DMET and NEVPT2-DMET de-

scribed before have been effectively used to examine the
adsorption and emission spectra of the negatively charged
nitrogen-vacancy (NV−1) and the neutral silicon vacancy
(SiV0) defects in diamond, as well as the neutral oxygen
vacancy (OV0) defect in both bulk and surface magne-
sium oxide, as reported in recent literature. [201–203] In
particular, for the NV−1 defect in diamond, NEVPT2-
DMET with a significantly reduced embedding space and
a complete active space (CAS) configuration of 10 elec-
trons in 9 orbitals (denoted as 10e, 9o) accurately pre-
dicts a triplet-triplet excitation energy of 2.31 eV. This
is in close agreement with the experimentally observed
value of 2.18 eV. Additionally, it predicts an optically
inactive singlet-singlet transition at 1.02 eV, closely ap-
proximating the experimental value of 1.26 eV. For the
neutral OV0 defect in MgO bulk, NEVPT2-DMET, with
a CAS configuration of 2e, 5o, estimates the excitation
energy to be 5.24 eV, aligning well with the experimen-
tal absorption maximum of 5.03 eV. Studies of the opti-
cally allowed S0 → S1 transition for the OV0 defect on
the MgO surface have also been conducted using CAS-
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DMET, NEVPT2-DMET, and DME-PDFT methods.
However, varying experimental results ranging from 1-
5 eV have been reported, which makes direct comparison
difficult. Using MP2 and CCSD solvers for the DMET
embedding subspace, the adsorption energies for CO on
MgO have been calculated using the largest embedding
subspaces, and these have been found to be within 1.2
kcal/mol of the non-embedding reference values. [230]
So far, the LASUCC and LASSI methods have primar-
ily been tested on strongly correlated molecular systems
and has been utilized to study the dissociation of (H2)2
into two H2 molecules, the dissociation of the two double
bonds in trans-butadiene, and the J-coupling in tris-(µ-
hydroxo)-bridged chromium compound model [233, 234].
The accuracy of these studies has been confirmed through
excellent agreement with the results from corresponding
CASCI calculations performed using LAS orbitals.

3. Model systems

Low-energy models introduce an effective Hamiltonian
describing the low-energy degrees of freedom of a quan-
tum system. The effective Hamiltonian is then solved
for the ground- and low-energy excited states. How to
propose a low-energy effective Hamiltonian, and how to
propose reliable and precise parameters for that Hamil-
tonian, are important questions that affect the predictive
power of that model for real-world applications. On the
other hand, accurate solutions of a given model allow us
to capture trends in physical properties as the free pa-
rameters of the model vary (e.g. temperature, interaction
strength, number of electrons). Therefore, the value of a
model as it relates to real-world application lies both in
its definition and in its computational solution: the phys-
ical properties predicted by a model should be equally ro-
bust to perturbations in model parameters and solutions
of the Schrödinger equation, for robust inferences about
the physical properties of a real system to be drawn from
the use of effective low-energy models.

Although band structure and Fermi liquid theory are
used as the primary models for quantum particles in ma-
terials, these descriptions can fail to capture actual physi-
cal properties, for example in high-Tc cuprates and other
transition-metal compounds like spin liquids. This of-
fers a challenge in how to improve their performance for
such systems. Various models have been suggested for
these systems, such as the Emery and Heisenberg mod-
els reviewed below. However, the ability of such models
to capture actual physics of interest is again often un-
clear, even though they have been widely studied and
have greatly advanced our understanding of correlated
electron physics. Furthermore, these models can them-
selves be challenging to solve.

A typical approach to connecting ab initio electron-
level models and large-scale models is downfolding us-
ing DFT. In this method, DFT bands are modeled by
projecting them onto localized Wannier functions, which

yields one-particle hopping terms [488]. Interactions are
added by modeling screening, for example using con-
strained DFT or random phase approximations (RPA).
Finally, since the original DFT bands also already incor-
porated interactions, this double-counting must be cor-
rected. This approach and related downfolding tech-
niques continue to be actively developed and broadly
used [489–494].

In the remainder of this Section, we review some im-
portant model systems, namely spin Hamiltonians and
lattice models of correlated electrons. While the rela-
tionship between these models and real materials is very
delicate, both due to the choice of the effective Hamil-
tonian and its parameterization, studying computation-
ally the phase diagram of these models as a function of
their free parameters can reveal trends and phase tran-
sitions that are relevant for the physics of real materials.
Furthermore, it constitutes a promising research area for
simulations on current and near-term quantum devices.

a. Spin Hamiltonians Spin Hamiltonians are fre-
quently used to model the magnetic properties of ma-
terials as well as other systems where there is local corre-
lation or frustration. Consider a lattice with n sites occu-
pied by spin-s particles that are allowed to interact with
each other. In such a lattice, there is an allowed number
of 2s+1 microstates at each lattice site, giving a total of
(2s+1)n spin configurations for a lattice with n sites. At
an infinitely high temperature, spins point randomly in
all directions, agitated by thermal motion. On the other
hand, as the temperature approaches T = 0K, in many
situations spins display the tendency to become part of
a long-range magnetically ordered state under the effect
of the interaction between them. The two extreme limits
are antiferromagnetic order, where adjacent spins point
in opposite directions, and ferromagnetic order, where all
spins point in the same direction. If we consider param-
agnetism (namely the absence of magnetic order in the
absence of an externally applied magnetic field) as analo-
gous to an ideal gas (where particles interact weakly with
each other), and magnetic order as analogous to a solid
(where particles form a static and regularly repeating lat-
tice), it is natural to inquire if there exists an analogous
liquid of spins.

Spin liquids [495–500] are exotic materials where spins
do not order at any finite temperature but interact
strongly with each other, unlike in a paramagnet where
spins are weakly coupled to each other. Normally, strong
spin interactions result in a single spin configuration (or
a small subset thereof) having lower energy than the
others, thereby driving magnetic order. In a spin liq-
uid, interactions conspire to make all spin configurations
(or a large subset thereof) nearly equivalent in energy,
thereby evading magnetic order. In a spin liquid state,
the ground state consists of a superposition of spin con-
figurations that is not dominated by a single configura-
tion (or a small subset thereof). A spin liquid thus does
not possess magnetic order, as individual spins fluctuate,
but possesses strong entanglement in the ground state,
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so that spins are not randomly mutually oriented.
The key ingredient to obtain a ground state that is a

superposition of a large number of spin configurations is
to have strong interaction between neighboring spins and
have a large number of configurations with near-identical
energies, i.e. to frustrate the spins. This often arises due
to the underlying geometric frustration of the lattice in
which spins sit and/or the nature of the interaction be-
tween spins. Furthermore, particles with higher spin s
tend to show more classical behavior as opposed to quan-
tum behavior, because the energy barrier between differ-
ent microstates scales as s2, which strongly suppresses
quantum fluctuations. Therefore, a spin as low as possi-
ble, e.g. s = 1/2, greatly favors spin liquid behavior.

FIG. 12. Left: crystal structure of α-RuCl3, illustrating the
van der Walls gap between the RuCl6 honeycomb layers (with
Ru/Cl atoms represented as gray/green circles) and magnetic
Ru3+ ions aligned as in the zigzag phase (red arrows). Right:
schematic representation of the two-dimensional Heisenberg-
Kitaev model with spins represented as white circles and
x/y/z bonds as green/blue/red links respectively. Quantum
simulations to date have focused on 1 and 2 hexagons, corre-
sponding to 6 and 10 spins respectively [501].

A concrete example of a material of interest as a prox-
imate spin liquid [497] is ruthenium trichloride, α-RuCl3
(see Fig. 12). This transition metal halide has a crystal
structure made up of stacked honeycomb layers of edge-
sharing RuCl6 octahedra. Plumb et al [502] found that
spin-orbit coupling in this material is substantial, leading
to a j = 1/2 description of the Ru3+ valence electrons.
Since this material is built up with edge-sharing RuCl6
octahedra, it is believed [503, 504] that its low-energy
excitations are parametrized by the Kitaev-Heisenberg
Hamiltonian

Hkh =
∑
⟨ij⟩γ

JS⃗i · S⃗j +KSiγSjγ , (16)

where ⟨ij⟩γ denotes summation over the bonds γ ∈
{x, y, z}. This feature makes α-RuCl3 a material of
great interest in the ongoing search for a Kitaev spin-
liquid ground state [505–507]. Although α-RuCl3 orders
magnetically at low temperature with zigzag magnetic
order [507, 508], this material has shown some signa-
tures of spin-liquid physics, such as a broad continuum
of magnetic excitations identified in both Raman scatter-
ing [509] and inelastic neutron scattering measurements
[507]. Therefore, the degree of similarity to the Kitaev

model, as well as the interpretation of spectroscopic and
thermal measurements in terms of modifications to the
Kitaev model, is currently intensely debated. We re-
mark that, in the literature [510], the Kitaev-Heisenberg
Hamiltonian is augmented by additional couplings,

H = Hkh +
∑
⟨ij⟩γ

Γ(SiαSjβ + SiβSjα)

+
∑
⟨ij⟩γ

Γ′(SiγSjα + SiγSjβ + SiαSjγ + SiβSjγ) ,
(17)

with {α, β, γ} = {x, y, z}, {z, x, y}, {y, z, x} for γ =
z, y, x respectively. Several parameter configurations
have been proposed to describe the HamiltonianH, rang-
ing from first-principle methods [510, 511] to phenomeno-
logical analyses [507, 510]. Recent literature has focused
on J = −1.53, K = −24.4, Γ = 5.25, Γ′ = −0.95 [501].
The coupling that is believed to be the leading one is
the (negative) Kitaev term K < 0. The off-diagonal ex-
change term Γ > 0 is also believed to be significant, while
the ferromagnetic exchange J is believed to be sublead-
ing [512]. However, it should be noted that the param-
eters of H vary quite significantly between the studies
[510, 513]. The exactly solvable Kitaev model corre-
sponds to J = Γ = Γ′ = 0, and it is argued that, in the
parameter regime of α-RuCl3, both the excitations and
the heat capacity show echoes of the two kinds of Majo-
rana fermions that exist at the solvable point [514, 515].
The combination of rich physical behavior and chal-

lenging ground- and thermal-state preparation makes
quantum spin liquid models like the Kitaev-Heisenberg
Hamiltonian approximating α-RuCl3 interesting and
challenging problems for classical and quantum simu-
lations. The presence of 2-local spin-1/2 Hamiltonians
makes them compelling targets for simulations on quan-
tum devices, focused on the calculation of specific heats
and dynamical structure factors relevant to understand-
ing the low-energy excitation spectrum of the Hamilto-
nian.
b. Lattice models A central feature of correlated

electron materials is the competition between differ-
ent inhomogeneous orders. Important examples are
metal-insulator [516], paramagnet-ferromagnet [517], and
conductor-superconductor phase transitions [518, 519].
Lattice models of correlated electrons serve as the canon-
ical microscopic physical models for the computational
description of such competition phenomena in materials.
A paradigmatic example of a fermionic lattice model is
the one-band Hubbard model [520–523],

Ĥ = −t
∑
⟨ij⟩σ

(â†iσâjσ + h.c.) + U
∑
i

n̂i↑n̂i↓ . (18)

In Eq. (18) where â/â† denote the usual fermion an-
nihilation/creation operators, n̂ = â†â is the number
operator, t and U are the kinetic and repulsion ener-
gies, and ⟨ij⟩ denote summation over nearest neighbors
sites ij on a lattice (e.g. the 2D square lattice). The



42

Hubbard model is one of the simplest models of inter-
acting fermions, but despite its simplicity, it exhibits
a wide range of correlated electron behavior including
interaction-driven metal-insulator transitions, supercon-
ductivity, and magnetism. The precise behavior de-
pends delicately on parameters, creating an interest-
ing challenge for theory and computation. Exact solu-
tions are available for one-dimensional [524] and infinite-
dimensional cases [525]. High-temperature series expan-
sions provide numerically exact results but only for tem-
peratures too high to be relevant for physically interest-
ing situations [526]. In general dimensions at relevant
temperatures, only approximate numerical solutions are
available, including wavefunction-based, diagrammatic,
and embedding methods [527]. These numerical meth-
ods have been steadily developed and carefully bench-
marked [527, 528], providing illuminating insights into
the physics of this model.

FIG. 13. (a) schematic view of a [CuO2]4 cell in a
cuprate CuO2 plane. Cu/O atoms are represented with or-
ange/red circles and orbitals by blue and green contour plots
(blue/green for positive/negative values). (b) definition of the
three-band Hubbard model parameters (the curve connectors
represent the kinetic energy coefficients).

One concrete example of a fermionic lattice model
that can be connected to a technological application is
the three-band Hubbard model in two dimensions, also
known as the Emery model [529]. This model is gener-
ally believed to contain the essential properties of high-Tc

cuprate superconductors that arise from the interplay be-
tween the copper dx2−y2 and oxygen px,y orbitals in the
CuO2 layers (see Figure 13). It is defined, in the so-called
“phase representation”, by the Hamiltonian

Ĥ = tpd
∑
⟨ij⟩σ

(d̂†iσp̂jσ + h.c.) + tpp
∑
⟨ij⟩σ

(p̂†iσp̂jσ + h.c.)

−∆pd

∑
iσ

n̂diσ

+ Ud

∑
i

n̂di↑n̂
d
i↓ + Up

∑
i

n̂pi↑n̂
p
i↓ + Vpd

∑
⟨ij⟩στ

n̂piσn̂
p
jτ

(19)

where ⟨⟩ denotes nearest neighbors, d
(†)
iσ /p

(†)
iσ destroys

(creates) a hole with spin σ on the Cu[3d]/O[2p] orbital,
n̂diσ/n̂

p
iσ is the number of holes on a Cu[3d]/O[2p] orbital

with spin σ, and the charge transfer gap ∆pd is defined
as the difference between the O[2p] and Cu[3d] orbital
energies.
On classical computers, the Emery model has been in-

vestigated with several numerical methods, including di-
rect simulations of lattices by exact diagonalization of up
to 24 sites [530], quantum Monte Carlo and DMRG of 80
and 144 sites [531, 532], and embedding methods like den-
sity matrix embedding theory with 12 sites [533]. These
simulations have been primarily directed at simulating
ground-state spin-spin, and d-wave correlation functions,
to establish e.g. the presence of stripe or d-wave super-
conducting order [530–533].
Due to the complexity of the model, unlike in the one-

band case, a consensus on much of the physics has yet to
be reached, providing an opportunity for high-accuracy
quantum computing algorithms to elucidate the proper-
ties of high-Tc cuprate superconductors by simulating
lattices of O(100) sites.
The Emery model is often simplified considering a one-

band Hubbard model. While much of the physics of high-
Tc cuprate superconductors, e.g. d-wave pairing, den-
sity waves, pseudogap phase, stripe order, is described
by the one-band Hubbard model Hamiltonian, there are
still important reasons to go beyond the one-band pic-
ture to study the original three-band model directly. For
instance, (a) some important physics may be lost in the
reduction to the one-band approximation (such as a role
for the oxygen degrees of freedom in the pseudogap phase
[534]), (b) near degeneracies of competing states seen in
the one-band case [528] may be resolved with the addi-
tional degrees of freedom of the three-band model, and
(c) the three-band model retains the atomic structure of
the CuO2 layer and thus has a direct link to the structure
of real materials as well as experimental measurements
of orders at the atomic scale [535–537].

D. Excited states

Many experiments on condensed-matter systems probe
dynamical properties, rather than equilibrium proper-
ties. For example, material properties are often ex-
plored through scattering experiments, such as neutron
and photon scattering or angle-resolved photoemission
spectroscopy (ARPES) [538], which probe the structure
factor and spectral function respectively [539, 540]. In
these experiments, a system is initialized at equilibrium
at inverse temperature β under a Hamiltonian Ĥ, and
a time-dependent perturbation V̂ (t) is applied. The re-
sponse of the system is characterized by linear response
theory, computing frequency-dependent correlation func-
tions of the form

CAB(ω) =

∫ ∞

−∞

dt

2π
eiωt Tr[ρ̂(β)eitĤÂe−itĤB̂] . (20)

where Â, B̂ are suitable operators, e.g. components of
the dipole moment operator and density operators at two
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different spatial points in UV/visible light and neutron
scattering experiments respectively. It should be noted
that CAB(ω) can be computed knowing the eigenpairs of

the unperturbed Hamiltonian Ĥ and/or its time evolu-

tion operator e−itĤ . In other words, by virtue of the lin-
ear response approximation, the perturbation V̂ (t) does
not appear in the function CAB(ω).
Going beyond spectral properties, the non-equilibrium

real-time dynamics of quantum systems have increas-
ingly come into focus, both because of experiments that
can probe quantum dynamics at atomic scales, and be-
cause of fundamental interest in studying the equilibra-
tion of quantum systems, which serves as a bridge be-
tween the theories of quantum mechanics and statis-
tical mechanics. Experimental setups now exist that
can probe ultra-fast dynamics in materials including,
for example, free-electron lasers [541, 542] as well as
other pulsed laser systems. These allow the application
of experimental techniques, such as pump-probe spec-
troscopy [543, 544], to provide novel insights into the
behavior of correlated quantum systems. Within non-
equilibrium real-time dynamics, one is often interested
in the calculation of time-dependent expectation values,
B(t) = Tr[ρ̂(β)Û(t, 0)†B̂Û(t, 0)]. The time-evolution op-

erator Û(t, 0) under Ĥ + V̂ (t) can be written as a time-
ordered exponential, yielding the following expression for
B(t), based on a Keldysh contour integral,

B(t) =

∞∑
nm=0

in−m

∫ t

0

drn . . . dr1

∫ t

0

dsm . . . ds1

Tr[X̂(rn . . . r1)
†B̂X̂(sm . . . s1)]

(21)

where r1 < · · · < rn, and s1 < · · · < sm, and

X̂(sm . . . s1) = Û0(t, sm)V̂ (sm)Û0(sm, sm−1) . . .

. . . Û0(s2, s1)V̂ (s1)Û0(s1, 0) ,
(22)

with Û0(t, t
′) = e−i(t−t′)Ĥ . Linear-response frequency-

dependent correlation functions and non-equilibrium
real-time correlation functions are very relevant physical
quantities, they are challenging to compute on classical
computers because they require access to the time dy-
namics of a system (or equivalently to its excited states),
and they are very suitable tasks for fault-tolerant quan-
tum computers, due to their ability to simulate complex
unitary transformations like time evolution operators at
polynomial cost and with controllable approximations
only.

E. Applications of electronic structure

1. Vibrational structure calculations

Obtaining accurate vibrational spectra of molecules is
a costly task on conventional computers. While uncov-
ering the electronic structure of molecules stands as a

fundamental challenge in quantum chemistry and ma-
terial design, to truly make an impact in both scien-
tific research and practical applications, it is vital to
go beyond the electronic structure. This requires cre-
ating a kinetic model that relies on a deep understand-
ing of a molecule’s vibrational structure. Knowing a
molecule’s vibrational structure enables the prediction of
thermodynamic properties that are key in many fields,
such as atmospheric science, catalysis, and fuel com-
bustion modeling. Although classical computers often
handle simulation of the electronic structure of small
molecules reasonably well, they struggle with calculating
vibrational structures beyond the harmonic approxima-
tion, even for small molecules. Computational challenges
emerge when higher-order terms are involved due to de-
viations from harmonicity and also the interplay between
different bosonic modes. This can be described, e.g, by
quartic force field Hamiltonian [545]

Hanharm =
1

2

M∑
i

ωi

(
q2i + p2i

)
+
∑
{ijk}

hijk qiqjqk +

+
∑

{ijkl}
hijkl qiqjqkql + · · · ,

where the first term indicates the harmonic approxima-
tion and the remaining terms are the anharmonic correc-
tions, with h being the force constants.
Applications of quantum computing in calculating

molecular vibrational structures have not been exten-
sively explored, see the references in [415, 546, 547].
While there have been a few proposals for both near and
long-term quantum algorithms to address the vibrational
structure problem, the implementation on currently
available devices requires developing efficient quantum
algorithms for near-term devices as well as a better un-
derstanding of possible optimizations to minimize the
qubit numbers and circuit depth. Recent studies on
quantum resources required for vibrational structure cal-
culations on quantum computers indicate that the com-
bined resources needed for achieving quantum advantage
in vibrational structure problems might be lower than
those for electronic structure problems [547, 548]. The
vibrational qubit Hamiltonian’s Pauli strings are more
localized, making them potentially easier and faster to
simulate compared to those in the electronic qubit Hamil-
tonian. It is noted that the number of Pauli strings simul-
taneously executed in a quantum circuit during a single
Trotter step is also larger for the vibrational structure
problem compared to the electronic one.
Enhancing vibrational structure calculations can be

achieved through two possible approaches. One is cen-
tered on refining the accuracy of the electronic poten-
tial energy surface (PES) using quantum computers.
This method proves effective when dealing with rigid
molecules, especially those where the vibrational struc-
ture is well-described by harmonic approximations or
classical algorithms. The second approach focuses on el-
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evating vibrational structure calculations through quan-
tum computing, assuming a sufficiently accurate elec-
tronic energy surface. This becomes particularly crucial
in characterizing floppy molecules and capturing anhar-
monic effects. One pertinent example of the latter case,
with industrial significance, is polyyne molecules. These
organic compounds, characterized by alternating carbon
single and triple bonds, are challenging to stabilize. They
belong to high symmetry point groups and feature nu-
merous silent modes, undetectable through infrared or
Raman spectroscopy. A precise depiction of their low-
frequency vibrations is crucial for understanding their re-
activity. Polyynes play a pivotal role in floating catalytic
chemical vapor deposition and the emerging technology
of carbon nanotubes, ultimately contributing to reduc-
ing the carbon footprint. Precise numerical results on
the quantum computational cost for polyyne molecules
have been provided in the recent study [547]. Another
recent study has explored the first approach, examining
how a hybrid quantum and classical computation could
improve the vibrational structure simulations [549]. For
a model lithium hydride system, the PES is computed
on quantum hardware, and then classical computation
is used to both fit analytic forms to the PES and from
those generate the vibrational energy levels that can be
used to predict thermodynamic properties. This hybrid
algorithm was demonstrated with actual calculations on
quantum hardware, though the authors point out that
extensions to systems with more degrees of freedom may
require innovations to avoid the combinatorial complex-
ity of sampling the entire space of molecular deforma-
tions.

One more classic example of a multiscale problem that
couples electronic, vibrational, and transport phenomena
is photosynthesis. The core process is the conversion of
electromagnetic energy to a stored chemical form, which
involves photon absorption plus exciton transmission,
transduction, and dissipation. This is all done by biolog-
ical systems with optimized electronic-vibronic coupling
to move energy, with estimated photochemical yields for
some subsystems of up to 85% [550]. It has been shown
recently that these systems may even include alternate
pathways to dissipate energy and avoid damage to the
key molecular components [551]. Multi-scale modeling of
photosynthesis has been a long-standing area of interest
in biological simulation [552]. Simplified molecular sim-
ulations can provide a model for vibrational modes, but
they need to be combined with exciton transfer calcula-
tions as well as detailed simulations of reactive chemistry
to create the full picture. The exciton transfer calcula-
tions are a good example of a quantum process with a
relatively simple Hamiltonian, as the number and geom-
etry of donor and acceptor species are known. Fluctu-
ations in their geometry, however, require coupling to a
simpler simulation model. The last chemical step then re-
quires accurate quantum chemical modeling of complex
systems. In photosystem II, for example, the key chemi-
cal step is using the excited electron for water oxidation.

This happens in a small active site complex of ten mixed
magnesium, calcium, and oxygen atoms, and the process
is still incompletely understood [553].
Photosynthetic complexes, modeled as open quantum

systems interacting with a vibrational environment, have
been the focus of various analytical and numerical stud-
ies. However, the computational resources required by
most classical methods increase exponentially as the
number of particles in the simulation grows. This chal-
lenge intensifies significantly for open quantum systems
with structured environments, such as photosynthetic
complexes. While numerically exact solutions are achiev-
able for only small systems (fewer than 20 particles)
and under restrictions concerning bath modes, the explo-
ration of more complex open quantum systems remains a
challenging computational barrier. This limitation is il-
lustrated in Figure 14, indicating the current upper limits
of computational capabilities on classical computers for
simulating the dynamics of such open quantum systems.
As it is shown, there is a trade-off between the complexity
of the spectral density and the system size [554]. Various
proposals have surfaced for simulating these complex sys-
tems on quantum hardware, including gate-based simu-
lations, a hybrid quantum–classical approach, as well as
analog quantum simulators, see the references in [555],
for example. Nevertheless, conducting large-scale simu-
lations on existing quantum hardware poses a challenge,
due to the limitations, e.g., circuit depth, in currently
available quantum devices, so near-term progress will
likely depend on hybrid quantum-classical algorithms or
better optimization and resource reduction techniques.

2. Coarse-grained simulations

The commercialization of new, advanced materials is
often a cost-, time-, and labor-intensive process. Typical
times to bring a new material to market are on the or-
der of 10-20 years from initial research to first use [556].
The long, expensive commercialization process is par-
tially due to the experimental nature of materials devel-
opment, e.g., many material samples must be physically
prepared and then evaluated. Challenges in the process
include the sample preparation, which for new materi-
als has a steep learning curve, with many iterations of
learning required to identify the best methods to create
high-quality samples for evaluation. The precursors and
by-products for sample preparation may be expensive,
hard to obtain, and/or unsafe, thus requiring specialized
equipment to handle. Further, evaluation of the samples
may be laborious with many data points to be taken un-
der carefully controlled conditions. Finally, more often
than not, once a sample is finally prepared and evalu-
ated, the conclusion is that the material does not meet
the desired specifications, and the entire process must be
repeated for a different material candidate.
The materials commercialization process may be ac-

celerated by conducting material exploration computa-
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FIG. 14. The shaded region in the graph illustrates the es-
timated sizes of treatable systems when simulating Frenkel
exciton Hamiltonians using current classical supercomputing
resources. Three photosynthetic systems are presented: the
Fenna-Matthews-Olson complex of Green-Sulfur Bacteria, the
Light Harvesting I and II complexes of Purple Bacteria, and
Photosystem II of higher plants. The simulation was con-
ducted utilizing the hierarchical equations of motion approach
on 64 AMD Opteron cores, utilizing a total of 250 GB of
RAM. Image from [554].

tionally. New materials may be evaluated quickly and
efficiently by virtually modeling a material and predict-
ing its properties. The role of experimentation is moved
from exploration to confirmation of the computational
results.

In computational materials discovery, the process of-
ten has two steps. The first identifies or generates ma-
terial candidates, which may be done, for example, with
machine learning methods. In the second step, the mate-
rial candidates are filtered by computationally predicting
their material properties. Methods to compute material
properties are discussed here.

One type of material property in demand is those that
are both light and strong. The main modeling for these
concerns two main areas. The first is materials discovery,
in which computation is used to test predicted materi-
als’ stability. This includes stability against spontaneous
transition to alternative undesirable phases with the ap-
plication of small amounts of pressure or temperature
change; or indeed stability against phase separation, in
which constituent atoms cluster together and do not form
compounds or layers as desired. The computational tests
for this include perturbing atomic positions and seeing
minute energy changes in order to infer reaction barriers.
These are DFT calculations using often nudged elastic
band techniques. Additional tests are done by calculat-
ing the phonon spectra. A state-of-the-art set of such
tests appears in [557], pages 6-8.

The second main area of modeling for advanced ma-

terials is defect studies: crack propagation and corrosion
are two key areas. Both of these defects can be either
across a surface in the form of failure of protective coat-
ings and surface cracks; or deep into a surface, whether a
crack or deep pit corrosion. Failure of mechanical prop-
erties occurs on all length scales, starting at the atomic
and spreading to macroscopic, visible effects on the scale
or centimeters or longer. For this, the main modeling
approach is a type of embedding theory as introduced
above. The essence of embedding techniques is a set of
calculations that are done at much higher accuracy, usu-
ally at the cost of both time and resources, in a key im-
portant region chosen as the active space. The results of
the embedding calculations then need to be matched to
those done at a coarser level, a challenging task to do well,
and which difficulty depends to some degree on the type
of embedding done, see the paragraph below. For exam-
ple, if the type of embedding is by calculating quantum
wave functions in the active space, connecting to classical
more macroscopic descriptions of phonon and other vi-
brational levels can be a very challenging task. However,
if instead the active space consists of precise calculations
of atomic positions at zero temperature, then these can
be connected to those at finite temperature by a pro-
cess of ramping up vibrations, and this can work quite
well. When the defect to be modeled, such as a crack,
occurs at multiple length scales, then each scale working
up from the smallest to the largest can be considered the
embedded active space of the one that comes at a larger
scale, and matching must be done at each stage. This is
termed multi-scale quantum embedding.

Both for crack propagation and defect modeling such
as corrosion of the key material or failure of a coating, of-
ten first-principles molecular dynamics is also used, with
DFT used to calculate the forces and energies. These
calculations are used both to test the matching at the
different scales and also as a study tool in itself, to try
to infer mechanisms for materials failure. With a crack,
the action can spread very quickly from the atomic to
the macroscopic, if forces are strong enough, and MD is
key for measures of the speed of such scale transitions.
For other kinds of defects such as wear and corrosion,
processes typically happen on a much slower time scale,
and deeper calculations can be done at the atomic level
to study the origins of the failure. However, in almost
all cases, these, too, are done with quantum embedding
methods of detailed fully quantum calculations, often ex-
tending to full-configurational chemistry, for the active
regions.

Other types of material challenges are in handling
creep, a slow deformation when a material is exposed
to long-term stress (pressure, force, twist). These types
of slower macroscopic changes are usually treated with
differential equations, which have optimal algorithms in
quantum computing, particularly if the problem can be
linearized. Additional observables such as Young’s mod-
ulus and Poisson’s ratio measure the properties of mate-
rials and can reveal defects if the material is not up to
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FIG. 15. The schematic structure of the planar multi-layer
in the transparent radiative cooling metamaterial that can be
mapped into a binary vector (from [562]).

the expected level. Methods to compute these properties
are also on a macroscopic scale and use both differential
and integral equations.

When materials are exposed to magnetic or electrical
fields, we term these open quantum problems. Systems in
magnetic or electrical fields are known as driven systems,
and those at finite temperatures as dissipative systems.
Thus one can have a driven, dissipative system. These
types of systems are usually handled with lattice models,
as discussed in a previous Subsection.

3. An example use case: quantum metamaterials

The above use cases show how quantum and classi-
cal computing can effectively work together to answer
key questions in materials design. As noted in our crite-
ria, such modeling must be relevant to real-world prob-
lems, challenging to simulate classically, include feasibly
solvable sub-problems on quantum computers, and po-
tentially involve classical HPC and quantum computers
in concert. The overall evolution of simulation in mate-
rials discovery generally follows the three phases of phe-
nomenological simulation for insight, property prediction
for candidate screening, and finally direct optimization of
materials for target properties. To illustrate this further,
we explore an example use case of metamaterials in more
detail.

The design of metamaterials, characterized by their
unique properties like negative refractive index and se-
lective spectral reflection, holds immense promise for di-
verse real-world applications [558–561]. These artificially
structured materials, functioning at sub-wavelength
scales, offer a novel path to enhance the performance
of conventional electronic devices. This improvement, in
turn, has the potential to revolutionize energy-saving in
fields such as thermophotovoltaics, heating, ventilation,
and air conditioning systems. Consequently, the pursuit
of optimal metamaterial designs has become an area of
intense research interest.

The properties of metamaterials hinge not only on
their inherent material characteristics but also on their
geometric parameters. Therefore, determining the ideal
geometrical parameters is fundamental to achieving high-
performance metamaterials. However, the challenge
arises from the multi-dimensional nature of these param-
eters, creating vast, non-convex design spaces. As such,
finding the optimal metamaterial structures through in-
tuition, trial-and-error, exhaustive searches, or random
approaches becomes a complex and laborious task.

This leads to essential questions in metamaterial de-
sign: How can we identify high-performance metamate-
rials that are close to the global optimal design? How
can we optimally design metamaterials with complex ge-
ometric parameters that lead to significantly large design
spaces? To address these questions, a novel strategy is
proposed - an active learning algorithm that harnesses
the power of machine learning, quantum computing, and
HPC to efficiently design metamaterials, even in cases
with complex target properties and expansive search
spaces. Metamaterials, often consisting of discretized
design concepts, necessitate effective solutions for com-
binatorial optimization problems. Quantum computing,
exploiting the unique principles of quantum physics like
superposition, entanglement, and tunneling, offers expo-
nential computational speedup over classical computing
[563].

To solve optimization problems using quantum com-
puting processors, an objective function is formulated as
a Hamiltonian, describing the relationship between meta-
material states and their properties. Factorization ma-
chine, a supervised machine learning model, can effec-
tively capture the relationship between input variables
and output values, providing model parameters such as
bias, linear terms, and quadratic terms. These parame-
ters can be directly utilized to construct a Hamiltonian
matrix [564]. Consequently, an iterative algorithm that
combines factorization machines [565] and quantum com-
puting can efficiently discover optimal metamaterial de-
signs.

Despite the efficiency of quantum computing in solv-
ing Hamiltonian objective functions, current quantum
devices have a limited number of qubits. Thus, their
utility for numerical simulations is restricted. Parallel
computing, particularly HPC, holds the potential to pro-
vide substantial acceleration for such tasks. Therefore,
the integration of machine learning, quantum comput-
ing, and HPC emerges as a powerful approach for the ef-
ficient design of complex metamaterials. One more ques-
tion emerges: How can continuous variables be optimized
using a quantum computing-based algorithm, which typ-
ically returns binary variables? To address this limi-
tation, another quantum computing-based algorithm is
proposed [566], capable of simultaneously optimizing dis-
crete and continuous spaces, making it a more versatile
tool in metamaterial design.



VIII. CONCLUSIONS AND OUTLOOK

This work can be summarized as a perspective on
quantum computing in the field of materials science.
Rather than an exhaustive review of the existing litera-
ture, this paper aims at pointing out the challenges for a
quantum-centric supercomputing architecture to achieve
quantum advantage for materials science use cases. For
that, we have presented a comprehensive view of top-
ics at different level of abstraction, ranging from hybrid
quantum-classical architectural problems to the the final
use cases. We believe this is the major contribution of
this paper.

The different sections have highlighted the challenges
at various levels. The first two sections closely tie to-
gether, listing fundamental algorithms for simulation of
quantum systems and specific hurdles that arise in im-
plementing them at scale both for noisy quantum devices
and fault-tolerant architectures, with an emphasis on the
classical workloads. Then, we moved our focus closer to
the architecture design arguing in details about the diffi-
culties that are faced when optimizing quantum and clas-
sical workloads coming from hybrid algorithms. We dis-
cussed more general topics around quantum-centric su-
percomputing, namely, workload management and pro-
gramming models, and how extensions to existing classi-
cal computing frameworks can help to address quantum
computing device requirements. Before tying up all the
threads in the section about use cases, we have discussed
how classical simulations of quantum systems can be used
both for approximate verification and to identify hard use
cases. Finally, we have provided criteria for the identi-
fication of good use cases in materials science, drawing
upon the previous sections. Based on these criteria, we
have discussed a few exemplary cases, representative of
the variety of applications of materials science in mind.

One major takeaway from this perspective is to sug-
gest how we can lay the grounds to think about quan-
tum computing together with classical high-performance
computing, in quantum-centric supercomputing centers.
Materials science provides a great setting for use cases,
which have potential for quantum advantage in scientific

and industrial applications.
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[310] A. D. Córcoles, M. Takita, K. Inoue, S. Lekuch, Z. K.
Minev, J. M. Chow, and J. M. Gambetta, Exploiting
dynamic quantum circuits in a quantum algorithm with
superconducting qubits, Physical Review Letters 127,
100501 (2021).

[311] L. C. Govia, P. Jurcevic, C. J. Wood, N. Kanazawa,
S. T. Merkel, and D. McKay, A randomized benchmark-
ing suite for mid-circuit measurements, New Journal of
Physics (2022).

[312] N. C. Brown, J. P. Campora III, C. Granade, B. Heim,
S. Wernli, C. Ryan-Anderson, D. Lucchetti, A. Paet-
znick, M. Roetteler, K. Svore, et al., Advances in
compilation for quantum hardware–a demonstration of
magic state distillation and repeat-until-success proto-
cols, arXiv preprint arXiv:2310.12106 (2023).

[313] Y. Ge, J. Tura, and J. I. Cirac, Faster ground state
preparation and high-precision ground energy estima-
tion with fewer qubits, Journal of Mathematical Physics
60 (2019).

[314] I. Stetcu, A. Baroni, and J. Carlson, Projection al-
gorithm for state preparation on quantum computers,
Physical Review C 108, L031306 (2023).

[315] C. Granade and N. Wiebe, Using random walks for iter-
ative phase estimation, arXiv preprint arXiv:2208.04526
(2022).

[316] A. Maksymov, J. Nguyen, Y. Nam, and I. Markov,
Enhancing quantum computer performance via sym-
metrization, arXiv preprint arXiv:2301.07233 (2023).

[317] S. Stein, N. Wiebe, Y. Ding, J. Ang, and A. Li, Q-beep:
Quantum bayesian error mitigation employing poisson
modeling over the hamming spectrum, in Proceedings of
the 50th Annual International Symposium on Computer
Architecture (2023) pp. 1–13.

[318] E. Van Den Berg, Z. K. Minev, A. Kandala, and
K. Temme, Probabilistic error cancellation with sparse
pauli–lindblad models on noisy quantum processors, Na-
ture Physics (2023).

[319] Y. Kim, C. J. Wood, T. J. Yoder, S. T. Merkel, J. M.
Gambetta, K. Temme, and A. Kandala, Scalable error
mitigation for noisy quantum circuits produces compet-
itive expectation values, Nature Physics 19, 752–759
(2023).

[320] K. Landsman, M. Keesan, and C. Monroe, Toward con-
vergence of effective-field-theory simulations on digital
quantum computers, Physical Review A 100, 062319
(2019).

[321] T. Giurgica-Tiron, Y. Hindy, R. LaRose, A. Mari,
and W. J. Zeng, Digital zero noise extrapolation for
quantum error mitigation, in 2020 IEEE International
Conference on Quantum Computing and Engineering
(QCE) (2020) pp. 306–316.

[322] R. Majumdar, P. Rivero, F. Metz, A. Hasan, and
D. S. Wang, Best practices for quantum error mitigation
with digital zero-noise extrapolation, arXiv preprint
arXiv:2307.05203 (2023).

[323] Y. Kim, A. Eddins, S. Anand, K. X. Wei, E. van den
Berg, S. Rosenblatt, H. Nayfeh, Y. Wu, M. Zaletel,
K. Temme, and A. Kandala, Evidence for the utility
of quantum computing before fault tolerance, Nature
618, 500 (2023).

[324] M. A. Wahl, A. Mari, N. Shammah, W. J. Zeng, and
G. S. Ravi, Zero noise extrapolation on logical qubits
by scaling the error correction code distance (2023),
arXiv:2304.14985 [quant-ph].

[325] G. S. Ravi, J. M. Baker, K. N. Smith, N. Earnest,
A. Javadi-Abhari, and F. Chong, Boosting quantum fi-
delity with an ordered diverse ensemble of clifford ca-
nary circuits (2022), arXiv:2209.13732 [quant-ph].

[326] N. Saurabh, S. Jha, and A. Luckow, A conceptual ar-
chitecture for a quantum-hpc middleware, in 2023 IEEE
International Conference on Quantum Software (QSW)
(IEEE, 2023) pp. 116–127.

[327] D. Litinski, A game of surface codes: Large-scale quan-
tum computing with lattice surgery, Quantum 3, 128
(2019).

[328] Ibm quantum documentation: shares and adminis-
tration., https://docs.quantum-computing.ibm.com/

run/fair-share-queue#shares-and-administration

(), accessed: 2023-11-20.
[329] A. B. Yoo, M. A. Jette, and M. Grondona, Slurm: Sim-

ple linux utility for resource management, in Work-
shop on job scheduling strategies for parallel processing
(Springer, 2003) pp. 44–60.

[330] Torque, https://hpc-wiki.info/hpc/Torque, ac-
cessed: 2023-11-20.

[331] Altair grid engine: Distributed resource management

57

https://doi.org/10.1038/s41567-023-02042-2
https://doi.org/10.1038/s41567-023-02042-2
https://doi.org/10.1038/s41567-022-01914-3
https://doi.org/10.1038/s41567-022-01914-3
https://doi.org/10.1109/QCE49297.2020.00045
https://doi.org/10.1109/QCE49297.2020.00045
https://doi.org/10.1109/QCE49297.2020.00045
https://doi.org/10.1038/s41586-023-06096-3
https://doi.org/10.1038/s41586-023-06096-3
https://arxiv.org/abs/2304.14985
https://arxiv.org/abs/2209.13732
https://docs.quantum-computing.ibm.com/run/fair-share-queue#shares-and-administration
https://docs.quantum-computing.ibm.com/run/fair-share-queue#shares-and-administration
https://hpc-wiki.info/hpc/Torque


and optimization, https://altair.com/grid-engine,
accessed: 2023-11-20.

[332] Ibm spectrum lsf suites, https://www.ibm.com/

products/hpc-workload-management, accessed: 2023-
11-20.

[333] Ibm quantum documentation: fair-share queue.,
https://docs.quantum-computing.ibm.com/run/

fair-share-queue (), accessed: 2023-11-20.
[334] T. Bicer, D. Chiu, and G. Agrawal, A framework for

data-intensive computing with cloud bursting, in 2011
IEEE International Conference on Cluster Computing
(2011) pp. 169–177.

[335] G. S. Ravi, K. N. Smith, P. Murali, and F. T. Chong,
Adaptive job and resource management for the growing
quantum cloud (2022), arXiv:2203.13260 [quant-ph].

[336] A. J. McCaskey, D. I. Lyakh, E. F. Dumitrescu,
S. S. Powers, and T. S. Humble, Xacc: a system-
level software infrastructure for heterogeneous quan-
tum–classical computing*, Quantum Science and Tech-
nology 5, 024002 (2020).

[337] T. M. Mintz, A. J. McCaskey, E. F. Dumitrescu, S. V.
Moore, S. Powers, and P. Lougovski, Qcor: A language
extension specification for the heterogeneous quantum-
classical model of computation, J. Emerg. Technol.
Comput. Syst. 16, 10.1145/3380964 (2020).

[338] A. Mccaskey, T. Nguyen, A. Santana, D. Claudino,
T. Kharazi, and H. Finkel, Extending c++ for heteroge-
neous quantum-classical computing, ACM Transactions
on Quantum Computing 2, 10.1145/3462670 (2021).

[339] NVIDIA, NVIDIA CUDA Quantum: The platform
for hybrid quantum-classical computing, https://

developer.nvidia.com/cuda-quantum (2023).
[340] A. Cross, The ibm q experience and qiskit open-source

quantum computing software, in APS March meeting
abstracts, Vol. 2018 (2018) pp. L58–003.

[341] D. Poccia, Introducing amazon braket hy-
brid jobs – set up, monitor, and effi-
ciently run hybrid quantum-classical work-
loads, https://aws.amazon.com/blogs/aws/

introducing-amazon-braket-hybrid-jobs-set-up-monitor-and-efficiently-run-hybrid-quantum-classical-workloads/

(2021).
[342] V. Bergholm, J. Izaac, M. Schuld, C. Gogolin, M. S.

Alam, S. Ahmed, J. M. Arrazola, C. Blank, A. Del-
gado, S. Jahangiri, et al., Pennylane: Automatic dif-
ferentiation of hybrid quantum-classical computations,
arXiv:1811.04968 (2018).

[343] PSNC, PSNC QCG HPC & Quantum middleware plat-
form, https://qcg.psnc.pl (2023).

[344] B. Bosak, T. Piontek, P. Karlshoefer, E. Raffin,
J. Lakhlili, and P. Kopta, Verification, validation and
uncertainty quantification of large-scale applications
with qcg-pilotjob (2021) pp. 495–501.

[345] Zapata Computing, Orquestra: A platform for
hybrid quantum-classical computing, Zapata
Computing, https://www.zapatacomputing.com/

orquestra-platform/ (2023).
[346] Covalent, Covalent: Open source workflow orchestra-

tion for heterogenous computing, Covalent, https://

www.covalent.xyz/ (2023).
[347] S. Sivarajah, L. Heidemann, A. Lawrence, and R. Dun-

can, Tierkreis: A dataflow framework for hybrid
quantum-classical computing (2022).

[348] I. Faro, I. Sitdikov, D. Valinas, F. Fernandez,
C. Codella, and J. Glick, Middleware for quantum: An

orchestration of hybrid quantum-classical systems, in
2023 IEEE International Conference on Quantum Soft-
ware (QSW) (IEEE Computer Society, Los Alamitos,
CA, USA, 2023) pp. 1–8.

[349] European Parliament and Council of the European
Union, Regulation (EU) 2016/679 of the European Par-
liament and of the Council.

[350] Centers for Medicare & Medicaid Services, The Health
Insurance Portability and Accountability Act of 1996
(HIPAA), Online at http://www.cms.hhs.gov/hipaa/
(1996).

[351] The Apache Software Foundation, SparkR: R Front End
for ’Apache Spark’ (2023), https://www.apache.org
https://spark.apache.org.

[352] R. Reyes, G. Brown, R. Burns, and M. Wong, Sycl 2020:
More than meets the eye, in Proceedings of the Interna-
tional Workshop on OpenCL, IWOCL ’20 (Association
for Computing Machinery, New York, NY, USA, 2020).

[353] J. Sanders and E. Kandrot, CUDA by Example: An In-
troduction to General-Purpose GPU Programming, 1st
ed. (Addison-Wesley Professional, 2010).

[354] T. Heller, P. Diehl, Z. Byerly, J. Biddiscombe,
and H. Kaiser, Hpx – an open source c++ stan-
dard library for parallelism and concurrency (2023),
arXiv:2401.03353 [cs.DC].

[355] J. R. McClean, N. C. Rubin, K. J. Sung, I. D.
Kivlichan, X. Bonet-Monroig, Y. Cao, C. Dai, E. S.
Fried, C. Gidney, B. Gimby, P. Gokhale, T. Häner,
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[534] B. Fauqué, Y. Sidis, V. Hinkov, S. Pailhes, C. Lin,
X. Chaud, and P. Bourges, Magnetic order in the pseu-
dogap phase of high-tc superconductors, Physical Re-
view Letters 96, 197001 (2006).

[535] M. S. Hybertsen, M. Schlüter, and N. E. Chris-
tensen, Calculation of coulomb-interaction parameters
for la2cuo4 using a constrained-density-functional ap-
proach, Physical Review B 39, 9028 (1989).

[536] R. L. Martin, Electronic localization in the cuprates,
Physical Review B 53, 15501 (1996).

[537] W. Hanke, M. L. Kiesel, M. Aichhorn, S. Brehm, and
E. Arrigoni, The 3-band hubbard-model versus the 1-
band model for the high-t c cuprates: Pairing dynamics,
superconductivity and the ground-state phase diagram,
The European Physical Journal Special Topics 188, 15
(2010).

[538] A. Damascelli, Probing the Electronic Structure of
Complex Systems by ARPES, Physica Scripta T109,
61 (2004).

[539] T. J. Zuehlsdorff, A. Montoya-Castillo, J. A. Napoli,
T. E. Markland, and C. M. Isborn, Optical spectra in
the condensed phase: Capturing anharmonic and vi-
bronic features using dynamic and static approaches,
The Journal of Chemical Physics 151, 074111 (2019).

[540] Z. Wiethorn, K. Hunter, T. Zuehlsdorff, and
A. Montoya-Castillo, Beyond the Condon limit: Con-
densed phase optical spectra from atomistic sim-
ulations, arXiv e-prints , arXiv:2310.04333 (2023),
arXiv:2310.04333 [physics.chem-ph].

[541] B. D. Patterson et al., Coherent Science at the Swiss-
FEL X-Ray Laser, New J. Phys. 12, 035012 (2010).

[542] S. P. Weathersby et al., Mega-Electron-Volt Ultrafast
Electron Diffraction at SLAC National Accelerator Lab-
oratory, Rev. Sci. Instrum 86, 073702 (2015).

[543] M. C. Fischer, J. W. Wilson, F. E. Robles, and
W. S. Warren, Invited Review Article: Pump-Probe Mi-
croscopy, Rev. Sci. Instrum 87, 031101 (2016).

[544] M. Buzzi, M. Först, R. Mankowsky, and A. Cavalleri,
Probing Dynamics in Quantum Materials with Fem-
tosecond X-rays, Nat. Rev. Mater 3, 299 (2018).

[545] P. J. Ollitrault, A. Baiardi, M. Reiher, and I. Tavernelli,
Hardware efficient quantum algorithms for vibrational
structure calculations, Chem. Sci. 11, 6842 (2020).

[546] A. M. Dalzell, S. McArdle, M. Berta, P. Bienias, C.-
F. Chen, A. Gilyén, C. T. Hann, M. J. Kastoryano,
E. T. Khabiboulline, A. Kubica, G. Salton, S. Wang,
and F. G. S. L. Brandão, Quantum algorithms: A sur-
vey of applications and end-to-end complexities (2023),
arXiv:2310.03011 [quant-ph].

[547] D. Trenev, P. J. Ollitrault, S. M. Harwood, T. P. Gu-
jarati, S. Raman, A. Mezzacapo, and S. Mostame, Re-
fining resource estimation for the quantum computation
of vibrational molecular spectra through trotter error
analysis (2023), arXiv:2311.03719 [quant-ph].

[548] N. P. D. Sawaya, F. Paesani, and D. P. Tabor, Near- and
long-term quantum algorithmic approaches for vibra-
tional spectroscopy, Phys. Rev. A 104, 062419 (2021).

[549] S. T. Stober, S. M. Harwood, D. Trenev, P. K. Bark-
outsos, T. P. Gujarati, and S. Mostame, Considerations
for evaluating thermodynamic properties with hybrid
quantum-classical computing work flows, Phys. Rev. A
105, 012425 (2022).

[550] B. Demmig-Adams and W. Adams, Photosynthesis and
partitioning — photoinhibition, in Encyclopedia of Ap-
plied Plant Sciences, edited by B. Thomas (Elsevier, Ox-
ford, 2003) pp. 707–714.

[551] J. S. Higgins, L. T. Lloyd, S. H. Sohail, M. A. Allodi,
J. P. Otto, R. G. Saer, R. E. Wood, S. C. Massey, P.-C.
Ting, R. E. Blankenship, and G. S. Engel, Photosyn-
thesis tunes quantum-mechanical mixing of electronic
and vibrational states to steer exciton energy transfer,
Proceedings of the National Academy of Sciences 118,
e2018240118 (2021).

[552] T. Ritz, A. Damjanović, and K. Schulten, The quan-
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