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1. Introduction

This paper presents experimental results on event-by-event fluctuations of multiplicities of all charged,
positively, and negatively charged hadrons as well as fluctuations of net-electric charge (so-called net-
charge) produced in inelastic proton-proton (p+p) interactions at beam momenta 20, 31, 40, 80, and
158 GeV/c. The corresponding energy per nucleon pair in the center-of-mass system is 6.3, 7.7, 8.8, 12.3,
and 17.3 GeV, respectively.

The measurements were performed by the multi-purpose NA61/SHINE [1] spectrometer at the CERN
Super Proton Synchrotron (SPS) in 2009. They are part of the strong interactions program devoted to
studying the properties of the onset of deconfinement and searching for the critical point (CP) of the
strongly interacting matter [2].

Fluctuation and correlation analyses may be sensitive to CP [3, 4] due to their connection with correlation
length. Other effects may dilute the CP signal, e.g., local and global conservation laws [5]. Thus,
establishing the baseline signal is a complex and demanding task. Results on p+p interactions give a
unique opportunity to test models of strong interactions which help to understand results on nucleus-
nucleus collisions. Rich experimental data in p+p interactions on particle production in full-phase space
is already available from bubble-chamber or streamer experiments [6]. It should be underlined that the
data statistics of these experiments are considerably smaller than nowadays measurements (see Sec. 4).
In case of fluctuations, those measurements and predictions (like KNO-G scaling [7, 8, 9]) are difficult
to compare to modern experimental analysis due to different analysis acceptance [10].

Throughout this paper, the rapidity: y = 0.5 ln[(E + cpL)/(E − cpL)], is calculated in the collision center-
of-mass system by shifting rapidity in the laboratory frame by rapidity of the center-of-mass, assuming
proton mass. The E, pL, and c are the particle energy (assuming pion mass for a given charged particle),
its longitudinal momentum, and the velocity of light, respectively. The transverse component of the
momentum is denoted as pT, and the azimuthal angle φ is the angle between the transverse momentum
vector and the horizontal (x) axis. Total momentum in the laboratory system is denoted as p. The
collision energy per nucleon pair in the center-of-mass system is denoted as

√
sNN.

2. Intensive quantities

Net-charge, as well as multiplicity fluctuations, are one of the tools to search for CP in nucleus-nucleus
collisions. Although there is great freedom in selecting fluctuation measures, it is reasonable to choose
ones sensitive to the desired physical phenomenon and insensitive to other possible sources of fluctu-
ations, e.g., system volume (V). As p+p interactions are measured as a reference for nucleus-nucleus
collisions, choosing quantities that make comparing systems easier is particularly important.
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It is more convenient to present results in terms of cumulants than moments of the multiplicity distribu-
tion [11]. Cumulants and moments are proportional to V and called extensive variables (∼ V) [11]. If the
event quantity N is measured, then the n-th order moment of its probability distribution, P(N), is defined
by

〈Nn〉 =
∑

N

NnP(N), (1)

where 〈. . . 〉 denotes averaging over events. Then, the first four cumulants are given by

κ1[N] = 〈N〉, (2)

κ2[N] = 〈δN2〉, (3)

κ3[N] = 〈δN3〉, (4)

κ4[N] = 〈δN4〉 − 3〈δN2〉2, (5)

where 〈δNn〉 = 〈(N − 〈N〉)n〉.

A ratio of two extensive quantities is an intensive quantity, e.g., the scaled variance of N:

ω[N] =
κ2[N]
κ1[N]

. (6)

The scaled variance calculated within a simple model like the ideal Boltzmann gas described in the Grand
Canonical Ensemble (GCE) reads [12]:

ω[N] = ω[N]∗ + 〈N〉/〈V〉 · ω[V], (7)

where ω[N]∗ stands for the scaled variance at fixed volume V . The first component ω[N]∗ of Eq. 7 is
considered the wanted one, and it is independent of the volume fluctuations. However, the second com-
ponent is seen as unwanted as it is trivially proportional to the scaled variance of the volume distribution
ω[V].

In GCE, intensive quantity ω has the following features:

(i) it is independent of V (for event ensembles with fixed V),

(ii) it depends on fluctuations of V (even if 〈V〉 is fixed),

(iii) for Poisson distribution it is equal to unity.

For third and fourth-order cumulants, one can construct intensive quantities similarly as:

κ3[N]
κ2[N]

,
κ4[N]
κ2[N]

. (8)

These quantities also are intensive so independent of volume but they remain sensitive to the V fluctua-
tions [13, 12, 14].
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The Poisson distribution is considered the reference as particles produced in GCE will follow it with
the λ parameter being equal to the average multiplicity of a given particle type [15, 16]. The sum of
charges in the ideal gas model also will follow the Poisson distribution. In the ideal gas model, the
net-charge distribution will be the Skellam distribution, which is defined as a difference between two
Poisson distributions of positively and negatively charged particles with constants 〈h+〉 and 〈h−〉, where
h+ and h− stand for multiplicities of positively and negatively charged hadrons. The following relation
gives the Skellam distribution cumulants: κi = 〈h+〉 + (−1)i〈h−〉, where i is the cumulant order. In such
a case, ratios of even and odd cumulants will not keep one as a reference value. The modification of the
reference for net-charge, so it remains one and is intensive can be introduced in the following way:

κ2[h+ − h−]
κ1[h+] + κ1[h−]

,
κ3[h+ − h−]
κ1[h+ − h−]

. (9)

The use of intensive quantities is crucial in the case of comparisons between p+p and nucleus-nucleus
collisions. Cumulants mix information about correlations of different orders; for details of the relation
see Ref. [17]. Factorial cumulants are constructed to cancel all lower-order correlations so only a given
order of correlations can be studied [17, 18, 19]. They do not keep one as a reference and are defined
as:

Ĉ2[N] = − κ1[N] + κ2[N], (10)

Ĉ3[N] =2κ1[N] − 3κ2[N] + κ3[N], (11)

Ĉ4[N] = − 6κ1[N] + 11κ2[N] − 6κ3[N] + κ4[N]. (12)

3. Experimental setup

The NA61/SHINE experiment [1] is a large acceptance hadron spectrometer located in the H2 beam line
of the CERN North Area. The schematic layout of the NA61/SHINE detector components is shown in
Fig. 1.

The results presented in this paper were obtained using measurements from the Time Projection Cham-
bers (TPC), the Beam Position Detectors (BPD), and the beam and trigger counters. As many publi-
cations concerning p+p are available, we provide only a brief description of the detector system. The
detector elements, the proton beam, the liquid hydrogen target, and the data reconstruction procedure are
described in detail in Refs. [1, 20, 21].

For data taking on p+p interactions, a liquid hydrogen target of 20.29 cm length (2.8% interaction length)
and 3 cm diameter was placed 88.4 cm upstream of VTPC-1.

Secondary beams of positively charged hadrons at 20, 31, 40, 80, and 158 GeV/c were produced from
400 GeV/c protons extracted from the SPS onto a beryllium target. Protons from the secondary hadron
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Figure 1: (Color online) The schematic layout of the NA61/SHINE experiment during p+p data taking in 2009 at
the CERN SPS (horizontal cut, not to scale), see text and Ref. [1] for details.

beam were identified by two Cherenkov counters, a CEDAR (either CEDAR-W or CEDAR-N) and a
threshold counter (THC). Due to their limited range of operation, two different CEDAR counters were
employed, namely for beams at 31, and 40 GeV/c the CEDAR-W counter and for beams at 80 and
158 GeV/c the CEDAR-N counter. The threshold counter was used for all beam energies. A selection
based on signals from the Cherenkov counters allowed the identification of beam protons with a purity
of about 99%. A coincidence of these signals provided the beam trigger Tbeam.

A set of scintillation, Cherenkov counters, and beam position detectors (BPDs) upstream of the spec-
trometer provide timing reference, identification, and position measurements of incoming beam parti-
cles. Trajectories of individual beam particles were measured in a telescope of beam position detectors
placed along the beamline (BPD-1/2/3 in Fig. 1).

Two scintillation counters, S1 and S2, provided beam definition, together with the three veto counters
V0, V1 and V1p with a 1 cm diameter hole. The S1 counter also provided the timing (start time for the
gating of all counters). Beam protons were then selected by the coincidence:

Tbeam = S1 ∧ S2 ∧ V0 ∧ V1 ∧ V1p ∧ CEDAR ∧ THC . (13)

The interaction trigger Tint was provided by the anti-coincidence of the incoming hadron beam and a
scintillation counter S4 (Tint = Tbeam ∧ S4). The S4 counter, with a two-centimeter diameter, was placed
between the VTPC-1 and VTPC-2 detectors along the beam trajectory at about 3.7 m from the target, see
Fig. 1.

The main tracking devices of the spectrometer are four large volume TPCs. Two of them, the vertex
TPCs (VTPC-1 and VTPC-2), are located in the magnetic fields of two super-conducting dipole magnets
with a maximum combined bending power of 9 Tm, which corresponds to about 1.5 T and 1.1 T fields
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in the upstream and downstream magnets, respectively. To optimize the acceptance of the detector, the
fields in both magnets were set in proportion to the beam momentum. Two large main TPCs (MTPC-L
and MTPC-R) are positioned downstream of the magnets symmetrically to the beam line. The fifth
small TPC (GAP TPC) is placed between VTPC-1 and VTPC-2 directly on the beam line. The TPCs
are filled with Ar:CO2 gas mixtures in proportion 90:10 for the VTPCs and the GAP TPC, and 95:5 for
the MTPCs. The TPCs provide measurements of energy loss dE/dx of charged particles in the chamber
gas along their trajectories. Simultaneous measurements of dE/dx and p allow extracting information on
particle mass, which is used to identify charged particles. In the case of this analysis, dE/dx is used only
for electron contamination removal.

4. Analysis

This section starts with a brief overview of the data analysis procedure and the applied corrections. It
also defines which class of particles the final results correspond to.

The final results refer to charged hadrons produced in inelastic p+p interactions by strong interaction pro-
cesses and electromagnetic decays of produced hadrons. Such hadrons are referred to as primary hadrons
obtained within the analysis acceptance [22] (for details, see Sec.4.1). Considered charge combinations
are indicated as:

(i) h+ + h− – all charged hadrons,

(ii) h+ – positively charged hadrons,

(iii) h− – negatively charged hadrons,

(iv) h+ − h− – net-charge being defined as the difference between positively and negatively charged
hadrons in a given event.

The availability of the whole distributions and their cumulants κi should allow the reader to obtain the
desired quantity if it is not provided here.

The analysis procedure consists of the following steps:

(i) application of event and track selection criteria,

(ii) determination of all charged, positively, and negatively charged hadron multiplicity distributions as
well as the net-charge distributions,

(iii) evaluation of corrections to the distributions based on experimental data and simulations,

(iv) calculation of the corrected moments and fluctuation quantities,

(v) calculation of statistical and estimation of systematic uncertainties.
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√
sNN (GeV) h+ h− h+ + h− h+ − h−

6.3 0.24 0.26 0.25 0.23
7.7 0.25 0.28 0.26 0.23
8.8 0.26 0.30 0.27 0.23

12.3 0.30 0.36 0.32 0.24
17.3 0.35 0.43 0.38 0.26

Table 1: Fraction of the accepted charged hadrons and net-charge in p+p interactions within the analysis accep-
tance [22] based on the Epos1.99 model.

Corrections for the following biases were evaluated and applied:

(i) contribution of particles other than primary hadrons produced in inelastic p+p interactions,

(ii) losses of primary hadrons due to measurement inefficiencies,

(iii) losses of inelastic p+p interactions due to the trigger and the event and track selection criteria
employed in the analysis.

The corrections are calculated using the unfolding procedure [23] performed on the distributions of the
given charge combination after the event and track selection. The analysis acceptance was taken from
Ar+Sc analysis [22] (see Sec. 4.1).

4.1. Analysis acceptance

Fluctuation results can not be corrected for limited analysis acceptance. In Ref. [24], fluctuations of
multiplicity and transverse momentum up to second-order moments were analyzed in the entire high-
quality phase-space region of the NA61/SHINE detector available for p+p interactions at a given beam
momenta [25]. As the results of this analysis are planned to be compared to analysis results in nucleus-
nucleus collisions, a different acceptance of the high-quality phase-space region of the NA61/SHINE
detector in Ar+Sc interactions was used [22]. Among others cut on upper pT < 1.5 GeV/c and rapidity
of the track assuming pion mass 0 < yπ < ybeam, where ybeam is the rapidity of the beam are included in
Ar+Sc acceptance maps. The Figure 2 presents both acceptances in p+p interactions at 158 GeV/c.

Following Ref. [10] we calculate a fraction of accepted particles xi using the Epos1.99 [26, 27] model
as:

xi =
hi

acc

hi , (14)

where i stands for considered charge combination, hi
acc indicates the number of i-th particles in the

analysis acceptance, and hi is the total number of i-th particles. The xi values for p+p interactions in
Epos1.99 are given in Tab. 1.
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Figure 2: Analysis acceptances in yπ − pT and φ − pT of charged hadrons in p+p interactions at 158 GeV/c used
in Ref. [24] (left) and analysis acceptance in p+p interactions at 158 GeV/c common with nucleus-nucleus analy-
sis [22] (right).

4.2. Event and track selection

Analyzed data consists only of events passing the trigger (Trigger in Tab. 2) condition. In the selected
events, the trajectory of the beam particle was measured in at least one of BPD-1 or BPD-2 and in the
BPD-3 detector (BPD in Tab. 2). To avoid bias from off-time events, an event is accepted only if it
does not have the off-time beam particle within ±1 µs around the trigger (beam) particle (WFA beam
in Tab. 2). The main vertex z-coordinate of the event has to be between ±20 cm around the center of
the liquid hydrogen target (fitted vertex z position in Tab. 2). A small fraction of elastic events that pass
the trigger condition (for beam momenta below 158 GeV/c) is removed by the removal of events with a
single positive track with momentum close to beam momentum (p ≈ pbeam in Tab. 2). For details, see
Ref. [21]. A summary of the event selection (called standard cuts) is given in the upper part of Table 2.
The final number of events selected for the analysis is provided in Table 3.

The above cuts allow the selection of good-quality inelastic events and the removal of remaining elastic
scattering. The losses of inelastic interactions or bias of off-target interactions due to the event selection
procedure were corrected for using simulation.

The selection of individual tracks was optimized to select hadrons produced in strong processes and elec-
tromagnetic decays. The selection ensured high reconstruction efficiency, proper identification of tracks,
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standard cuts loose cuts tight cuts

Trigger applied
BPD applied
WFA beam < ±1 µs no cut < ±5µs
fitted vertex z position ±20 cm no cut ±10 cm
p ≈ pbeam applied

total points ≥ 30 no cut ≥ 30
VTPC(GTPC) points ≥ 15(5) ≥ 10(5) ≥ 15(5)
|bx| ≤ 4 cm no cut ≤ 4 cm
|by| ≤ 2 cm no cut ≤ 2 cm
e± applied
acc map applied

Table 2: Summary of event and track selection criteria used in the analysis. For details on cut definition, see text.

√
sNN (GeV) 6.3 7.7 8.8 12.3 17.3

events 218k 928k 2.98M 1.67M 1.63M

Table 3: Number of selected events after event selection.

reduced contamination of tracks from secondary interactions, weak decays, and off-time interactions.
The following track selection criteria (called standard cuts) were applied:

(i) the total number of reconstructed points on the track trajectory should be greater or equal 30 (total
points in Tab. 2),

(ii) sum of the number of reconstructed points in VTPC-1 and VTPC-2 should be greater or equal
to 15, or the number of reconstructed points in the GAP TPC should be greater or equal to 5
(VTPC(GTPC) points in Tab. 2),

(iii) distance between the track extrapolated to the interaction plane and the interaction point (track
impact parameter) should be smaller or equal 4 cm in the horizontal (bending) plane and 2 cm in
the vertical (drift) plane (|bx| and |by| in Tab. 2),

(iv) mean ionization energy loss measured for a given track does not indicate an electron or positron
candidate (e± in Tab. 2),

(v) a track is measured in the high-efficiency region of the detector common with nucleus-nucleus
analysis at a given beam momenta (acc map in Tab. 2).

A summary of track selection criteria can be found in the lower part of Table 2.
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4.3. Corrections

Interactions with the target vessel and other materials in the target vicinity may contaminate the selected
events. Also, inelastic events may be lost due to the limitations of the reconstruction procedure or
detector. In the selected events, there may be contamination of hadrons coming from weak decays. In
general, the distributions obtained using selected events and tracks may be affected by:

(i) loss of inelastic events due to the online and offline event selection,

(ii) contribution of elastic events,

(iii) contribution of off-target interactions,

(iv) loss of particles due to the detector and reconstruction inefficiency as well as due to track selection,

(v) contribution of particles from weak decays and secondary interactions (feed-down).

The unfolding procedure within RooUnfold library [23] is used to correct the biases mentioned above.
RooUnfold allows several methods of unfolding the distribution of interest, for example, bin-by-bin
or iterative (Bayesian) procedures. The iterative procedure was selected with seven iterations till the
moment when the change of cumulant ratios with each step became much smaller than the statistical
uncertainty for all considered distributions.

Unfolding requires a description of the detector response, which was provided as a two-dimentional
response matrix calculated using Nsim and Nrec, where

(i) Nsim – N quantity obtained from simulated events and primary hadrons selected in the analysis
acceptance,

(ii) Nrec – N quantity obtained from simulated events and primary hadrons after detector simulation
and obtained in the same way as the reconstructed data.

The response matrix is constructed in the FTFP-BERT [28] model and the GEANT4 [29, 30, 31] detector
response simulation. It is cross-checked with the response matrix obtained for the Epos1.99 [26, 27]
model and GEANT3 [32] detector response simulation. The FTFP-BERT model is included in the
GEANT4 framework. This specific solution was selected as it allows simulation of the passage of the
beam particle through the target and detector setup. This way, one can address not only losses of inelastic
events but also possible gains of elastic and off-target interactions (e.g., at the elements of the detector).
The standard data-driven correction for off-target interactions usually applied to NA61/SHINE analy-
sis [21, 24] can not be used here due to limited statistics of removed-target data. The impact of non-target
events after event selection in the FTFP-BERT remains below 6% in the studied reactions for the first
moments of studied distributions close to what was estimated based on data-driven correction [21, 24].
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Final distributions of the multiplicity of charged, positively, and negatively charged hadrons and net-
charge refer to the unfolded ones. One-dimensional unfolding was applied in the case of positively and
negatively charged hadron multiplicity distributions. In the case of the multiplicity distribution of all
charged hadrons and net-charge distribution, two options were considered:

(i) correction of the one-dimensional distribution of h+ ± h−, or,

(ii) correction of the two-dimensional distribution of h+ and h−.

In general, 2D unfolding considers correlations between positively and negatively charged hadrons. As
it involves 2D distributions, it requires larger statistics than 1D. In this analysis, both approaches were
tested with models (one model was treated as the data, and the other was used for the unfolding) and with
data (comparison of 1D vs. 2D results). Both provided the same results within statistical uncertainties.
Thus, for all charged and net-charge, one-dimensional unfolding was used. Multiplicity and net-charge
distributions provide natural binning as the number of hadrons is quantized and the bin size is fixed to
unity.

4.4. Statistical uncertainty

Intensive quantities are constructed as ratios of cumulants of a distribution. To account for correlations
between cumulants, statistical uncertainty was obtained using the bootstrap method [33, 34]. The method
requires constructing artificial data sets (S-sets) of the same size as the data. We have constructed 100
bootstrap samples. All analysis steps were performed for each bootstrap sample. Thus, S-sets contain
bootstraped data and a response matrix. The final uncertainty is then calculated as the standard deviation
of the distribution of a given quantity obtained from all S-sets.

4.5. Systematic uncertainty

Systematic uncertainties originate from the imperfectness of the detector response/reconstruction proce-
dure and uncertainties induced by the description of physical processes implemented in the models. The
total systematic uncertainties were obtained by selecting the most significant effect, either detector- or
model-related.

The detector-related effects were addressed by varying event and track selections – see Table 2 for the
definition of event and track selection variation. So-called tight and loose selections refer to extreme
scenarios of loose and tight data selection. The loose set of cuts was defined following Ref. [24]. The
tight selection definition differs from the standard selection only in event selection. The tight track
selection was kept the same as in the case of standard selection, not to add the change of acceptance bias.
Both data sets (loose and tight) were corrected the same way as the standard data.
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The model-related uncertainties originate from the imperfectness of the model used to unfold distri-
butions. The uncertainties were estimated using simulations performed within the FTFP-BERT and
Epos1.99 models. As a check, the simulated Epos1.99 data were corrected using corrections based on
the FTFP-BERT model and compared to the unbiased FTFP-BERT results. In this check, the unfolding
always improved agreement between the obtained results and the true ones. An example of the test of
unfolding in the case of net-charge distribution in p+p interactions in the Epos1.99 model is shown in
Fig. 3.
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Figure 3: Difference (in %) of unfolded and true values of quantities of the net-charge distribution where a sample
from the Epos1.99 model was treated as data (with statistics close to the experimental data) and the response matrix
was built from FTFP-BERT.

5. Results

This section presents results on multiplicity and net-charge fluctuations of charged primary hadrons
in inelastic p+p interactions at

√
sNN = 6.3, 7.7, 8.8, 12.3, and 17.3 GeV. In the first subsection, final

corrected distributions of the considered charge combinations are presented along with model predictions
and raw measured distributions, including detector effects. The second and third subsections present
results on intensive quantities, which allow for a direct comparison with nucleus-nucleus collisions, and
on factorial cumulants, which allow studying correlations.
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5.1. Multiplicity and net-charge distributions

Figure 4 shows corrected distributions of h+ + h−, h+, h−, and h+ − h− (full circles) along with the
raw measured distributions (open circles). The experimental results are compared to FTFP-BERT and
Epos1.99 models predictions (dashed and solid lines). The shape of the distribution is reproduced by
the models in the case of positively and negatively charged hadrons. Small deviations from the model
description in the tails of the distributions can be observed in the cases of h+ + h− and h+ − h−.

5.2. Intensive quantities

Results on the energy dependence of intensive quantities are presented in Fig. 5. All quantities increase
with the interaction energy. The increase is the strongest for the sum of charges. All quantities obtained
for summed charged hadrons remain above unity at all considered collision energies. This implies that
fluctuations are enhanced with respect to Poisson. The same energy dependence can be observed in
the case of positively and negatively charged hadrons, but the increase is much weaker with the signal
crossing unity around

√
sNN ≈ 10 GeV except κ4/κ2[h+] where stays close to one for higher energies.

The rise with interaction energy stays in agreement with the KNO-G scaling [7, 8, 9] observed in full
kinematic acceptance [6]. However, another reason for the increasing strength of the signal is the increase
of the analysis acceptance with interaction energy (see Table 1).

The results are compared with Epos1.99 and FTFP-BERT models. Both models reproduce the experi-
mental κ2/κ1 ratio but tend to underestimate κ3/κ2 and qualitatively disagree with κ4/κ2 for h+ + h− and
h−. It is unclear why, in the case of FTFP-BERT predictions, there is a maximum close to

√
sNN ≈ 9

GeV in the case of all and negatively charged hadrons.

Figure 6 shows the energy dependence of net-charge fluctuations compared with model predictions.
Second- and third-order cumulant ratios of h+ − h− distribution decrease with collision energy, whereas
κ4[h+ − h−]/κ2[h+ − h−] increases with collision energy. The measured signal for the majority of
collected energies remains below unity. Both model predictions reproduce the observed decrease of
κ2[h+ − h−]/(κ1[h+] + κ1[h−]) and κ3[h+ − h−]/κ1[h+ − h−]. Only κ4[h+ − h−]/κ2[h+ − h−] at the two top
energies is higher than unity. The Epos1.99 model reproduces this rise with interaction energy whereas
FTFP-BERT underestimates its strength.

5.3. Factorial cumulants

Factorial cumulants are quantities that allow extracting the correlation function of a given order (and
without lower-order terms) from the measured distribution [19, 35]. The energy dependence of factorial
cumulants measured in p+p interactions is presented in Fig. 7. Factorial cumulants of second- and third-
order of distribution of h+ + h− increase with collision energy in contrast to Ĉ4 which decreases with
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Figure 4: Multiplicity distributions of h+ +h−, h+, h−, and h+−h− in p+p interactions at beam momenta 20, 31, 40,
80, and 158 GeV/c. Open circles indicate raw, uncorrected data, whereas full circles show corrected distributions.
Dashed and solid lines represent FTFP-BERT and Epos1.99 model predictions, respectively.
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Figure 5: Energy dependence of intensive quantities of multiplicity distributions of h+ + h−, h+, and h− in p+p
interactions at at beam momenta 20, 31, 40, 80, and 158 GeV/c. The statistical uncertainty is indicated with a
color bar (often smaller than the marker), and systematic uncertainty is indicated with an arrow bar. Results are
compared with Epos1.99 (solid line) and FTFP-BERT (dashed line) predictions.
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the marker), and systematic uncertainty is indicated with an arrow bar. Results are compared with Epos (solid line)
and FTFP-BERT (dashed line) predictions.

collision energy. The Ĉ2 signal of h+ and h− distributions slowly increases from zero to positive values
at top energy. In contrast, Ĉ3 of h+ and h− dsitributions similarly decreases with interaction energy. The
Ĉ4 stays negative at all considered energies for all charged hadrons (separate charges also decrease with
energy, but they are close to zero). Both models describe the energy dependence oh Ĉ2[h+ + h−] and
qualitatively predict decrease of Ĉ4[h+ + h−]. Increase of Ĉ3[h+ + h−] is not predicted by the models.
Both models predict a decrease of Ĉ3[h+ + h−] with collision energy. Predictions for separate charges are
in much better agreement with the data. Epos1.99 and FTFP-BERT predict the observed dependences of
factorial cumulants of h+ and h− distributions. The FTFP-BERT predictions follow the data in a corser
manner than Epos1.99.

Figure 8 shows the energy dependence of factorial cumulants of net-charge distribution. In all cases,
factorial cumulants are far from zero, with Ĉ2[h+ − h−] and Ĉ4[h+ − h−] being positive at all interaction
energies. The Ĉ3[h+ − h−] remains negative. Both models (Epos1.99 and FTFP-BERT) quantitatively
reproduce these dependencies.
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Figure 7: Energy dependence of factorial cumulants of multiplicity distributions of h+ + h−, h+, and h− in p+p
interactions at 20, 31, 40, 80, and 158 GeV/c. The statistical uncertainty is indicated with a color bar (often smaller
than the marker), and systematic uncertainty is indicated with an arrow bar. Results are compared with Epos (solid
line) and FTFP-BERT (dashed line) predictions.
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Figure 9: Net-charge distribution in the 10% most central Pb+Pb interactions at 158A GeV/c by NA49 (reproduced
from Ref. [37]) (left) and in p+p interactions at 158 GeV/c by NA61/SHINE (right). Both distributions are com-
pared with mixed events (blue line) as defined in Ref. [37].

6. Comparison with other systems

Quantitative comparison between systems is possible only if they were performed in a similar accep-
tance [36]. We leave such a comparison for future analysis of nucleus-nucleus collisions from the
system-size scan of NA61/SHINE.

Nevertheless, qualitative comparisons between different experiments may provide useful information.
The NA61/SHINE results on multiplicity fluctuations (studied with κ2/κ1 ratio) were already reported
and discussed in Ref. [24]. Higher-order cumulant ratios of multiplicity distributions reported here are
the first results provided in p+p interactions for the considered energy range.

Results on the net-charge distribution were compared to results from the NA49 [37] and STAR [38, 39]
experiments. The left panel of Fig. 9 presents net-charge distribution measured by NA49 [37] in the
10% most central Pb+Pb interactions at beam momentum 158A GeV/c. The NA49 analysis acceptance
is comparable with the one used in this analysis. The NA49 data distribution (points) is compared with
mixed events (blue line), which are constructed by randomly selecting particles from different events
according to the multiplicity distribution measured for the data. The set of mixed events was prepared
in the same way for p+p interactions (see the right panel in Fig. 9). In both systems, mixed events
distribution is wider than the data thus both distributions seem to be dominated by conservation laws. The
net-charge distribution (around 7k central Pb+Pb interactions) provided by NA49 allows for estimating
values of cumulant ratios for this reaction. Using formulas for statistical uncertainty estimation from
Ref. [40], one may try to provide NA49 results with approximate statistical uncertainties. Thus, cumulant
ratios in central Pb+Pb interactions at 158A GeV/c are κ2[h+ − h−]/κ1[h+ − h−] = 8.16 ± 0.17 (stat),
κ3[h+ − h−]/κ2[h+ − h−] = 0.9 ± 1.6 (stat), and κ4[h+ − h−]/κ2[h+ − h−] = 21 ± 32 (stat), approximately.
The obtained ratios, within large uncertainties, are not too far from results in the 5% most central Au+Au
collisions at

√
sNN = 19.6 GeV [38], which suggests that a qualitative comparison between STAR results

and this analysis is possible.
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Figure 10: Net-charge cumulant ratios measured in p+p interactions by NA61/SHINE and in central and pheriph-
eral Au+Au interactions by STAR [38].

The comparison with Au+Au interactions [38] is presented in Fig. 10. It should be underlined that
quantities κ2[h+ − h−]/κ1[h+ − h−] and κ3[h+ − h−]/κ2[h+ − h−] do not keep 0 and 1 as their refer-
ence values (see Sec. 2). Instead, for Skellam distribution κ2[h+ − h−]/κ1[h+ − h−] should increase and
κ3[h+ − h−]/κ2[h+ − h−] should decrease with increasing multiplicity. In the case of scaled variance, p+p
interactions are well below central and peripheral Au+Au interactions. The difference may be driven
mainly by the volume fluctuations, which are unavoidable with wide centrality bins. In GCE, volume
fluctuations are modulated by the mean number of particles produced in a fixed V . Thus, the scaled vari-
ance should increase with increasing collision energy as more particles are produced at higher energies,
explaining the observed energy dependence for Au+Au reactions. Such fluctuations are absent in the
case of p+p collisions, explaining a weaker increase with interaction energy.

The observed signal of κ3[h+ − h−]/κ2[h+ − h−] and κ4[h+ − h−]/κ2[h+ − h−] in Au+Au is close to p+p
interactions. Although volume fluctuations dependence of higher-order cumulant ratios remains, it is
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more elaborate (see Ref. [14]) and seems not to dominate the signal.

7. Summary

The experimental results on event-by-event fluctuations of multiplicities of all, positively, and negatively
charged hadrons as well as net-electric charge (so-called net-charge) produced in inelastic proton-proton
interactions at

√
sNN = 6.3, 7.7, 8.8, 12.3, and 17.3 GeV are presented. The results were corrected for

experimental biases with the unfolding technique. The corrected results were compared with Epos1.99
and FTFP-BERT predictions. In general, both models qualitatively describe the measurements. The
Epos1.99 predictions are closer to the data. The KNO-G scaling and an increase in the analysis accep-
tance with collision energy probably caused the rise of cumulant ratios with the collision energy for
multiplicity distributions (h+ + h−, h+, and h−). The qualitative disagreement of FTFP-BERT for higher
collision energies in κ4/κ2 can be seen for h+ + h− and h−.

The most significant deviation of the measured signal to model predictions appears mostly for the sum
of charges, indicating possible problems of models with describing correlations between charges, like
resonances and conservation laws.

A qualitative comparison with Au+Au interactions does not indicate a significant difference between
systems for higher-order cumulant ratios. Future comparisons are expected with precise NA61/SHINE
results on nucleus-nucleus collisions.

A. Appendix A

The numerical values of corrected distributions will be provided using the HEP Data [41, 42]. The
numerical values of measured quantities are shown in Tabs. 4, 5, 6. The first uncertainty is statistical
and the second is systematic. It should be underlined that κ1 is not equivalent to the values measured
by particle yields [21, 43] due to different event and track selections as well as different correction
procedures.
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√
sNN (GeV) quantity h+ + h− h+ h− h+ − h−

6.3 κ1 1.0222 ± 0.0027 ± 0.071 0.7242 ± 0.0020 ± 0.038 0.3027 ± 0.0012 ± 0.025 0.4270 ± 0.0022 ± 0.012
7.7 κ1 1.2381 ± 0.0015 ± 0.055 0.8365 ± 0.0011 ± 0.031 0.40468 ± 0.00070 ± 0.018 0.4325 ± 0.0012 ± 0.011
8.8 κ1 1.3913 ± 0.0010 ± 0.16 0.91188 ± 0.00063 ± 0.096 0.48169 ± 0.00043 ± 0.057 0.43230 ± 0.00068 ± 0.033

12.3 κ1 1.9373 ± 0.0017 ± 0.12 1.1922 ± 0.0010 ± 0.066 0.75133 ± 0.00077 ± 0.048 0.4493 ± 0.0010 ± 0.014
17.3 κ1 2.6839 ± 0.0025 ± 0.11 1.5781 ± 0.0014 ± 0.055 1.1348 ± 0.0011 ± 0.039 0.4758 ± 0.0011 ± 0.0061
6.3 κ2 1.1854 ± 0.0047 ± 0.042 0.6879 ± 0.0023 ± 0.014 0.2879 ± 0.0014 ± 0.023 0.7614 ± 0.0032 ± 0.030
7.7 κ2 1.5250 ± 0.0029 ± 0.033 0.8088 ± 0.0013 ± 0.016 0.39328 ± 0.00090 ± 0.013 0.8777 ± 0.0017 ± 0.024
8.8 κ2 1.7987 ± 0.0019 ± 0.19 0.89692 ± 0.00092 ± 0.070 0.47492 ± 0.00059 ± 0.053 0.9436 ± 0.0010 ± 0.056

12.3 κ2 3.0518 ± 0.0041 ± 0.15 1.2795 ± 0.0019 ± 0.049 0.8002 ± 0.0013 ± 0.046 1.1072 ± 0.0017 ± 0.037
17.3 κ2 5.4738 ± 0.0067 ± 0.15 2.0008 ± 0.0027 ± 0.065 1.3541 ± 0.0018 ± 0.025 1.2476 ± 0.0020 ± 0.041
6.3 κ3 1.391 ± 0.015 ± 0.034 0.5903 ± 0.0056 ± 0.024 0.2616 ± 0.0028 ± 0.019 0.3340 ± 0.0060 ± 0.044
7.7 κ3 1.944 ± 0.010 ± 0.071 0.7150 ± 0.0037 ± 0.026 0.3712 ± 0.0020 ± 0.010 0.3488 ± 0.0039 ± 0.033
8.8 κ3 2.4540 ± 0.0071 ± 0.19 0.8241 ± 0.0024 ± 0.021 0.4605 ± 0.0014 ± 0.040 0.3571 ± 0.0024 ± 0.018

12.3 κ3 5.173 ± 0.021 ± 0.13 1.3313 ± 0.0055 ± 0.049 0.8699 ± 0.0035 ± 0.028 0.4012 ± 0.0047 ± 0.027
17.3 κ3 11.692 ± 0.042 ± 0.85 2.480 ± 0.010 ± 0.15 1.6751 ± 0.0064 ± 0.072 0.4877 ± 0.0064 ± 0.056
6.3 κ4 1.027 ± 0.036 ± 0.059 0.742 ± 0.034 ± 0.15 2.628 ± 0.080 ± 0.27 0.877 ± 0.029 ± 0.17
7.7 κ4 0.953 ± 0.017 ± 0.17 0.695 ± 0.016 ± 0.12 2.128 ± 0.032 ± 0.28 0.877 ± 0.014 ± 0.081
8.8 κ4 0.957 ± 0.010 ± 0.28 0.7273 ± 0.0095 ± 0.25 1.908 ± 0.018 ± 0.45 0.9068 ± 0.0086 ± 0.13

12.3 κ4 0.818 ± 0.013 ± 0.16 0.674 ± 0.011 ± 0.11 1.452 ± 0.019 ± 0.26 1.052 ± 0.012 ± 0.061
17.3 κ4 0.618 ± 0.010 ± 0.14 0.539 ± 0.011 ± 0.10 1.058 ± 0.014 ± 0.19 1.143 ± 0.014 ± 0.078
6.3 κ2/κ1 1.1596 ± 0.0040 ± 0.041 0.9499 ± 0.0028 ± 0.036 0.9511 ± 0.0030 ± 0.0051 1.7831 ± 0.0094 ± 0.028
7.7 κ2/κ1 1.2317 ± 0.0019 ± 0.042 0.9669 ± 0.0014 ± 0.028 0.9718 ± 0.0014 ± 0.012 2.0295 ± 0.0054 ± 0.011
8.8 κ2/κ1 1.2929 ± 0.0011 ± 0.014 0.98359 ± 0.00092 ± 0.031 0.98596 ± 0.00088 ± 0.010 2.1828 ± 0.0036 ± 0.039

12.3 κ2/κ1 1.5753 ± 0.0021 ± 0.021 1.0732 ± 0.0014 ± 0.019 1.0650 ± 0.0013 ± 0.0070 2.4641 ± 0.0049 ± 0.067
17.3 κ2/κ1 2.0395 ± 0.0027 ± 0.098 1.2678 ± 0.0017 ± 0.049 1.1933 ± 0.0013 ± 0.032 2.6221 ± 0.0062 ± 0.057
6.3 κ3/κ2 1.1731 ± 0.0093 ± 0.037 0.8582 ± 0.0064 ± 0.048 0.9086 ± 0.0068 ± 0.0081 0.4387 ± 0.0075 ± 0.077
7.7 κ3/κ2 1.2748 ± 0.0048 ± 0.063 0.8841 ± 0.0035 ± 0.041 0.9438 ± 0.0034 ± 0.026 0.3973 ± 0.0043 ± 0.050
8.8 κ3/κ2 1.3643 ± 0.0029 ± 0.042 0.9189 ± 0.0020 ± 0.054 0.9696 ± 0.0020 ± 0.025 0.3785 ± 0.0026 ± 0.044

12.3 κ3/κ2 1.6952 ± 0.0051 ± 0.049 1.0405 ± 0.0032 ± 0.032 1.0871 ± 0.0031 ± 0.028 0.3624 ± 0.0042 ± 0.028
17.3 κ3/κ2 2.1360 ± 0.0061 ± 0.14 1.2396 ± 0.0039 ± 0.071 1.2371 ± 0.0036 ± 0.065 0.3909 ± 0.0051 ± 0.033
6.3 κ4/κ2 1.217 ± 0.045 ± 0.023 0.510 ± 0.024 ± 0.092 0.757 ± 0.024 ± 0.013 0.668 ± 0.022 ± 0.098
7.7 κ4/κ2 1.454 ± 0.028 ± 0.24 0.562 ± 0.013 ± 0.089 0.837 ± 0.013 ± 0.079 0.769 ± 0.013 ± 0.048
8.8 κ4/κ2 1.722 ± 0.019 ± 0.27 0.6523 ± 0.0087 ± 0.15 0.9064 ± 0.0087 ± 0.090 0.8557 ± 0.0082 ± 0.060

12.3 κ4/κ2 2.498 ± 0.040 ± 0.35 0.862 ± 0.015 ± 0.11 1.162 ± 0.015 ± 0.14 1.165 ± 0.014 ± 0.027
17.3 κ4/κ2 3.382 ± 0.058 ± 0.79 1.078 ± 0.022 ± 0.21 1.433 ± 0.020 ± 0.24 1.426 ± 0.018 ± 0.062

Table 4: Numerical values of cumulants and cumulant ratios of h+ + h−, h+, h−, and h+ − h−.

√
sNN (GeV) quantity h+ + h− h+ h− h+ − h−

6.3 Ĉ2 0.1631 ± 0.0040 ± 0.029 −0.0363 ± 0.0021 ± 0.027 −0.01481 ± 0.00090 ± 0.0026 0.3344 ± 0.0033 ± 0.020
7.7 Ĉ2 0.2869 ± 0.0024 ± 0.037 −0.0277 ± 0.0012 ± 0.024 −0.01140 ± 0.00056 ± 0.0051 0.4452 ± 0.0017 ± 0.014
8.8 Ĉ2 0.4074 ± 0.0016 ± 0.029 −0.01496 ± 0.00084 ± 0.027 −0.00676 ± 0.00042 ± 0.0049 0.5113 ± 0.0011 ± 0.023

12.3 Ĉ2 1.1145 ± 0.0038 ± 0.038 0.0873 ± 0.0017 ± 0.018 0.0489 ± 0.0010 ± 0.0017 0.6579 ± 0.0016 ± 0.030
17.3 Ĉ2 2.7899 ± 0.0064 ± 0.15 0.4226 ± 0.0026 ± 0.060 0.2194 ± 0.0015 ± 0.027 0.7718 ± 0.0021 ± 0.035
6.3 Ĉ3 −0.1211 ± 0.0066 ± 0.024 −0.0249 ± 0.0028 ± 0.020 0.00331 ± 0.00075 ± 0.0011 −1.0962 ± 0.0096 ± 0.11
7.7 Ĉ3 −0.1547 ± 0.0050 ± 0.014 −0.0384 ± 0.0018 ± 0.014 0.00069 ± 0.00072 ± 0.00024 −1.4194 ± 0.0057 ± 0.085
8.8 Ĉ3 −0.1596 ± 0.0040 ± 0.057 −0.0429 ± 0.0013 ± 0.0031 −0.00089 ± 0.00051 ± 0.0026 −1.6091 ± 0.0035 ± 0.12

12.3 Ĉ3 −0.108 ± 0.012 ± 0.10 −0.1228 ± 0.0028 ± 0.021 −0.0280 ± 0.0017 ± 0.014 −2.0217 ± 0.0062 ± 0.099
17.3 Ĉ3 0.639 ± 0.029 ± 0.56 −0.3658 ± 0.0056 ± 0.059 −0.1177 ± 0.0033 ± 0.030 −2.3036 ± 0.0087 ± 0.099
6.3 Ĉ4 −0.411 ± 0.025 ± 0.067 0.421 ± 0.017 ± 0.12 2.410 ± 0.073 ± 0.28 4.686 ± 0.046 ± 0.36
7.7 Ĉ4 −1.365 ± 0.024 ± 0.12 0.2824 ± 0.0052 ± 0.069 1.799 ± 0.026 ± 0.26 5.844 ± 0.026 ± 0.32
8.8 Ĉ4 −2.329 ± 0.021 ± 0.30 0.1773 ± 0.0032 ± 0.18 1.479 ± 0.014 ± 0.46 6.550 ± 0.017 ± 0.40

12.3 Ĉ4 −8.275 ± 0.080 ± 0.19 −0.393 ± 0.010 ± 0.033 0.5268 ± 0.0085 ± 0.21 8.128 ± 0.030 ± 0.36
17.3 Ĉ4 −25.43 ± 0.19 ± 4.1 −1.803 ± 0.030 ± 0.40 −0.905 ± 0.013 ± 0.14 9.086 ± 0.041 ± 0.36

Table 5: Numerical values of factorial cumulants of h+ + h−, h+, h−, and h+ − h−.
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√
sNN (GeV) quantity h+ − h−

6.3 κ2[h+ − h−]/(κ1[h+] + κ1[h−]) 0.7431 ± 0.0032 ± 0.017
7.7 κ2[h+ − h−]/(κ1[h+] + κ1[h−]) 0.7072 ± 0.0017 ± 0.0088
8.8 κ2[h+ − h−]/(κ1[h+] + κ1[h−]) 0.6771 ± 0.0010 ± 0.039

12.3 κ2[h+ − h−]/(κ1[h+] + κ1[h−]) 0.5697 ± 0.0017 ± 0.014
17.3 κ2[h+ − h−]/(κ1[h+] + κ1[h−]) 0.4599 ± 0.0020 ± 0.010

6.3 κ3[h+ − h−]/κ1[h+ − h−] 1.177 ± 0.020 ± 0.27
7.7 κ3[h+ − h−]/κ1[h+ − h−] 0.981 ± 0.011 ± 0.17
8.8 κ3[h+ − h−]/κ1[h+ − h−] 0.9012 ± 0.0064 ± 0.22

12.3 κ3[h+ − h−]/κ1[h+ − h−] 0.7665 ± 0.0091 ± 0.098
17.3 κ3[h+ − h−]/κ1[h+ − h−] 0.735 ± 0.010 ± 0.078

Table 6: Numerical values of cumulant ratio combinations which are intensive for net-charge.
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V.V. Lyubushkin 20, M. Maćkowiak-Pawłowska 19, Z. Majka 14, A. Makhnev 20,
B. Maksiak 13, A.I. Malakhov 20, A. Marcinek 12, A.D. Marino 24, H.-J. Mathes 4,
T. Matulewicz 17, V. Matveev 20, G.L. Melkumov 20, A. Merzlaya 10, Ł. Mik 15,
S. Morozov 20, Y. Nagai 6, T. Nakadaira 7, M. Naskręt 18, S. Nishimori 7, A. Olivier 23,
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