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1 Introduction
In the standard model (SM) of particle physics, the Higgs boson couples to fermions with a
Yukawa-type interaction, with a coupling strength proportional to the fermion mass. Probing
the coupling of the Higgs boson to the top quark, the heaviest known fermion, is therefore
instrumental in testing the SM and constraining models of physics beyond the SM, which may
predict different coupling strengths and structures. The associated production of a Higgs boson
and a top quark-antiquark pair (ttH) provides a direct probe of the top-Higgs coupling as
illustrated by the Feynman diagram in Fig. 1 (left), and has recently been observed by the
ATLAS and CMS Collaborations [1, 2]. Moreover, Higgs boson decays to pairs of bottom quarks
have also been observed [3, 4], thereby directly probing the Yukawa interactions between the
Higgs boson and top as well as bottom quarks for the first time. The associated production
of a single top quark and a Higgs boson (tH) proceeds via two groups of processes, in which
the Higgs boson couples either to the top quark or to the W boson [5–8], as illustrated in Fig. 1
(centre and right). Therefore, tH production provides insight on the coupling of the Higgs
boson to top quarks and to vector bosons, and also the interference of the two, and thus, tH
production allows probing the relative sign of the two couplings. In the SM, the Higgs boson
has a positive eigenvalue under combined charge-parity (CP) transformations (“CP even”).
The combined measurement of ttH and tH production provides a probe of CP-odd admixtures
in the top-Higgs coupling through interfering contributions, which would be a clear sign of
physics beyond the SM.
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Figure 1: Representative leading-order Feynman diagrams for the associated production of a
Higgs boson and a top quark-antiquark pair (left) and for the associated production of a single
top quark and a Higgs boson in the t channel, where the Higgs boson couples to the top quark
(centre) or the W boson (right).

In the SM, for a 125 GeV Higgs boson, the H → bb decay has the largest branching fraction of
0.58± 0.02 [9] and a fully reconstructable final state. It is thus experimentally attractive as a
final state, yet challenging due to considerable SM backgrounds at the LHC. Existing searches
for ttH and tH production in the H → bb channel by the ATLAS and CMS Collaborations
achieve sensitivities that correspond to observed (expected) significances of up to 1.6 (2.7) stan-
dard deviations (SD) for ttH production [10–12] and observed (expected) upper limits at the
95% confidence level (CL) on SM tH production of approximately 90 (41) times the SM ex-
pectation [13]. Constraints on the CP nature of the top-Higgs coupling have been obtained in
this channel from the combination of information from ttH and tH production by the ATLAS
Collaboration [14].

This note describes the combined analysis of ttH and tH production in the bb decay channel
of the Higgs boson by the CMS Collaboration. Proton-proton (pp) collision data collected dur-
ing LHC Run 2 from 2016 to 2018 at a centre-of-mass energy of 13 TeV are used, corresponding
to an integrated luminosity of 138 fb−1. All decay channels of the tt system are considered.
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Several signal interpretations are performed. First, targeting solely the ttH signal, the ttH pro-
duction rate is determined, both inclusively and in different regions of transverse momentum
of the Higgs boson, following the Simplified Template Cross Section (STXS) approach [9]. Sec-
ond, targeting the tH signal process, an upper limit on the tH production rate is determined
assuming the ttH production rate predicted in the SM. Third, targeting simultaneously the ttH
and tH production processes, the Higgs boson coupling to top quarks is analysed, and both the
strength and the CP structure of the coupling are probed.

The analysis builds upon the strategies developed in previous analyses of ttH production [11,
12] and tH production [13] using 2016 data. The event selection aims at identifying events
in which a Higgs boson is produced in association with a tt pair or a single top quark, and
decays to bb. Three mutually exclusive channels are considered in the analysis, targeting the
different tt decay modes: the fully-hadronic (FH) channel, in which both W bosons decay
to a qq pair, the single-lepton (SL) channel, with one W boson decaying to a charged lepton
and a neutrino, and the dilepton (DL) channel, with both W bosons decaying to a charged
lepton and neutrino. The SL channel also includes dedicated event categories targeting tH
production. Hadronically decaying tau leptons are not considered in this analysis, while tau
leptons decaying to an electron or muon plus neutrinos can enter the selection in the SL and
DL channels. The experimental signature of signal events is characterised by the presence of
high-pT b quark jets (b jets) from the Higgs boson and top quark decays and, depending on the
channel, jets or isolated electrons and muons as well as missing transverse momentum arising
from the presence of undetected neutrinos from the W boson decays. Dominant background
contributions arise from quantum chromodynamics (QCD) multijet production (referred to as
“QCD background”) in the FH channel and from tt + jets production in all channels. The
latter includes in particular tt + bb production, where additional b quarks can arise from QCD
radiation or loop-induced QCD processes. The tt + bb background remains almost irreducible
with respect to ttH, H → bb, with both processes having four b quarks in the final state, and
constitutes the critical background to the analysis.

The sensitivity of the analysis is limited by combinatorial background due to multiple b jets
in the final state, with no unambiguous way of reconstructing the invariant mass peak of the
Higgs boson. Therefore, the signal is extracted exploiting a multivariate analysis based on ar-
tificial neural networks (ANNs), which are optimised on simulated events or data events in
control regions and which use the information of several experimental observables simultane-
ously. The ANNs are used to discriminate signal from background events and, in the SL and
DL channels, to categorise events into signal and background control regions. The signal rate
is obtained from a combined profile likelihood fit of distributions of the ANN score, distribu-
tions of ratios of ANN scores, or of the event yield to the data, depending on the channel and
category, correlating processes and their uncertainties where appropriate.

Several changes in the analysis strategy have been adopted with respect to the previous anal-
yses [11–13], including usage of state-of-the-art tt + bb event simulation in the background
modelling, updates in the multivariate analysis techniques, improvements in the b tagging
algorithm, and the exploitation of all three tt decay channels.

This document is structured as follows. The CMS detector is described in Section 2. In Section 3,
the data samples and trigger selection are described, followed by a description of the simulated
samples in Section 4. The object and event reconstruction are presented in Section 5 and the
event selection in Section 6. The modelling of the critical tt + jets background is detailed in
Section 7. The analysis strategy in the different channels is detailed in Section 8 and systematic
uncertainties are discussed in Section 9. Finally, details of the statistical analysis and the results
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are presented in Section 10.

2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are measured in gas-ionisation detectors embedded in the steel flux-return yoke outside
the solenoid. A more detailed description of the CMS detector, together with a definition of the
coordinate system used and the relevant kinematic variables, can be found in Ref. [15].

Events of interest are selected using a two-tiered trigger system. The first level, composed of
custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [16]. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimised for fast processing, and reduces the event rate to
around 1 kHz before data storage [17].

3 Data samples and trigger selection
The analysis uses pp collision data recorded at

√
s = 13 TeV at the LHC during 2016–2018. Only

the data-taking periods during which the CMS detector was fully operational are included in
the analysis. The total integrated luminosity of the analysed data amounts to 138 fb−1, of which
36.3 fb−1, 41.5 fb−1, and 59.7 fb−1 have been recorded in 2016, 2017, and 2018, respectively [18–
20]. The data were selected using different trigger paths that require the presence of several
jets or one or two leptons and, in some cases, a large scalar sum of jet pT (HT) in the events,
depending on the analysis channel.

Novel trigger paths were developed at the beginning of the LHC Run 2, targeting events in the
FH channel. They require the presence of a high number of jets, large HT, and one, two, or
three jets tagged by the online b jet identification. In order to recover trigger inefficiencies, also
events recorded by a single-jet trigger with a high pT threshold or by a trigger with a high HT
threshold are considered. The selection criteria are detailed in Table 1.

In the leptonic channels, the trigger strategy relies on the presence of isolated muons and elec-
trons in the final state. In the SL channel, events were selected by single-lepton triggers re-
quiring the presence of one muon or electron exceeding a given pT threshold. The threshold
values span from 24 to 27 GeV for muons, and from 27 to 32 GeV for electrons, depending on the
data-taking period and running conditions. In order to compensate for the increased pT thresh-
old of the single-electron trigger in 2017 and 2018, a trigger requiring both an electron with
pT > 28 GeV and HT > 150 GeV was also used. In the DL channel, events were selected online
by dilepton (ee, µµ, eµ) triggers, complemented by the single-lepton triggers mentioned above
to maximise the selection efficiency. The same-flavour dilepton triggers required the presence
of two muons with pT > 17 and 8 GeV and, for some running periods during 2017 and 2018,
an invariant di-µ mass mµµ > 3.8 GeV, or two electrons with pT > 23 and 12 GeV. The eµ
triggers instead required either a muon with pT > 23 and an electron with pT > 12 GeV, or an
electron with pT > 23 GeV and a muon with pT > 8 GeV. Lepton identification and isolation
requirements are imposed for some of the single lepton and dilepton triggers, and some of the
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Table 1: Trigger selection criteria in the fully-hadronic (FH) channel. Multiple triggers, each
represented by one row, are used per year and combined with a logical OR. In the case of the
four-jet trigger, the minimum jet pT is different for each jet and separated by a slash (/).

Year Min. number jets Min. number b-tagged jets Min. jet pT (GeV) Min. HT (GeV)
2016 6 1 40 450

6 2 30 400
1 — 450 —

2017 6 1 40 430
6 2 32 380
4 3 75/60/45/40 300

— — — 1050

2018 6 1 36 450
6 2 32 400
4 3 75/60/45/40 330

— — — 1050

dilepton triggers also impose an impact parameter requirement.

During the 2016 and 2017 data-taking, a gradual shift in the timing of the inputs of the ECAL
L1 trigger in the region at |η| > 2, referred to as “L1 prefiring”, caused a specific trigger inef-
ficiency. For events containing an electron (a jet) with pT & 50 GeV (& 100 GeV), the efficiency
loss is approximately 10–20% in the region 2.5 < |η| < 3, depending on pT, η, and time. Correc-
tion factors were computed from data and applied to the acceptance evaluated by simulation.

4 Simulation samples
Several Monte Carlo (MC) event generators, interfaced to a detailed detector simulation based
on GEANT4 (v. 9.4) [21], are used to model signal and background events. Separate sam-
ples corresponding to the 2016, 2017, and 2018 data-taking conditions were produced in or-
der to match the different LHC and detector conditions and reconstruction efficiencies. Events
are simulated at next-to-leading order (NLO) accuracy of QCD perturbation theory with the
POWHEG (v. 2) [22–26] or MADGRAPH5 aMC@NLO (v. 2.4.2) [27] event generator, or at leading
order (LO) accuracy using PYTHIA (v. 8.230) [28], depending on the process. The value of the
Higgs boson mass is assumed to be 125 GeV, while the top quark mass value is set to 172.5 GeV.
The proton structure is described by the parton distribution function (PDF) set NNPDF3.1 [29].
Parton showering (PS) and hadronisation are simulated with PYTHIA [28]. The parameters for
the underlying event description correspond to the CP5 tune [30] for all signal and background
processes, except for the minor background processes in the samples matching the 2016 condi-
tions, where the CUETP8M1 [31] tune has been used.

The ttH signal is simulated at NLO accuracy with POWHEG and, solely for the coupling inter-
pretation, at LO with MADGRAPH5 aMC@NLO. The tH signal is simulated at LO with MAD-
GRAPH5 aMC@NLO. Different flavour schemes are chosen to simulate the tHq and tHW pro-
cesses. In the five-flavour scheme (5 FS), bottom quarks are considered as massless sea quarks
of the proton and may appear in the initial state of pp scattering processes. In the four-flavour
scheme (4 FS), bottom quarks are considered massive and are produced by gluon splitting at
the matrix-element (ME) level, and therefore appear only in the final state [32]. In the 5 FS, the
distinction of tHq, s channel (tHb), and tHW contributions to tH production is well defined
up to NLO, while at higher orders in perturbation theory the tHq and s channel production
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processes start to interfere and can no longer be uniquely separated [8]. Similarly, in the same
regime the tHW process starts to interfere with ttH production at NLO. In the 4 FS, the sep-
aration among the tHq, s channel, and tHW (if the W boson decays hadronically) processes
holds only up to LO, and the tHW process starts to interfere with ttH production already at
tree level [8]. The tHq process is simulated at LO in the 4 FS and the tHW process in the 5 FS
such that interference contributions of the latter with ttH production are not present in the sim-
ulation. The interference effects are negligible in the phase space selected in this analysis [33].
The contribution from s channel tH production is negligible and is not considered in this anal-
ysis. In both the ttH and tH simulated samples, all decay channels of the Higgs boson are
considered. In the case of the Higgs boson coupling analysis, the kinematic properties of the
tH events vary depending on the probed coupling strength, and the kinematic properties of
both the tH and the ttH events vary depending on the probed CP structure. This is accounted
for by event weights, following the approach suggested in Refs. [34, 35].

Major background contributions arise from tt + jets production. They are modelled with sim-
ulated events obtained from two different generators implemented in the POWHEG framework
and interfaced to PYTHIA for the PS simulation. The version and configuration of the two gen-
erators are summarised in Table 2. The POWHEG generator is used to simulate the pp → tt
process at NLO accuracy in the 5 FS (referred to as tt sample), while the dedicated POWHEG-
BOX-RES program presented in Ref. [36] together with OPENLOOPS [37] is used to simulate
the pp → ttbb process at NLO accuracy in the 4 FS (referred to as ttbb sample). In the ttbb
sample, the additional b jets that do not stem from the top quark decays and that are critical
for the background description are simulated at the ME level and thus expected to model more
accurately the data. The choice of the renormalisation and factorisation scales (µR, µF) for the
ttbb sample follows Refs. [9, 36, 38] and is motivated by the presence of two very different rel-
evant scales related to the tt and bb systems. Compared to Ref. [36], the values of the scales are
reduced by a factor 0.5 in order to approximate the effect of missing higher-order corrections
and attenuate theoretical uncertainties related to the ME-PS matching. This choice is motivated
by the suggested scale options presented in Ref. [39] that were derived comparing the predic-
tions of ttbb calculations to those of ttbb + 1 jet calculations at NLO in QCD. The PDF sets
have been chosen consistently to the flavour scheme, with values of the strong coupling con-
stant αS matching the order of the ME generation in both cases. The same PYTHIA version and
underlying event tune have been used for both samples. The combination of the two samples
and the details of the tt + jets background model are described in Section 7.

Minor backgrounds originate from single top quark production (tW and t channel production),
the production of W and Z/γ∗ bosons with additional jets (referred to as V+jets), tt production
in association with a W or Z boson (referred to as ttV), and diboson (WW, WZ, and ZZ,
referred to as VV) processes. The single top quark processes in the t and tW channels are
simulated with POWHEG [40, 41]. The s channel single top quark processes as well as V+jets and
ttV processes are simulated with MADGRAPH5 aMC@NLO, where for the V+jets processes the
matching of ME to PS jets is performed using the FXFX [42] prescription. Diboson production
is simulated using the PYTHIA event generator.

In the FH channel, the dominant background originates from QCD multijet production. Simu-
lated QCD multijet events, generated with MADGRAPH5 aMC@NLO at LO accuracy using the
MLM [43] prescription for the ME–PS matching, are employed solely for additional validation
of observables and procedures. For the actual analysis, its validation and optimisation, the
QCD background contribution is estimated from data as described in Section 8.

For comparison with the observed distributions, the event yields in the simulated samples are
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Table 2: Generator version and configuration of the tt and ttbb samples. The parameters mt
and mb denote the top quark and bottom quark mass, respectively, mT,t , mT,b , and mT,g the
transverse mass of the top quark, the bottom quark, and additional gluons, respectively, and
hdamp the parton-shower matching scale.

tt sample ttbb sample

POWHEG version Powheg v2 Powheg-Box-Res

PYTHIA version 8.230 8.230

Flavour scheme 5 4

PDF set NNPDF3.1 NNPDF3.1

mt 172.5 GeV 172.5 GeV

mb 0 4.75 GeV

µR

√
1
2

(
m2

T,t + m2
T,t

)
1
2

4
√

mT,t ·mT,t ·mT,b ·mT,b

µF µR
1
4

[
mT,t + mT,t + mT,b + mT,b + mT,g

]
hdamp 1.379 ·mt 1.379 ·mt

Tune CP5 CP5

normalised to the integrated luminosity of the corresponding data sample, according to their
predicted cross sections. The SM ttH cross section of 507+35

−50 fb is taken from calculations in-
cluding QCD and electroweak corrections at NLO [9]. The SM cross section for tH production
is computed in the 5 FS at NLO accuracy in QCD [9], which results in 74.3+5.6

−11.3 fb for tHq and
15.2+1.2

−1.4 fb for tHW production. The DR2 scheme [33] is employed in the calculation of tHW
production to remove overlapping contributions between tHW and ttH processes. Higgs bo-
son branching fractions are obtained from calculations with at least NLO accuracy [9]. The
calculated ttH and tH cross sections and Higgs boson branching fractions are rescaled assum-
ing a Higgs boson mass of 125.38 GeV, corresponding to the latest measurement by the CMS
Collaboration [44]. The tt cross section of 831.76 pb corresponds to the next-to-next-to-leading
order (NNLO) calculation with resummation to next-to-next-to-leading-logarithmic (NNLL)
accuracy [45–51]. The cross sections of the other background processes are taken at NNLO
(V+jets), approximate NNLO (single top quark tW channel [52]), and NLO (single top quark t
and s channels [53, 54], ttV [55], and diboson [56]) accuracy.

Effects from additional pp interactions in the same or nearby bunch crossings (pileup) are mod-
elled by adding simulated minimum-bias events to all simulated events. The pileup multiplic-
ity distribution in simulation is reweighted to reflect the luminosity profile of the observed pp
collisions. Further correction factors described in Section 5 are applied to the simulation where
necessary to improve the description of the data.

5 Object and event reconstruction
Events are reconstructed offline based on a particle-flow (PF) technique [57], which aims to
reconstruct and identify each individual particle produced in pp collisions by optimally com-
bining information from the various elements of the CMS detector. The primary vertex is taken
to be the vertex corresponding to the hardest scattering in the event, evaluated using tracking
information alone, as described in Section 9.4.1 of Ref. [58].
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The reconstruction of muons relies on a combination of measurements in the tracker and in the
muon detectors [59], and electrons are reconstructed by combining the energy measurement in
the ECAL with the momentum measurement in the tracker [60, 61]. Both electrons and muons
are required to lie within the acceptance of the tracker, covering the region up to |η| = 2.4.
Electrons reconstructed in the transition region 1.4442 < |η| < 1.556 between the barrel and
the endcap calorimeters are discarded. Isolation requirements based on the energy deposited
in a cone of radius ∆R = 0.3 (0.4) around the track direction of the electron (muon), where
∆R =

√
∆η2 + ∆φ2, are defined as follows. The scalar pT-sum of all charged particles within

the cone and matched to the primary vertex is calculated and corrected for the neutral com-
ponent expected from pileup interactions. The latter is taken as the average transverse energy
deposited by neutral particles in the case of electrons, and half the transverse momentum car-
ried by charged particles originating from pileup vertices in the case of muons, evaluated on
an event-by-event basis. The isolation variable obtained in this way is divided by the lepton
pT to define a relative isolation discriminant Irel. In the SL channel, muons are required to pass
a tighter isolation requirement (Irel < 0.15) than in the DL channel (Irel < 0.25). The latter
criterion is also applied in the FH channel to veto events with isolated muons. For electrons,
isolation criteria are defined separately for the barrel and endcap regions, together with other
quality criteria based on the energy measurement in the ECAL and HCAL, compatibility be-
tween the tracker and ECAL momentum measurement, missing tracker hits, as well as criteria
to reject electrons from photon conversion. Tight identification requirements are imposed for
electrons in all analysis channels, corresponding to an efficiency of approximately 70%.

Hadronic jets are reconstructed by clustering PF candidates using the anti-kT algorithm [62, 63]
with a distance parameter of 0.4, omitting charged particles matched to pileup vertices. The jet
energy is corrected for the neutral-hadron contribution expected from pileup interactions [64].
Further energy corrections depending on the jet pT and η are applied, which are derived in
simulation such that the average measured energy of the jets becomes identical to that of the
particle level jets. Residual differences between the jet energy scale in data and in simulation
are measured using the momentum balance in dijet, γ + jets, Z + jets, and multijet events, and
appropriate corrections are made. The jet energy resolution amounts typically to 15–20% at
30 GeV, 10% at 100 GeV, and 5% at 1 TeV [65]. Jets overlapping with an electron or muon pass-
ing the criteria described above within a cone of ∆R = 0.4 are discarded. Further selection
criteria are applied to each jet to remove jets potentially dominated by instrumental effects or
reconstruction failures as well as jets arising from pileup interactions. Only jets within the
tracker acceptance of |η| < 2.4 and with pT > 30 GeV are considered in the analysis. In addi-
tion, jets with pT > 40 GeV and 2.4 < |η| < 4.7 (forward jets) are selected in the SL channel for
the event reconstruction under the hypothesis of tH production, which is characterised by the
presence of jets with large |η| values.

Jets arising from the hadronisation of b quarks (b jets) are identified using b tagging tech-
niques [66]. This analysis benefits from the DeepJet [67, 68] tagger, featuring an increase of the
b tagging efficiency by 5–10% with respect to the tagger used in the previous analyses [11–13]
for the same mistag rate. Jets are considered as b tagged if they fulfil a requirement on the Deep-
Jet score that corresponds to a b tagging efficiency of about 75–80% and 1.5–2% mistag rate for
light-flavour jets. Specifically for the estimation of the QCD background, a second requirement
on the DeepJet output is utilised, which corresponds to approximately 90% b tagging efficiency
at a 10% light-flavour mistagging rate, referred to as “loose” b tag.

The DeepJet discriminant value is further used in the analysis as one of the input variables
for the ANN discriminants as well as in a b tagging likelihood ratio (BLR) criterion that is de-
signed to discriminate between events compatible with the presence of four and two b jets. The
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likelihoods are computed under either the hypothesis that four jets or that two jets in the event
originate from b quarks, based on the expected b tagging discriminant probability densities
from simulation. The BLR is computed as the ratio of the four-b-jets likelihood relative to the
sum of the four- and the two-b-jets likelihoods.

The missing transverse momentum vector ~pmiss
T is computed as the negative vector sum of

the transverse momenta of all the PF candidates in an event, and its magnitude is denoted
as pmiss

T [69]. The ~pmiss
T is recomputed to account for corrections to the energy scale of the

reconstructed jets in the event.

6 Event selection
Events are divided into mutually exclusive categories according to the number of leptons, jets,
and b-tagged jets. The first step of the classification, referred to as baseline selection, defines the
events assigned to the DL, SL, and FH channels, and is summarised in Table 3 and described
in the following.

Table 3: Baseline selection criteria in the fully-hadronic (FH), single-lepton (SL), and dilepton
(DL) channels based on the observables defined in the text. Where the criteria differ per year
of data taking, they are quoted as three values, corresponding to 2016/2017/2018, respectively.

FH channel SL channel DL channel
Number of leptons 0 1 2
Sign and flavour of leptons — e±, µ± e+e−, µ±e∓, µ+µ−

Min. pT of leading electron (GeV) — 29/30/30 25
Min. pT of leading muon (GeV) — 26/29/26 25
Min. pT of additional leptons (GeV) — — 15
Max. pT of additional leptons (GeV) 15 15 —
Max. |η| of leptons 2.4 2.4 2.4
Min. m`` (GeV) — — 20
mee/µµ (GeV) — — < 76 or > 106

Min. number of jets 7 5 3
Min. pT of jets (GeV) 30 30 30
Min. pT of 6th jet (GeV) 40 — —
Max. |η| of jets 2.4 2.4 2.4
Min. number of b-tagged jets 2 4 3
mqq (GeV) > 30 and < 250 — —

Min. HT (GeV) 500 — —
Min. pmiss

T (GeV) — 20 40

Events with exactly two opposite-sign leptons (electron or muon) with pT of at least 25 GeV
(15 GeV) for the leading (sub-leading) lepton and at least three b-tagged jets are assigned to the
DL channel. The offline and online flavour content of the event must be consistent, meaning
for example that µµ events are required to be recorded by single or double-muon triggers. The
invariant mass of the selected lepton pair, m`` , is required to be larger than 20 GeV to suppress
events from heavy-flavour resonance decays and low-mass Drell–Yan processes. In order to
reject Z + jets events, same-flavour events with 76 GeV < m`` < 106 GeV are discarded.
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The baseline selection for the SL channel requires the presence of exactly one electron or muon,
consistent with the trigger that accepted the event. The lepton pT requirement is chosen based
on the trigger thresholds, and therefore depends on the data-taking year. Muons must have
pT >26 (29) GeV for data recorded in 2016 and 2018 (2017), while the pT thresholds for elec-
trons are 29 (30) GeV in 2016 (2017 and 2018). Furthermore, only events with at least five jets, of
which at least four are b tagged, are considered. To further suppress the background contribu-
tion, a minimum pmiss

T of 40 GeV and 20 GeV is required in the DL channels with same-flavour
leptons and in the SL channel, respectively, as neutrinos from leptonic W boson decays remain
undetected.

All remaining events with no leptons passing the selection criteria in the DL and SL channel
and with at least seven jets, of which at least two are b tagged, are assigned to the FH channel.
In order to match the online trigger selection, events with HT < 500 GeV or less than six jets
with pT > 40 GeV are discarded. The invariant mass mqq of the pair of non-b-tagged jets for
which mqq is closest to the nominal W boson mass is required to lie within 30 and 250 GeV. To
perform a data-driven estimation of the dominant QCD background in this channel, events are
further split into a signal region and several control and validations regions according to the
value of mqq , as described in Section 8.

Figure 2 shows the jet multiplicity distribution for the FH, SL, and DL channels after the base-
line selection and prior to the final fit to data. The expected signal and background contri-
butions are estimated using the simulations for the various processes introduced in Section 4.
Good agreement between data and simulation is observed in the SL and DL channels within
the uncertainties. In the FH channel, where the dominant background contribution stems from
QCD, a significant trend in data is observed towards higher jet multiplicity; the poor modelling
of the QCD background by the simulation is expected and the reason it is estimated directly
from data.

The further event categorisation within each channel and the strategy adopted to extract the
signal are described in Section 8. To maximise the analysis sensitivity, a likelihood ratio com-
paring the ttH, H → bb signal, and the tt + bb background hypotheses is computed based
on a matrix element method [70] and provided as input to the final ANN discriminants. Fur-
thermore, in the SL channel boosted decision trees (BDTs), referred to as reconstruction BDTs,
are used to assign the jets in an event to partons under the hypothesis of the event being ei-
ther a ttH, tHq, tHW, or tt event. The BDTs take as input the jet kinematic variables and are
trained separately for each hypothesis, such that the most probable jet assignment under the
given hypothesis yields the largest BDT output value. In case of the tHq and tHW hypotheses,
the forward jets are also taken into account in the event reconstruction as candidates for the
light-flavour quarks, which typically have large |η| values in tHq and tHW events. The pro-
cedure achieves reconstruction efficiencies of approximately 43%, 60%, 52%, and 66% for ttH,
tHq, tHW, or tt events, respectively. The output values of the reconstruction BDT as well as
several observables that are obtained based on the chosen jet assignments are among the input
variables to the ANN used for the signal extraction in this channel.

7 tt + jets background model
After the baseline selection, major background contributions arise from tt + jets production,
which constitute more than 95% of the total expected background events in the leptonic chan-
nels. Particularly critical among these are tt events with additional b jet production, since their
topology is identical to that of the ttH signal events, the cross section is approximately 10–20
times larger than that of the signal in the phase space considered, and the events are difficult
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Figure 2: Jet multiplicity distribution in the FH (upper left), SL (upper right), and DL (lower)
channels, after the baseline selection and prior to the fit to the data. Here, the QCD background
prediction is taken from simulation. The expected ttH signal contribution, scaled as indicated
in the legend for better visibility, is also overlayed (line). The uncertainty band represents the
total uncertainty. The last bins include overflow events.
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to model theoretically due to the multi-parton final state with two very different mass scales.
Several dedicated measurements [71–73] as well as the observations in previous versions of this
analysis [11] and the observations in the control regions studied in this analysis (see Section 8)
show that the tt + b jets contribution present in data is larger than predicted by the simulation,
by a factor of typically 1.2–1.4, depending on the MC event generator.

The tt + jets background is modelled using a combination of the tt and ttbb samples described
in Section 4. The simulated tt + jets events are separated into the following mutually exclusive
processes, based on the flavour of the additional jets at the particle level that do not originate
from the top quark decays and that fulfil the acceptance requirements of pT > 20 GeV and of
|η| < 2.4: ttB, comprising events with at least one additional jet generated within the accep-
tance that contains one or more b hadrons; ttC, for which events have at least one additional jet
containing c hadrons within the acceptance and no additional jets containing b hadrons; or else
tt + light flavour jets (ttLF), which corresponds to events that do not belong to any of the above
processes. Furthermore, out of the ttB events, the subset of events with exactly two additional
b hadrons that are close enough in direction to be inside a single jet is denoted as tt + 2b. This
separation is important because the processes are subject to different systematic uncertainties
arising from the modelling of collinear gluon splitting.

The ttB background events, which represent the most critical background component, are
taken from the ttbb sample. Here, the additional b jets are modelled by the ME calculation
and are subject, in particular, to the renormalisation and factorisation scale uncertainties. The
ttC and ttLF events, which do not include additional b jets within acceptance but can still pass
the event selection (e.g. due to mistagging), are taken from the tt sample. Prior to the fit to
data, the fractional contributions of the ttB, ttC, and ttLF events are chosen according to the tt
sample and the total yield of the tt + jets events is scaled to the NNLO+NNLL tt cross section
of 831.76 pb. The final yields of the ttB and ttC contributions are free parameters in the fit to
data, providing flexibility to adjust the predicted ttB yield to the one observed in data through
dedicated control regions. The impact of potential mismodellings of the ttB background on the
extracted signal was studied using pseudo experiments and found to be well covered by the
systematic uncertainties, as described in Section 9.

The modelling of the ttB background has been validated in data in various observables and
relevant phase space regions. For example, the predicted jet multiplicity distributions, shown
in Fig. 2 for the different analysis channels after the baseline selection and prior to the fit to data,
agree well with the ones observed in data, within the uncertainties. Differences observed in the
FH channel are attributed to mismodelling of the dominant QCD background contribution,
which is taken from simulation in this figure. Further example distributions are shown in
Figs. 3 and 4 for events in signal-enriched regions of high jet and b-tagged jet multiplicity: the
average ∆η and the minimum ∆R between any two b-tagged jets, which are sensitive to the
ttB modelling details; the MEM discriminant output, which is one of the most powerful single
variables used in the analysis to separate the ttH signal from the ttB background; and the pT
of the Higgs boson candidate identified using the aforementioned reconstruction BDT or as the
pair of b-tagged jets closest in ∆R, which is relevant specifically for the STXS measurement.
Prior to the fit to data, the shape of the data distribution is well described by the simulation.
Differences in the normalisation are attributed to the expected under-prediction of the ttB yield.
With the postfit background model obtained from the final fit to data described in Section 10,
the predicted distributions agree well with the ones observed in data. The effect of the fit on
these observables mostly changes the relative normalisation of each component, reduces the
corresponding uncertainties, and slightly modifies the shapes of the distributions within the
associated systematic uncertainties.
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Figure 3: Average ∆η between any two b-tagged jets (upper), MEM discriminant output (mid-
dle), and pT of the Higgs boson candidate identified with reconstruction BDT (lower) for events
passing the baseline selection requirements and additionally ≥ 6 jets in the SL channel prefit
(left) and with the postfit background model (right) obtained from the fit to data described
in Section 10. In the prefit case, the ttH signal contribution, scaled by a factor 25 for better
visibility, is also overlayed (line). Where applicable, the last bins include overflow events.
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Figure 4: Minimum ∆R between any two b-tagged jets (upper), MEM discriminant output
(middle), and pT of the Higgs boson candidate identified as pair of b-tagged jets closest in ∆R
(lower) for events passing the baseline selection requirements and additionally ≥ 4 jets in the
DL channel prefit (left) and with the postfit background model (right) obtained from the fit to
data described in Section 10. In the prefit case, the ttH signal contribution, scaled by a factor
50 for better visibility, is also overlayed (line). Where applicable, the last bins include overflow
events.
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8 Analysis strategy and classification
In each analysis channel, the selected events are divided into categories depending on the jet
and b-tagged jet multiplicity. In each category, dedicated ANNs are trained and optimised to
separate specific signal or background processes. The ANN output is used, in some cases, to
categorise further the events and to construct the final discriminating observables. The events
are categorised independently for the 2016, 2017, and 2018 data-taking periods, leading to an
additional factor of three in the number of categories.

The signal is extracted in a simultaneous binned profile likelihood fit of the expected signal
and background distributions of the discriminating observable or of the event yield, depend-
ing on the channel and category, to the data [74]. The fit is performed across all categories
and channels. The systematic uncertainties discussed later in Section 9 are taken into account
using nuisance parameters with appropriate constraints [74, 75], and are correlated among the
processes, categories, channels, and data-taking periods where appropriate. The different back-
ground composition in the categories helps to constrain the uncertainties and thus to increase
the overall sensitivity. The signal distributions include contributions from all SM Higgs boson
decays to take into account contamination by other decay channels than H → bb.

The categorisation of the signal events differs depending on the interpretation. As a first step,
the signal categories are optimised for the inclusive ttH and tH production rate measurements,
as well as for the coupling and CP measurement. For the STXS measurement, the ttH signal
categories in the different channels are split further into five subcategories (STXS categories)
that target different ranges of Higgs boson pT (with lower boundaries at 0, 60, 120, 200, and
300 GeV). Independent signal templates are constructed per particle-level Higgs boson pT bin
and fitted simultaneously. In each subcategory, the contributions from all pT bins are consid-
ered, thereby taking into account migration of events across bins due to reconstruction and
resolution effects.

The analysis strategy is illustrated in Fig. 5. It has been optimised separately in each channel,
as detailed below, based on the expected sensitivity to an SM signal evaluated with simulated
events and, in the case of the FH channel, data for the QCD background determination.

8.1 Fully-hadronic channel

In the FH channel, events are categorised depending on the jet and b-tagged jet multiplicity,
as well as mqq . Three categories, referred to as “signal regions” (SR), with (7 jets,≥ 4 b tags),
(8 jets,≥ 4 b tags), and (≥ 9 jets,≥ 4 b tags) are used for the signal extraction and enter the
final fit. The events in the SR are in addition required to fulfil 60 GeV < mqq < 100 GeV for
events with 7 or 8 jets, and 70 GeV < mqq < 92 GeV for events with ≥ 9 jets. Dedicated binary-
classification ANNs are trained in each SR as detailed below to separate the ttH signal from
the background, and the ANN classifier output distribution is used as the final discriminating
observable.

For each SR, two mutually exclusive control regions with looser b tagging requirements, re-
ferred to as “evaluation regions” (ER) and “training regions” (TR), are defined, which are used
to estimate the QCD background and to train the ANNs, respectively. Events in the ER (TR)
are required to contain at least four jets fulfilling the loose b tag requirement, out of which
exactly three (two) are also b-tagged. Otherwise, events in the ER and TR have to pass the
same selection criteria as events in the SR. For each SR, ER, and TR, further mutually exclusive
regions, referred to as “validation regions” (VR-SR, VR-ER, VR-TR), are defined by inverting
the criterion on mqq . The validation regions are signal depleted, with an expected ttH contri-
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Figure 5: Illustration of the analysis strategy for the inclusive ttH and tH signal-strength mod-
ifier and coupling and CP measurements (upper) and for the ttH STXS measurement (lower).
The procedure is applied separately for the three years of data taking.
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bution below 0.6%, and used to test the background estimation and ANN training procedures
described in the following. The categorisation scheme is summarised in Table 4.

Table 4: Categorisation scheme in the FH channel, applied independently in each jet-
multiplicity category. The mqq selection criteria refer to events with 7 or 8 (≥ 9) jets.

30 GeV < mqq < 60(72)GeV
60(72)GeV < mqq < 100(90)GeV or

100(90)GeV < mqq < 250 GeV
2 b tags training region (TR) validation region (VR-TR)
≥ 4 loose b tags QCD events for ANN training input variable validation

3 b tags evaluation region (ER) validation region (VR-ER)
≥ 4 loose b tags discriminant shape for QCD discriminant shape for QCD

≥ 4 b tags signal region (SR) validation region (VR-SR)
analysis region comparison of QCD shape with data

The dominant background contribution (approx. 72–80% of the events) in the SR originates
from QCD. It is determined from the data to avoid effects from inaccurate modelling and in-
sufficient number of events in the relevant phase space regions of the QCD simulation. The
procedure is as follows: the ANNs are trained using the events from the TR, which are esti-
mated to originate from QCD more than 80% of the time followed by ttLF events, as back-
ground together with simulated signal events. The shape of the discriminant distribution is
then determined from the events in the ER by evaluating the ANN output from these events,
and then subtracting the remaining contributions from other backgrounds (mainly tt + jets) us-
ing simulation. The yield is left as free parameter in the final fit, independently in each SR. As
initial value, the yield observed in data, after subtracting the other background contributions
as expected from the simulation, is used.

Since the kinematic properties of b-tagged and untagged jets differ in the TR, ER, and SR due to
the different heavy-flavour composition, event weights are applied to the events in the TR and
ER such that the kinematic properties of the loose b-tagged jets match those of b-tagged jets.
In the ER, a correction factor (TFloose) is computed for the leading loose b-tagged jet that is not
also b-tagged, as a function of the jet pT, η, and the minimum distance between the jet and the
first two b-tagged jets, and this factor is used as event weight. In the TR, the TFloose correction
factors are computed for the two leading loose b-tagged jets that are not also b tagged, and
their product is used as event weight. The TFloose correction is derived from the jets in events
passing the baseline selection, excluding the first two jets, ordered according to their b tagging
discriminant values. After the TFloose correction, the shape of the discriminant distribution
obtained in the ER is expected to represent well the shape of the QCD background in the SR.
This is verified in data by applying the same procedure to the events in the VR-ER and then
comparing the predicted shape to the one observed in the VR-SR. Additionally, the method is
validated using the events of the ER itself by further separating this region into two depending
on the b tagging discriminant value, and applying the procedure analogously.

In each SR, one single ANN, which is valid for all three data-taking periods, is constructed
as binary classifier to separate ttH events from QCD background events. Taking into account
explicit separation against tt + jets events was found to not improve the results further. The
ANN training is performed with simulated ttH events, where only Higgs boson decays to bb
are considered, and with the data events from the TR.

The ANNs utilise input variables related to the kinematic properties of individual objects and
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event shape information as well as the MEM discriminant output, listed in Table 5. The input
variable distributions are verified to agree between the SR, ER, and TR after application of the
TFloose correction using data in the VR and simulated ttH events. For example, variables that
are directly correlated with the b tagging discriminant value are discarded. The remaining
input variables have been further verified to model the data well based on a χ2 criterion.

For the STXS measurement, a Higgs boson candidate is reconstructed from that pair of jets,
out of the four jets with the highest b tagging discriminant value, whose invariant dijet mass is
most compatible with that of a 125 GeV Higgs boson, based on a χ2 criterion taking into account
the experimental resolution of the jet pT. Depending on the pT of the reconstructed Higgs boson
candidate, the SR events are categorised further and assigned to one of the five Higgs boson
pT ranges, resulting in 40–57% correct assignments for ttH events, as presented in Fig. 6. Thus,
there are in total 15 STXS categories in the FH channel for each of the three data-taking periods.
In each category, the ANN output distribution is used as final discriminant in the fit to extract
the STXS.

8.2 Single-lepton and dilepton channels

In the channels with leptons, events are separated based on the jet and b-tagged jet multiplicity.
In the SL channel, two categories with (≥ 6 jets,≥ 4 b tags) and (5 jets,≥ 4 b tags) are consid-
ered, and in the DL channel two categories with (≥ 4 jets,≥ 3 b tags) and (3 jets, 3 b tags).

In each of the two SL categories and in the (≥ 4 jets,≥ 3 b tags) DL category, events are further
categorised based on the output of multi-classification ANNs, which are designed to separate
between different signal and background processes. The values obtained in the output nodes of
the ANNs are normalised to unity using a “soft-max” function [78], and, as a result, the output
values O(i) can be interpreted as probabilities describing the likelihood of the event being of a
certain process i. Events are assigned to a category corresponding to the most probable process
according to this ANN multi-classification. In the SL channel, the three signal processes ttH,
tHq, and tHW, and the four tt + jets background processes ttLF, ttC, tt + 2b, as well as ttB
without tt + 2b are considered in the ANN multi-classification. The dedicated class for tt + 2b
events out of the ttB background is designed in order to constrain the uncertainty related to
collinear gluon splitting. In the DL channel, the ttH signal process and the three tt + jets
background processes ttLF, ttC, and ttB are considered in the ANN multi-classification. No
dedicated class for tt + 2b events is included in the DL channel, motivated by the reduced
statistical precision due to the lower tt + jets event rate in this channel.

The output values of the ANNs are subsequently used to compute the final discriminant ob-
servables. In the SL channel, for events in the ttH and tt + b(b) process categories, a likelihood
ratio discriminant is computed from the ANN output values O as

RSL =
O(ttH)

O(ttH) + O(tt + b(b)) + O(tt + 2b)
,

and used as the discriminating observable. This allows exploiting more information from the
ANN multi-classification: for example, for an event that is categorised as ttH, not only the out-
put value of the ttH node is used but also the output values of the tt + b(b) and tt + 2b nodes,
which provides further information about the likelihood of the categorisation. In the tHq and
tHW process categories, the O(tHq) and O(tHW) distributions are used as the final discrim-
inating observables, respectively. The main purpose of the remaining process categories ttLF,
ttC, and tt + 2b is to constrain the normalisation of the corresponding background processes;
therefore, in these categories only the event yield is considered instead of the full distribution.
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Table 5: Observables used as input variables to the ANN per channel. Observables marked
with a † are constructed using information from the BDT-based event reconstruction.
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MEM matrix element method discriminant X X X X X X

BLR b tagging likelihood ratio discriminant X

ln
(

BLR
1−BLR

)
transformed b tagging likelihood ratio discriminant X X

pT(j
2) pT of second leading jet, ranked in pT X

pT(j
3) pT of third leading jet, ranked in pT X

pT(j
7) pT of seventh leading jet, ranked in pT X

pT(b
i) pT of ith, i =1–4, leading b-tagged jet, ranked in pT X

η(ji) η of ith, i =1–2, leading jet, ranked in b tagging discriminant value X X X

〈db (j)〉 average b tagging discriminant value of all jets X X

〈db (b)〉 average b tagging discriminant value of all b-tagged jets X X

d3
b (j) third highest b tagging discriminant value of all jets X X

Var(db (j)) variance of b tagging discriminant values of all jets X X

〈∆R(bb)〉 average of ∆R between two b-tagged jets X

〈∆R(jj)〉 average of ∆R between two jets X X

min ∆R(jj) minimum of ∆R between two jets X X X

max ∆R(jj) maximum of ∆R between two jets X X X

〈∆η(bb)〉 average of ∆η between two b-tagged jets X X

〈∆η(jj)〉 average of ∆η between two jets X X X X X

〈m(b)〉 average invariant mass of all b-tagged jets X X

〈m(j)〉 average invariant mass of all jets X X

m(bbmin ∆R) invariant mass of pair of b-tagged jets closest in ∆R X X X

m(jbmin ∆R) invariant mass of pair of jet and b-tagged jet closest in ∆R X

m(jj125 GeV) invariant mass of pair of jets with mass closest to 125 GeV X

m(bbmax m) maximum invariant mass of pairs of b-tagged jets X X X X

m(jbbmax pT
) invariant mass of jet and pair of b-tagged jets with highest pT X

〈pT(j)〉 average pT of all jets X X

〈pT(b)〉 average pT of all b-tagged jets X X

pT(bbmin ∆R) pT of pair of b-tagged jets closest in ∆R X X X X

pT(jjmin ∆R) pT of pair of jets closest in ∆R X

pT(jbmin ∆R) pT of pair of jet and b-tagged jet closest in ∆R X

HT(j) scalar sum of pT of all jets X X X

HT(b) scalar sum of pT of all b-tagged jets X X X

N(j) number of jets X

N(bloose) number of jets with loose b tag X

db (b
tHW
top )† b tagging discriminant value of b jet from t quark decay from tHW

reconstruction
X X

|η(qtHq )|† |η| of light-quark jet from tHq reconstruction X X

m(ttt H
lep )† inv. mass of leptonically decaying t quark from ttH reconstruction X X

BDTi† reconstruction BDT output for tHq, ttH, tt hypotheses X X

A, S event aplanarity and sphericity [76] X X X

HFW
i ith, i =0–5, Fox–Wolfram moment [77] X X X

HFW
i /HFW

0 ratio of Fox–Wolfram moments, i =1–4 X X X
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Figure 6: Categorisation efficiency of the ttH signal events in the STXS analysis in the different
categories of the FH channel (upper row, middle row left), the SL channel (middle row right,
lower row left), and the DL channel (lower row right).
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Similarly, in the DL channel, a likelihood ratio discriminant is computed from the events in the
ttH and ttB process categories as

RDL =
O(ttH)

O(ttH) + O(ttB)
,

and used as the discriminating observable, while for the ttLF and ttC process categories, the
event yield is used.

In the DL (3 jets, 3 b tags) category, a binary-classification ANN is designed to separate the ttH
signal from the inclusive tt + jets background, and the ANN classifier output distribution is
used as final discriminating observable.

In total, this leads to 12 categories in the SL channel and four categories in the DL channel per
data-taking period, see Fig. 5.

As for the FH channel, the ANNs utilise input variables related to the kinematic properties of
individual objects, the event shape, the MEM discriminant outputs, as well as the jet b tagging
and the BLR discriminants, as listed in Table 5. In the SL channel, variables constructed using
information from the BDT-based event reconstruction are also used (marked with a † in Table 5).
The input variables and their correlations were verified to describe the data well, based on a
goodness-of-fit test that takes into account the full uncertainty model, i.e. including statistical
and systematic uncertainties, using the “saturated model” method [79]. For each variable and
each pair of variables under scrutiny, the one and two dimensional distributions, respectively,
were fitted to the data in the analysis categories, confirming they are well modelled.

The ANN are trained using simulated ttH, tH, and tt + jets events. Only events with Higgs
boson decays to bb are considered, and the tt system is required to have one or two leptons in
the final state for the SL and the DL channels, respectively. For the tH events, only those with
leptonic decays of the top quark are considered. The achieved classification accuracy ranges
from 35–65% for ttH events to 40–70% for tH events, as well as 30–40% and 60–70% for ttB and
ttLF events, respectively, depending on the channel.

For the STXS measurement, the most signal-like events are categorised further, targeting the
five regions in Higgs boson pT. Specifically, these are the events in the ttH and tt + b(b) pro-
cess categories of the SL (≥ 6 jets,≥ 4 b tags) and (5 jets,≥ 4 b tags) categories and the ttH
and ttB process categories of the DL (≥ 4 jets,≥ 3 b tags) category. The STXS categorisation
is performed by additional multi-classification ANNs designed to classify ttH events by the
Higgs boson pT. Each event is assigned to the Higgs boson pT bin with the highest probability
according to the ANN multi-classification; the ANN output value in that node, multiplied by
the observable value of the inclusive ttH measurement, i.e. the likelihood ratio value, is used as
final discriminating observable. This approach was found to achieve superior sensitivity com-
pared to other classification approaches studied. Thus, in total, there are ten STXS categories in
the SL channel, corresponding to the five Higgs boson pT ranges in each of the jet multiplicity
categories, and five STXS categories in the DL channel. The categorisation of all other events
remains the same as for the inclusive ttH measurement, with the exception of the events in the
DL (3 jets, 3 b tags) category, which are not used since they do not contribute to improve the
sensitivity in the STXS analysis.

A dedicated ANN is trained in each of the (≥ 6 jets,≥ 4 b tags) and (5 jets,≥ 4 b tags) cate-
gories of the SL channel and in the (≥ 4 jets,≥ 3 b tags) category of the DL channel, using the
input variables listed in Table 5. For the training, only simulated ttH events are used, and from
these only those where both b quarks are within the experimental acceptance defined by the
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event selection described in Section 6. The achieved categorisation efficiency is presented in
Fig. 6 and was found to be superior compared to a categorisation based on a kinematic recon-
struction of the Higgs boson pT.

An alternative approach that targets the STXS bins in which the Higgs boson is produced at
pT > 300 GeV is also studied using techniques developed to address the boosted topology. In
addition to the minimal selection requirements for jets, leptons, and pmiss

T reported in Table 3,
events must contain a high pT large-cone-size jet with a radius parameter of 0.8, identified as
a boosted H → bb candidate through the DeepDoubleB algorithm [66, 80]. In this boosted
category, the sum of all the SM background components is estimated directly from data by
fitting a Bernstein polynomial to the softdrop mass distribution of the Higgs boson candidate
jet. This method has not been included in the reported analysis due to the very small statistical
sensitivity given by the limited number of events expected with the Run 2 luminosity, however
its data-driven nature has potential to make it competitive on a longer timescale.

8.3 Neural network architecture and training

All ANNs are implemented in Keras [81] as feedforward neural networks. The architecture
consists of three or four hidden layers with between 100 to 2048 nodes, depending on the
channel and category. The hyperparameters have been optimised using a “Tree Parzen Esti-
mator” [82, 83], which uses information from past trials when testing the next set of hyper-
parameters. The cost function that is minimised during the training is the “categorical cross
entropy” in case of multi-classification ANNs, and the “squared hinge” function or the “binary
cross entropy” in case of binary-classification ANNs. Potential overtraining is minimised us-
ing dropout and L2 regularisation or dropout and simultaneously L1 and L2 regularisation,
depending on the channel. The training is terminated once the performance does not improve
significantly after a full pass over the training data (“epoch”).

In each category, one single ANN is trained that is valid for all three data-taking periods. Sim-
ulated data and, in case of the FH channel, data of all three periods, weighted to reflect the
different integrated luminosities, are used in the training, thereby reducing statistical fluctua-
tions. When evaluating the ANNs to obtain the final discriminant distributions in simulation
and data, however, separate distributions are constructed per data-taking period in order to al-
low constraining uncertainties that are uncorrelated between the periods. It has been validated
that the sensitivity of the analysis does not degrade compared to the case of training ANNs
separately for each data-taking period or when using information about the year of data taking
as an input feature to the ANN.

Depending on the category, between 0.5 and 1.5 million events are used for the training, with at
least 16 000 events for the ttB class in all cases. The events are further split into three indepen-
dent subsamples used for the actual training (60%), for the optimisation of the hyperparameters
(20%), and for validating the performance of the ANNs (20%). Additional weights are applied
such that the effective number of events per class is the same in order to avoid that the ANN
classification decision is biased by the relative frequency of the different processes or, in case of
the STXS classification, the Higgs boson pT bins. These events are used exclusively for training,
optimisation, and validation, and another statistically independent set of events is used for the
final analysis of the data to avoid biases due to potential overtraining.
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9 Systematic uncertainties
Several sources of systematic uncertainties are considered in the analysis. The uncertainties
are taken into account via nuisance parameters in the final profile-likelihood fit described in
Section 10 and alter either the rate or both the rate and the discriminant shape of the signal or
background processes. The effects from the same source are treated as fully correlated among
the different categories. In general, and unless stated otherwise hereafter, theoretical uncertain-
ties are treated as fully correlated among the different data-taking periods, while experimental
uncertainties are treated as uncorrelated for the data recorded in 2016, 2017, and 2018. The
latter is justified since the experimental uncertainties are mainly of statistical origin related to
the limited size of the data and simulation samples used in auxiliary measurements, which are
independent between the data-taking periods.

The theoretical uncertainties of the cross sections used to predict the rates of various processes,
which arise primarily from the factorisation and renormalisation scale choices and the PDFs,
are propagated to the yield estimates. The cross section uncertainties are each separated into
their scale (renorm./fact. scales) and PDF components, and are correlated where appropriate
among processes. In addition, the normalisation of the ttB and ttC background processes is
left unconstrained in the final fit. To take into account additional uncertainties in the modelling
of collinear gluon splitting, an additional 100% log-normal constrained rate uncertainty is as-
signed to the tt + 2b component relative to the normalisation of the overall ttB process. Since
the shapes of the relevant distributions are different for the tt + 2b component and the overall
ttB background, this leads effectively to a rate and shape variation of the ttB distributions.

Uncertainties arising from missing higher-order terms in the POWHEG ttbb and tt simulations
at ME level are evaluated by independent variations of the renormalisation and factorisation
scales by factors of two up and down with respect to the nominal values, and two independent
nuisance parameters are assigned in the fit (µR/µF scale). In addition, the uncertainties are
treated as independent among the signal, the ttB, and the other tt processes. The uncertainty
arising from the PDF set is determined from the PDF variations provided with the NNPDF
set [84], correlating processes for which the same FS and order in αS are used in the PDF set.
The corresponding uncertainty in the PYTHIA PS is determined by varying the parameters con-
trolling the amount of initial- and final-state radiation independently by factors of two up and
down [85] (PS scale ISR/FSR), separately for signal, ttB, and other tt . These variations are ap-
plied using event weights obtained directly from the generators. Uncertainties related to the
ME-PS matching scheme and the underlying event tune are evaluated by comparing the refer-
ence ttbb and tt simulation with samples with varied parton-shower matching scale (hdamp
parameter) and varied tune parameters, respectively. The event count in these additional sam-
ples was small and induced changes to the discriminant distributions comparable in size to the
statistical fluctuations of the additional samples and compatible with a pure rate variation. For
this reason, the uncertainties were estimated as the changes in the rates of the different tt + jets
subprocesses independently for each category. The derived rate variations amount typically
to 5–10% and the uncertainties are treated as uncorrelated among the tt + jets subprocesses.
This approach was verified with an independent estimation of the variations obtained from
the same additional samples and applying the same analysis selection, except for using events
with fewer b-tagged jets, thus reducing the statistical fluctuations. The effect of the selection
with fewer b-tagged jets is accounted for via event weights that act as transfer factors, that de-
pend on the pT, η, and flavour of the jets in the event and encode the probability to observe jets
originating from b quarks among the non-b-tagged jets. The impact of the mismodelling of the
top quark pT spectrum in the tt simulation [86] was found to be negligible.
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The robustness of the background model against potential mismodelling of the ttB component
has been confirmed using pseudo experiments. A large number of pseudo experiments were
sampled from alternative ttB predictions, including the POWHEG tt sample and a ttB com-
ponent scaled by a factor of 1.2, and fitted using the nominal background model, taking into
account the systematic uncertainties. The fits were also performed including only the theoret-
ical tt + jets modelling uncertainties. In all cases, the average fitted signal strength deviated
from the injected value by at most 6%, which is well within the systematic uncertainty of the
measurement, and the average fitted ttB normalisation corresponded to the applied scale of
the ttB background.

For the STXS measurement, the tt + jets background uncertainty model is extended to provide
further flexibility towards potential effects that depend on the reconstructed Higgs boson pT.
The ttB normalisation parameter, as well as the nuisance parameters associated with the un-
certainties due to the modelling of collinear gluon splitting, the ISR and FSR PS scale, and the
ME-PS matching scheme are partially decorrelated between each of the five STXS categories
and the other categories.

Furthermore, the inclusive ttH signal cross section uncertainties (renorm./fact. scales and PDF)
are omitted for the STXS measurement. Instead, two additional sources are considered to es-
timate the uncertainty in the description of migration and acceptance effects of signal events
between the STXS bins, derived from factorisation and normalisation scale variations. The mi-
gration uncertainties are evaluated following an adaption of the method proposed in chapter
IV.6 of Ref. [87] by studying the effect of all combinations of factorisation and normalisation
scale variations across each pT(H) boundary on the total cross section above this boundary.
The largest effect is taken as the absolute uncertainty, which is propagated by increasing the
process normalisation in the STXS bins above the pT(H) boundary, and decreasing the pro-
cess normalisation in the bin directly below the boundary. In addition, the uncertainties in
the bins above pT(H) = 120 GeV were multiplied by a tuning factor of 0.7 to ensure that they
do not differ too much from the overall cross section uncertainty. The migration uncertainties
are implemented as rate uncertainties per STXS bin and amount to 5–10%. Acceptance effects
within each STXS bin are taken into account by varying the renormalisation and factorisation
scales, taking into account a normalisation factor to ensure that the variations do not change
the overall ttH cross section. The resulting shape variation is typically 1–3% and as large as
up to 7% depending on the classifier bin. In addition, for the simulated ttH signal events, the
renormalisation and factorisation scale variations (µR/µF scale) are performed simultaneously,
and, as well as the parton-shower uncertainties (PS scale ISR/FSR), are treated as decorrelated
for events with Higgs boson pT below and above 300 GeV.

The integrated luminosities for the 2016, 2017, and 2018 data-taking years have 1.2–2.5% in-
dividual uncertainties [18–20], which are partially correlated to account for common sources
of uncertainty in the luminosity measurement. They amount to an overall uncertainty of 1.6%
for the 2016–2018 period. The trigger efficiency uncertainty in the FH channel is determined
from the bin-by-bin uncertainties in the ratio of efficiency in data relative to simulation, and
are 1–2% on average, with some being as large as 9%. The efficiencies of the single-electron
and dilepton triggers are measured in data using reference triggers based on single-muon and
pmiss

T requirements, respectively, that are uncorrelated with those used in the analysis; the un-
certainties range up to 8%, dominated by statistical fluctuations in the data samples used in
the auxiliary measurement. The electron and muon identification efficiency uncertainties are
estimated by comparing variations in measured efficiency between data and simulation using
a high-purity sample of Z boson decays. These uncertainties are found to be small, typically
at the 1% level. The uncertainty of the L1 trigger prefiring correction is determined from the
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uncertainty in the prefiring probability estimate and amounts to approximately 0.5%.

Effects of the uncertainty in the distribution of the number of pileup interactions are evaluated
by varying the total inelastic cross section used to predict the number of pileup interactions in
the simulated events by ±4.6% from its nominal value.

The uncertainty related to the jet energy scale (resolution) is determined by varying the energy
scale (resolution) correction of all jets in the signal and background predictions by one stan-
dard deviation. The jet energy scale uncertainty is divided into 11 independent sources, which
include uncertainties owing to the extrapolation between samples of different jet-flavour com-
position and the presence of pileup collisions in the derivation of the corrections, and which are
treated as fully uncorrelated in the fit. While most of the sources are dominated by statistical
fluctuations in auxiliary measurements and are treated as uncorrelated among the data-taking
periods, some sources are related to theoretical predictions in the MC simulation used e.g. to
extrapolate between samples of different jet-flavour composition, and are thus treated as cor-
related among the data-taking periods.

The b tagging scale factors receive uncertainties due to the contamination of background pro-
cesses in the data samples used in the scale-factor measurements, the jet energy scale uncer-
tainty, which is correlated with the overall jet energy scale uncertainty, and the statistical uncer-
tainty in the scale factor evaluation. The impact of the statistical uncertainty is parameterised
as the sum of two contributions: one term with linear dependence on the b tagging discrim-
inant value, allowing an overall tilt of the discriminant distribution, and another term with
quadratic dependence, allowing an overall shift of the discriminant distribution. Each source
of b tagging uncertainty is considered separately per jet flavour. The uncertainty related to the
background contamination is treated as correlated among the data-taking periods of 2017 and
2018, and as uncorrelated with 2016 to allow for effects due to the upgraded pixel detector [88].
The statistical component is treated as uncorrelated among the data-taking periods.

Many uncertainties that are related to the MC simulation of the QCD background in the FH
channel are avoided by estimating this contribution from data. Small uncertainties remain
in the TFloose correction applied to the loose b-tagged jets, which is estimated by applying
an additional η-dependent correction to TFloose to account for small effects of missing higher-
order iterations in the correction procedure, and in the total normalisation in each category is
left unconstrained in the final fit.

The impact of statistical fluctuations in the signal and background prediction due to the limited
number of simulated events is accounted for using the Barlow–Beeston approach [89].

The described sources of uncertainty are summarised in Table 6 and their impact on the final
result is discussed in Section 10.

10 Statistical analysis and results
The production rates of the ttH and tH signal processes are determined in a simultaneous
binned profile likelihood fit to the final discriminant distributions in all channels, categories,
and data-taking periods. The rates of the ttB, ttC, as well as the QCD background, are sepa-
rately left unconstrained in the fit. Several signal interpretations are performed and described
below.
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Table 6: Systematic uncertainties considered in the analysis. “Type” refers to rate (R) or rate
and shape (S) altering uncertainties. “Correlation” indicates whether the uncertainty is treated
as correlated, partially correlated (as detailed in the text), or uncorrelated across the years 2016–
18. Uncertainties for tt + jets events marked with a † are treated as partially correlated between
each of the STXS categories and the other categories in the STXS analysis.

Source Type Correlation Remarks
Renorm./fact. scales R correlated Scale uncertainty of (N)NLO prediction, indepen-

dent for ttH, tHq, tHW, tt , t, V+jets, VV
PDF+αS (gg) R correlated PDF uncertainty for gg initiated processes, inde-

pendent for ttH, tHq, tHW, and others
PDF+αS (qq) R correlated PDF uncertainty of qq initiated processes

(ttW,W,Z) except tHq
PDF+αS (qg) R correlated PDF uncertainty of qg initiated processes (single

t) except tHW

Collinear gluon splitting† S correlated Additional 100% rate uncertainty on tt + 2b com-
ponent of ttB background

µR scale S correlated Renormalisation scale uncertainty of the ME gen-
erator, independent for ttH, tHq, tHW, ttB (ttbb
sample), other tt (tt sample)

µF scale S correlated Factorisation scale uncertainty of the ME gener-
ator, independent for ttH, tHq, tHW, ttB (ttbb
sample), other tt (tt sample)

PDF shape S correlated From NNPDF variations, independent for tHq,
tHW, ttB (ttbb sample), other tt (tt sample) and
ttH

PS scale ISR† S correlated Initial state radiation uncertainty of the PS
(PYTHIA), independent for ttH, ttB (ttbb sam-
ple), other tt (tt sample)

PS scale FSR† S correlated Final state radiation uncertainty of the PS
(PYTHIA), independent for ttH, ttB (ttbb sam-
ple), other tt (tt sample)

ME-PS matching (tt )† R correlated NLO ME-PS matching (for tt + jets events), inde-
pendent for ttB, ttC, ttLF

Underlying event (tt ) R correlated Underlying event (for all tt + jets events)

STXS migration R correlated Signal, only in STXS measurement
STXS acceptance S correlated Signal, only in STXS measurement

Integrated luminosity R partially Signal and all backgrounds
Lepton ID/Iso (2 sources) S uncorrelated Signal and all backgrounds
Trigger efficiency (4 sources) S uncorrelated Signal and all backgrounds
L1 prefiring correction S uncorrelated Signal and all backgrounds
Pileup S correlated Signal and all backgrounds

Jet energy scale (11 sources) S partially Signal, tt + jets and single t
Jet energy resolution S uncorrelated Signal, tt + jets and single t

b tag bkg. contam. (2 sources) S partially Signal and all backgrounds
b tag bkg. contam. stat. (4 sources) S uncorrelated Signal and all backgrounds
b tag charm (2 sources) S partially Signal and all backgrounds

TFloose correction S uncorrelated QCD background estimate

Size of the MC samples S uncorrelated Statistical uncertainty of signal and background
prediction due to limited sample size
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10.1 ttH production rate

First, the ttH production rate is measured. For this interpretation, the tH contribution is as-
sumed to conform to the SM expectation and is treated as background.

The observed yields in each bin of the final discriminant distributions in all channels and cat-
egories entering the fit are shown in Fig. 7, together with the fitted signal and background
yields. The best-fit values of the inclusive ttH production rate relative to the SM expectation,
denoted as the signal strength modifier µttH , are listed in Table 7 and shown in Fig. 8. Re-
sults are shown for the combination of all channels and years, and for each channel and year
alone when correlating the uncertainties. In the combination of all channels and years, a value
of µttH = 0.33± 0.26 = 0.33 +0.17

−0.16 (stat) +0.20
−0.21 (syst) is obtained, with an expected uncertainty of

±0.17 (stat) +0.23
−0.19 (syst). The observed signal has a significance compared to the background-

only hypothesis corresponding to 1.3 SD, with an expectation of 4.1 SD. The goodness-of-fit is
quantified using a p value that takes into account the postfit uncertainty model and amounts
to p = 0.88, indicating good description of the data by the fit model.

Table 7: Best-fit results of the ttH signal-strength modifier µttH in each channel and in their
combination. Uncertainties are correlated between the channels.

µ̂ ± tot (±stat ± syst)

FH +0.84+0.49
−0.46

(
+0.24
−0.24

+0.42
−0.39

)
SL +0.46+0.33

−0.33

(
+0.21
−0.21

+0.25
−0.26

)
DL −0.23+0.41

−0.42

(
+0.31
−0.31

+0.26
−0.29

)
Combined +0.33+0.26

−0.26

(
+0.17
−0.16

+0.20
−0.21

)
The postfit values and uncertainties of the ttB and ttC background normalisation parameters
obtained in the combined fit of all channels are 1.19 +0.13

−0.12 and 1.07 +0.20
−0.19, respectively. These

values are consistent with the results of dedicated inclusive ttbb and ttcc cross section mea-
surements in similar phase space regions, which are at the level of 6–20% relative precision
depending on the exact phase space and the size of the analysed dataset [71–73, 90], and reflect
the known underprediction of the ttbb cross section by the simulation. The anticorrelation
between the ttH signal strength and the ttB background normalisation is visible in Fig. 9.

The best fit values and the impacts of the 20 nuisance parameters ranked highest in impact
are presented in Fig. 10. The impact of each nuisance parameter is evaluated as the difference
of the nominal best fit value of µ and the best fit value obtained when fixing the nuisance
parameter under scrutiny to its best fit value plus/minus its postfit uncertainty. The nuisance
parameters with the highest impact are related to the ttB background modelling, followed by
the QCD background normalisation and, to a lesser extent, the jet energy scale, the uncertainty
in the signal cross section (σttH), and the statistical uncertainty in the signal and background
prediction due to the limited number of simulated events (MC stat.).

The best fit values of the nuisance parameters are within 1 SD of the prior uncertainty for more
than 93% of the total number of nuisance parameters. As expected, significant shifts from the
nominal value are observed for nuisance parameters related to the ttB background modelling,
such as the ttB normalisation, the gluon-splitting uncertainty, and the PS modelling, since the
a-priori knowledge does not reflect the data distributions. Consequently, the fit constrains
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Figure 7: Observed (points) and postfit expected (filled histograms) yields in each discriminant
(category yield, ANN score, or ratio of ANN scores) bin for the 2016 (upper), 2017 (middle),
and 2018 (lower) data-taking periods. The uncertainty bands include the total uncertainty of
the fit model. The lower pads show the ratio of the data to the background (points) and of the
postfit expected signal+background to the background-only contribution (line).
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Figure 8: Best-fit results of the ttH signal-strength modifier µttH in each channel (upper three
rows), in each year (middle three rows), and in the combination of all channels and years (lower
row). Uncertainties are correlated between the channels and years.
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Figure 9: Observed likelihood-ratio test statistic (blue shading) as a function of the ttH signal-
strength modifier µttH and the ttB background normalisation, together with the observed
(blue) and SM expected (black) best-fit points (cross and diamond markers) as well as the 68%
(solid lines) and 95% (dashed lines) CL regions. The ttC background normalisation and all
other nuisance parameters are profiled such that the likelihood attains its minimum at each
point in the plane.
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these nuisance parameters relative to their prior values. Several other nuisance parameters, in
particular those related to jet energy scale and b tagging uncertainties, are constrained. This is
attributed to the fact that events are selected according to different, large multiplicities of jets
and b-tagged jets, thus increasing the sensitivity of the analysis to changes of the jet energy scale
and b tagging efficiency, for example by their effect on the event yield per analysis category,
and that in several cases conservatively large prior uncertainties have been deliberately chosen.
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Figure 10: Postfit values of the nuisance parameters (black markers), shown as the difference of
their best-fit values, θ̂, and prefit values, θ0, relative to the prefit uncertainties ∆θ. The impact
∆µ̂ of the nuisance parameters on the signal strength µttH is computed as the difference of the
nominal best fit value of µ and the best fit value obtained when fixing the nuisance parameter
under scrutiny to its best fit value θ̂ plus/minus its postfit uncertainty (coloured areas). The
nuisance parameters are ordered by their impact, and only the 20 highest ranked parameters
are shown.

The contributions of the statistical and various groups of systematic uncertainties to the uncer-
tainty in µttH are listed in Table 8. The statistical uncertainty is evaluated by fixing all nuisance
parameters to their postfit values and repeating the fit. The contribution by a group of system-
atic uncertainties is evaluated by repeating the fit fixing only the nuisance parameters related
to the uncertainty under scrutiny to their postfit values, and subtracting the uncertainty ob-
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tained in quadrature from the total uncertainty of the fit in which no parameters are fixed. The
total uncertainty of the full fit on the signal strength (±0.26) is different from the quadratic sum
of the listed contributions because of correlations between the nuisance parameters. The sta-
tistical uncertainty also includes components from the background normalisations. The total
contribution from the systematic uncertainties (+0.20/− 0.21) is larger than from the statistical
uncertainties (+0.17/− 0.16), which include the uncertainties due to the freely-floating back-
ground normalisations, albeit at a similar level. The theoretical uncertainties amount to ±0.16
and are dominated by the uncertainties of the tt + jets background modelling. Experimental
uncertainties amount to ±0.10, dominated by the jet energy scale and resolution as well as b
tagging related uncertainties. Systematic uncertainties due to the size of the various simulated
samples used to model the background and signal templates are at the same order and amount
to +0.13/− 0.12.

Table 8: Contributions of different sources of uncertainty to the result for the fit to the data
(observed) and to the expectation from simulation (expected). The quoted uncertainties ∆µttH
in µttH are obtained by fixing the listed sources of uncertainties to their postfit values in the fit
and subtracting the obtained result in quadrature from the result of the full fit. The statistical
uncertainty is evaluated by fixing all nuisance parameters to their postfit values and repeating
the fit. The quadratic sum of the contributions is different from the total uncertainty because of
correlations between the nuisance parameters.

Uncertainty source ∆µttH (observed) ∆µttH (expected)

Total experimental +0.10/− 0.10 +0.11/− 0.10

jet energy scale and resolution +0.08/− 0.07 +0.09/− 0.09

b tagging +0.07/− 0.06 +0.06/− 0.02

luminosity +0.02/− 0.02 +0.01/− 0.01

Total theory +0.16/− 0.16 +0.18/− 0.14

tt + jets background +0.15/− 0.16 +0.12/− 0.11

signal modelling +0.06/− 0.01 +0.13/− 0.06

Size of the simulated event samples +0.13/− 0.12 +0.10/− 0.10

Total systematic +0.20/− 0.21 +0.23/− 0.19

Statistical +0.17/− 0.16 +0.17/− 0.17

background normalisation +0.13/− 0.13 +0.13/− 0.13

ttB and ttC normalisation +0.12/− 0.12 +0.12/− 0.12

QCD normalisation +0.01/− 0.01 +0.01/− 0.01

Total +0.26/− 0.26 +0.28/− 0.25

The single-channel best-fit results for µttH are compatible with the combined result at a level
corresponding to a p value of 0.28 (1.1 SD), and the p-value compatibility of the combined
result with the SM expectation of µttH = 1 is 0.02 (2.4 SD). The result obtained in the combi-
nation of the leptonic channels with the 2016 data only is compatible to the central value of the
earlier result in Ref. [11] obtained from a similar dataset at a p value of 0.41 (0.8 SD). For the p
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value computation, the postfit uncertainty model was taken into account in each case.

The observed yields in each bin of the final discriminant distributions of the STXS measurement
in the signal regions of the SL and DL channels are shown in Fig. 11, together with the fitted
signal and background yields. The results of the STXS measurement are presented in Table 9,
which lists the best-fit ttH signal-strength modifier per region of Higgs boson pT, obtained in
the combination of all channels and years. The best-fit values and their correlations are also
shown in Fig. 12. The goodness-of-fit p value is 0.89, indicating good description of the data
by the fit model. The highest expected sensitivity is reached in the medium-pT range between
120 GeV and 300 GeV.

Table 9: Best-fit results of the ttH signal-strength modifier µttH in the different bins of Higgs
boson pT of the STXS measurement.

pT(H) µ̂ ± tot (±stat ± syst)

0–60 GeV 0.2+1.9
−1.8

(
+1.2
−1.2

+1.4
−1.3

)
60–120 GeV 0.1+1.4

−1.4

(
+1.0
−1.0

+0.91
−0.96

)
120–200 GeV 1.14+0.95

−0.86

(
+0.69
−0.69

+0.65
−0.52

)
200–300 GeV 0.19+0.89

−0.90

(
+0.65
−0.65

+0.60
−0.62

)
> 300 GeV −1.2+1.0

−1.1

(
+0.80
−0.78

+0.61
−0.71

)
The measured best-fit values are compatible with the central result of the inclusive ttH pro-
duction rate measurement, corresponding to an overall p value of 0.67 (0.4 SD). This p value
takes into account correctly the correlations between the pT bins shown in Fig. 12 and is thus
different from the value obtained using a simple weighted average of the results quoted in Ta-
ble 9. As an additional compatibility test, a combined fit of the STXS signal templates with a
single parameter of interest was performed, resulting in a best-fit value that agrees within 3%
to that of the inclusive result with uncertainties that are larger by 20%, which is expected due
to the differences in the uncertainty model.

The compatibility with the SM expectation has a p value of 0.21 (1.3 SD). No significant trend in
pT compared to the SM expectation is observed. The largest deviation from the SM expectation
is observed for pT > 300 GeV with a local significance of approximately 2 SD.

10.2 tH production rate

Second, the tH signal process is targeted. An upper limit at 95% CL on the tH production rate
relative to the SM expectation, denoted as the signal strength modifier µtH of 14.6 is observed,
with an expectation of 19.3+9.2

−6.0. Here, the ttH contribution is assumed to conform to the SM
expectation (µttH = 1) and is treated as background. The obtained limits per channel and year
and in their combination are shown in Fig. 13.

Furthermore, a simultaneous fit of the ttH and tH signal strength modifiers is performed. The
observed and expected values of the likelihood-ratio test statistic are shown in Fig. 14, with
best-fit values of (µttH , µtH) of (0.35,−3.83). The correlation between the ttH and tH signal
strength modifiers is of moderate size, which demonstrates the discrimination between the
two signal processes achieved in this analysis.
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Figure 11: Observed (points) and postfit expected (filled histograms) yields in each STXS anal-
ysis discriminant bin in the signal regions of the SL and DL channels for the 2016 (upper), 2017
(middle), and 2018 (lower) data-taking periods. The fitted signal distributions (lines labelled
ttH 1 to 5) in each Higgs boson pT bin are shown in the middle pads. The lower pads show the
ratio of the data to the background (points) and of the postfit expected total signal+background
to the background-only contribution (line). The uncertainty bands include the total uncertainty
of the fit model.
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Figure 12: Best-fit results of the ttH signal-strength modifiers µttH in the different bins of Higgs
boson pT (left) and their correlations (right) of the STXS measurement.
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Figure 14: Observed likelihood-ratio test statistic (blue shading) as a function of the ttH and
tH signal strength modifiers µttH and µtH , together with the observed (blue) and SM expected
(black) best-fit points (cross and diamond markers) as well as the 68% (solid lines) and 95%
(dashed lines) CL regions.

10.3 Coupling measurement

Third, the Higgs boson coupling is analysed in different models, where both ttH and tH are
treated as signal.

Assuming SM Higgs boson coupling structure, the coupling strength of the Higgs boson to
top quarks and to vector bosons is allowed to vary. This is parameterised in terms of the
coupling strength modifiers κt and κV, which denote the coupling strengths relative to the SM
expectation following Ref. [91]. While the ttH production rate is proportional to κ2

t , for tH
production interference occurs between processes in which the Higgs boson couples to the top
quark or to the W boson, as shown in Fig. 1. As such, the tH production cross section σtHq/tHW
is sensitive to the relative sign of κt and κV:

σtHq =
(

2.63 · κ2
t + 3.58 · κ2

V − 5.21 · κtκV

)
σSM

tHq ,

σtHW =
(

2.91 · κ2
t + 2.40 · κ2

V − 4.22 · κtκV

)
σSM

tHW .

The observed and expected values of the likelihood ratio test statistic for different values of κt
and κV are shown in Fig. 15. Best-fit values of (κt , κV) of (+0.59,+1.40) are observed, compati-
ble with the SM expectation at the level of 2 SD. Assuming κV = 1, a best-fit value of +0.54+0.19

−0.34
is obtained.

Furthermore, the CP structure of the top-Higgs coupling is probed for potential non-SM con-
tributions. For this, the amplitude of the top-Higgs interaction is parameterised as in Ref. [92]
as

A(Htt) = −
mt

v
ψt

(
κt + iκ̃tγ5

)
ψt ,

where ψt and ψt are a Dirac spinor and its adjoint, respectively, mt is the top quark mass, κt and
κ̃t denote the coupling strength modifiers to a purely CP-even and a purely CP-odd component,
respectively, and v is the vacuum expectation value of the Higgs field. In the SM, κt = 1 and
κ̃t = 0.
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Figure 15: Observed likelihood ratio test statistic (blue shading) as a function of κt and κV,
together with the observed (blue) and SM expected (black) best-fit points (cross and diamond
markers) as well as the 68% (solid lines) and 95% (dashed lines) CL regions (left). The observed
(solid blue line) and expected (dotted black line) values of the likelihood ratio for κV = 1 are
also shown (right), together with the 1 (green area) and 2 (yellow area) standard deviations
confidence intervals.

Figure 16 shows the observed and expected values of the likelihood ratio test statistic as a
function of κt and κ̃t , where κV is fixed to the SM value of 1. Best-fit values of (κt , κ̃t) of
(+0.53,−0.00) are observed, compatible with the SM expectation at the level of 2 SD. The
results are also expressed in terms of the CP-odd fraction [92]

fCP =
κ̃2

t

κ̃2
t + κ2

t
· sign

(
κ̃t/κt

)
as well as the CP mixing angle [93]

cos α =
κt√

κ̃2
t + κ2

t

shown in Fig. 17. The reduction in observed sensitivity relative to the expectation is a conse-
quence of the best-fit value of κt being smaller than 1, which leads to a shallower likelihood
contour along a circle in (κt , κ̃t) space.

11 Summary
A combined analysis of the associated production of a Higgs boson (H) with a top quark-
antiquark pair (ttH) or a single top quark (tH) with the Higgs boson decaying into a bottom
quark-antiquark pair has been presented. The analysis has been performed using pp collision
data recorded with the CMS detector at a centre-of-mass energy of 13 TeV, corresponding to
an integrated luminosity of 138 fb−1. Candidate events are selected in mutually exclusive cat-
egories according to the lepton and jet multiplicity, targeting all decay channels of the tt sys-
tem. Neural network discriminants are used to further categorise the events according to the
most probable process, targeting the signal and different topologies of the dominant tt + jets
background, as well as to separate the signal from the background. Compared to previous
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CMS results in this channel, several updates of the analysis strategy as well as modelling of
the tt + jets background based on state-of-the art ttbb simulations have been adopted, and an
extended set of interpretations is performed.

A best-fit value of the ttH production cross section relative to the standard model (SM) expec-
tation of 0.33± 0.26 = 0.33± 0.17 (stat)± 0.21 (syst) is obtained. The analysis is additionally
performed within the Simplified Template Cross Section framework in five intervals of Higgs
boson pT, probing potential pT dependent deviations from the SM expectation. An observed
(expected) upper limit on the tH production cross section relative to the SM expectation of 14.6
(19.3) at 95% confidence level is derived. Information on the Higgs boson coupling strength
is furthermore inferred from a simultaneous fit of the ttH and tH production rates, probing
either the coupling strength of the Higgs boson to top quarks and to heavy vector bosons, or
possible CP-odd admixtures in the coupling between the Higgs boson and top quarks.
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