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A B S T R A C T

The high-luminosity upgrade of the ATLAS and CMS experiments includes dedicated sub-detectors to perform
the time-stamping of minimum ionizing particles (MIPs). These detectors will be exposed up to fluences in the
range of 1.5–2.5 × 1015 𝑛𝑒𝑞∕cm2 and require a time resolution per detecting layer of 30 ps, for non-irradiated
sensors, to 50–70ps (depending on the exposed fluences) for sensors at the end of their lifetime. To cope
with these requirements, the low-gain avalanche diode (LGAD) has been chosen as the baseline detection
technology. In this article, an in-depth radiation tolerance study on LGADs manufactured at IMB-CNM using
a so-called shallow junction is presented. Proton irradiation at CERN-PS up to fluences of 3 × 1015 𝑛𝑒𝑞∕cm2 and
neutron irradiation at JSI-Ljubljana up to 2.5 × 1015 𝑛𝑒𝑞∕cm2 were performed. Two different active thicknesses
were studied: 35 μm and 50 μm. Gain degradation, operation stability, and timing performance were evaluated.
1. Introduction

The high-luminosity upgrade of the Large Hadron Collider (HL-LHC)
is foreseen to start at the beginning of 2029 delivering an integrated
luminosity up to 4000 fb−1 during its 10 years of operation. The HL-
LHC will operate at a stable luminosity of 5.0 × 1034 cm−2 s−1, with
an ultimate scenario of 7.5 × 1034 cm−2 s−1 [1]. The superposition
of multiple proton–proton collisions per bunch crossing, referred to
as pileup, will be one of the main challenges of the HL-LHC. The
multiple-collision region will spread over about 50 mm in RMS along
the beam axis with an average of 1.6 collisions∕mm for an average of
200 pp interactions per bunch crossing. Under these conditions, a major
challenge is to disentangle the multiple collisions per bunch crossing
to correctly associate the reconstructed track to its primary production
vertex. It is possible to determine if two tracks are coming from a
given interaction by comparing the track time with the primary vertex
time. With this purpose, MIP timing sub-detectors are proposed [2,3].
Providing a time resolution of 30 ps per track, these detectors will be
able to disentangle the high number of pileup events and improve the
performance of the ATLAS and CMS detectors.

The MIP timing sub-detector sensors will be made of Low Gain
Avalanche Diodes (LGAD) [4–6]. LGADs are semiconductor detectors
with signal amplification, that are implemented as 𝑛++−𝑝+−𝑝 avalanche
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diodes. The highly-doped 𝑝+ layer is added to create a very high electric
field region. This electric field generates the avalanche multiplication
of the primary electrons, creating additional electron–hole pairs. The
schematic cross-section of a standard pad-like LGAD is shown in Fig. 1.
The LGAD structure is designed to exhibit a moderate gain and operate
over a wide range of reverse bias voltages before breakdown. Moreover,
microstrip and pixel detector layouts can be also obtained with the
LGAD approach with a relatively high Signal-to-Noise Ratio (SNR)
value, in comparison with a standard PIN-like detector. Currently, there
are several approaches under study using the LGAD technology aiming
to improve the spatial resolution to cope with the high occupancy in
future tracking experiments [7]. Therefore, precise measurements of
the position and time of arrival of the incident particles can be also
achieved with LGADs.

As previously stated, for the HL-LHC, the ATLAS and CMS exper-
iments will include dedicated sub-detectors to perform timing mea-
surements of minimum ionizing particles (MIPs). The ATLAS High
Granularity Timing Detector (HGTD) will provide a timing resolution
of 30 ps. This sub-detector is proposed to be built using LGADs with
a pixel size of 1.3 × 1.3 mm2. The same timing performance and pixel
geometry is foreseen for the CMS Endcap Timing layer (ETL). These
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Fig. 1. In the left: schematic view of the Low Gain Avalanche Diode (LGAD) [8]. In the middle: top view of the samples’ layout used for this study. They are pad-like LGADs
with an active area of 1.3 × 1.3 mm2 and two different active thicknesses: 35 and 50 μm. In the right: gain layer doping profile extracted from the electrical characterization.
Table 1
Table summarizing all the proton-irradiated LGADs used for this study. In total, 20 LGADs plus 4 PINs coming from wafer 5
and wafer 11 from the CNM run 11748 were available.
Wafer 5 (35 μm) Wafer 11 (50 μm) Fluence (𝑝+∕cm2) Fluence (𝑛𝑒𝑞∕cm2)

2 × 𝐿𝐺𝐴𝐷𝑠 2 × 𝐿𝐺𝐴𝐷𝑠 1 × 1014 6 × 1013

2 × 𝐿𝐺𝐴𝐷𝑠 2 × 𝐿𝐺𝐴𝐷𝑠 1.7 × 1014 1 × 1014

2 × 𝐿𝐺𝐴𝐷𝑠 2 × 𝐿𝐺𝐴𝐷𝑠 5 × 1014 3 × 1014

2 × 𝐿𝐺𝐴𝐷𝑠 2 × 𝐿𝐺𝐴𝐷𝑠 1.7 × 1015 1 × 1015

2 × 𝐿𝐺𝐴𝐷𝑠 2 × 𝐿𝐺𝐴𝐷𝑠 5 × 1015 3 × 1015
detectors will be exposed to radiation levels up to 2.5 × 1015 𝑛𝑒𝑞∕𝑐𝑚2

(ATLAS HGTD) and 1.5 × 1015 𝑛𝑒𝑞∕𝑐𝑚2 (CMS Endcap).

2. Samples description

The LGADs used for this study were produced by IMB-CNM.1 The
production runs were:

• The run number 11748 and within this run, LGADs and PINs
coming from wafer 5 (W5) and wafer 11 (W11) were studied.
The only difference between these two wafers was the active
thickness, 35 μm for W5 and 50 μm for W11, both are Silicon-on-
Silicon wafers with a 300 μm thick, low resistivity, support wafer,
directly bonded to the high-resistivity active wafer.

• The run number 12916 and within this run, LGADs and PINs
coming from wafers 2 (W2) and 4 (W4) were studied. The active
thickness was 50 μm and both are Silicon-on-Silicon wafers with
a 300 μm thick, low resistivity, support wafer, directly bonded to
the high-resistivity active wafer.

For the study, 26 pad-like LGADs plus 18 PINs were used. The total
area of all the devices was 2.6 × 2.6 mm2 with an active area of 1.3 ×
.3 mm2, and one guard ring structure was included. A small opening
n the metallization of 100 × 100 μm2, to allow light illumination, was
ncluded. Also, the samples had a Junction Termination Extension (JTE)
ith the objective to increase gain homogeneity and to have higher
oltage stability. In Fig. 1 middle plot, a top view drawing of these
ensors, where it is possible to observe all described features, is shown.
he implantation dose to create the gain layer (GL) was in the order of
.8×1013 atoms∕cm2 with shallow junction implantation. In Fig. 1 (right
lot), the doping profile of the GL extracted from the capacitance vs
oltage curves is shown.

The only difference in the design of samples from run 12916 com-
ared with samples from run 11748 was a modification in the JTE
tructure that corrected a design problem found in run 11748 and will
e explained in the next section of this paper. Due to this modification
f the JTE structure, the LGADs from run 12916 show a higher gain
han the LGADs from run 11748.

1 Centro Nacional de Microelectrónica. Instituto de Microelectrónica de
arcelona, IMB-CNM CSIC
2

Table 2
Table summarizing all the neutron-irradiated LGADs used for this study. In total, there
were available 16 LGADs plus 8 PINs coming from wafer 2 and wafer 4 from the CNM
run 12916.

Wafer 2 (50 μm) Wafer 4 (50 μm) Fluence (𝑛𝑒𝑞∕cm2)

2 × 𝐿𝐺𝐴𝐷𝑠 2 × 𝐿𝐺𝐴𝐷𝑠 4.0 × 1014

2 × 𝐿𝐺𝐴𝐷𝑠 2 × 𝐿𝐺𝐴𝐷𝑠 8.0 × 1014

2 × 𝐿𝐺𝐴𝐷𝑠 2 × 𝐿𝐺𝐴𝐷𝑠 1.5 × 1015

2 × 𝐿𝐺𝐴𝐷𝑠 2 × 𝐿𝐺𝐴𝐷𝑠 2.5 × 1015

The samples from run 11478 were irradiated at the CERN-PS with
24 GeV/c protons [9] at 5 different fluences. In Table 1 a summary
of all LGADs available and all the irradiation fluences is shown. The
applied hardness factor for conversion into 1 MeV neutron equivalent
damage was 0.6 [10], and the fluences were achieved within an error of
7%. An annealing of 10 min at 60 ◦C was performed on all the samples
right after irradiation. Two PINs diodes and two LGADs were kept
unirradiated for reference.

The samples from run 12916 were irradiated at the Jožef Stefan
Institute (JSI) in Ljubjana [11] with neutrons at 4 different fluences.
In Table 2 a summary of all LGADs available and all the irradiation
fluences is shown. The fluences were achieved within an error of 10%.
An annealing of 80 min at 60 ◦C was performed on all samples right
after irradiation. Two PINs diodes and two LGADs were not irradiated
and were kept for reference.

3. Electrical characterization

The electrical characterization was performed at the SSD labs at
CERN and at IFCA in Santander (Spain). A probe station to measure
the bare samples before and after irradiation was used. The samples
were placed directly on a chuck that can be temperature controlled.
The leakage current and the capacitance as a function of the reverse
bias voltage were measured. During the electrical characterization, the
guard ring was always grounded.

3.1. Current vs voltage measurements

The pad current as a function of the reverse bias was measured
before irradiation for all the devices. These measurements were done

◦
at 20 C and the results are shown in Fig. 2. On the left-hand plot, a
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Fig. 2. On the left side plot, pad currents from the run 11748 LGADs measured before irradiation are shown. A very high pad current with a high dispersion among different
ensors was observed. On the right side plot, pad currents from the run 12916 LGADs measured before irradiation are given. These samples show a much smaller pad current
ith a clear indication of the breakdown voltage, which varies from 65 V to 115 V.
t
a
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ery high leakage current with a high dispersion between the different
amples in the LGADs from run 11748, for both wafers, is observed.
n this plot, the results for the PINs samples were not included, but
hey presented a typical pad current in the range of the pA as it was
xpected. It was observed that this high leakage current, present in all
he LGADs, was not coming from the bulk because it was not observed
n the PIN diodes and it was not scaling with temperature as it would
e expected for a generation current from crystal defects. In fact, the
easured current was increasing when the temperature was decreased.
he source of this high leakage current will be discussed in the next
ection and it was resolved in run 12916. On the right-hand plot, the
esults for the LGADs from run 12916 are shown, PINs are not shown
n this plot. Very low pad current is reported for all the LGADs with
ow dispersion between samples. The depletion voltage of the gain
ayer (𝑉𝐺𝐿) around 40 V is visible as well as the breakdown voltages
𝑉𝐵𝐷). The 𝑉𝐺𝐿 is very homogeneous but the 𝑉𝐵𝐷 presents an important

dispersion between samples before irradiation, that ranges between
65 V and 115 V at 20◦ C.

After irradiation, and after the mentioned annealing, the pad cur-
rent as a function of the reverse bias was measured again at a tem-
perature of −20 ◦C. The results for run 11748 are shown in Fig. 3
on the left-hand side plot. It is remarked that at low fluences the
measured current is very similar before and after irradiation. But at
higher fluences, it is observed that the leakage current is decreasing
with fluence. The LGADs irradiated at 3×1015 𝑛𝑒𝑞∕cm2 are the ones with
the lowest leakage current. Thus, the mechanism that was causing this
anomalous high leakage current has been minimized by the irradiation.
In this aspect, no differences were observed after irradiation between
the two wafers. It was not possible to accurately extract the breakdown
voltage from the current measurements as a result of the high leakage
current that was dominating the total current. Also, the evaluation
of the bulk current arising from radiation damage was not possible
either for the same issue. The results for run 12916 are shown on the
right-hand side plot of Fig. 3. In this case, the behavior of the pad
current follows the expectations after the irradiation. An increase of
the pad current and the 𝑉𝐵𝐷 with the irradiation fluence is observed.

he increase of the 𝑉𝐵𝐷 with the irradiation fluence is an indication of
the degradation of the gain layer with the irradiation fluence.

3.2. Capacitance vs voltage measurements

The capacitance curve as a function of the reverse bias voltage
was measured before and after irradiation for all the samples. Before
irradiation, the measurements were done at 20 ◦C, with the guard ring
grounded and the LCR meter frequency set to 1 kHz. The circuit model
used to determine the capacitance was a parallel RC circuit. The results
can be seen in Fig. 4 on the left-hand side plot for run 11748 and on
the right-hand side plot for run 12916. The reference PINs samples are
not plotted. It can be observed that the capacitance starts decreasing
smoothly while the gain layer is being depleted. The gain layer is
3

finally depleted at around 35–40 V. Then, a more noticeable drop in the
capacitance is observed which indicates the depletion of the bulk. The
final end-capacitance (𝐶𝑒𝑛𝑑 ) is reached above ∼40V. For all the samples
he capacitance curves look very similar, where the only difference
ppears in the value of the 𝐶𝑒𝑛𝑑 . For the 35 μm LGADs the 𝐶𝑒𝑛𝑑 is about
.5 pF while for the 50 μm LGADs the 𝐶𝑒𝑛𝑑 is about 4.0 pF. In both cases,

it is in agreement with the value expected according to the dimensions
of the samples. For the PIN diodes, the full depletion is reached below
5 V.

After irradiation and after the mentioned annealing, the capaci-
tance was measured again at a temperature close to room temperature
and with a low frequency set in the LCR meter. This was done to
extract with more precision the GL doping profile and the 𝑉𝐺𝐿 after
irradiation [12,13]. The guard ring was always grounded. In Fig. 5
on the left-hand side plot, the capacitance curves for run 11748 after
irradiation for some of the LGADs are shown. For clarity, LGADs that
exhibited noisy capacitance curves were excluded from this plot. The
𝐶𝑒𝑛𝑑 remains the same as before irradiation, but an evident increase
of the 𝑉𝐺𝐿 up to a fluence of 3 × 1014 𝑛𝑒𝑞∕cm2 is observed. This
feature is not fully understood yet but has been observed before after
proton irradiation of LGADs with thick bulk layers [14]. Thus, for
these samples, the acceptor removal effect cannot be analyzed from
the extracted 𝑉𝐺𝐿 values as the tendency should be the opposite one:
a decrease of the 𝑉𝐺𝐿 with fluence. Nevertheless, these contradictory
results could be due to the presence of a double-junction mechanism.
This effect would be more in the line with the observed results, but the
analysis of the capacitance curve is complicated because of the high
leakage current in these samples, which could play an important role.
This has to be better understood. In Fig. 5 on the right-hand side plot,
the capacitance curves for run 12916 after irradiation are shown. In
this case, a clear decrease of the 𝑉𝐺𝐿 with fluence is observed, as it is
expected from the acceptor removal effect [15].

4. Leakage current analysis

We have analyzed the high leakage current observed during the I-V
measurements on the LGADs from run 11748 by means of 2D numerical
simulations of the peripheral area, assuming that this problem could
be linked to a JTE structure design modification for this run that
was targeting an increase in high voltage stability. The 2D simulation
results indeed demonstrated that if the overlap between the 𝑁+ and
JTE diffusion on the multiplication layer is reduced, the doping in that
area might not be compensated, inducing a parallel p-type resistor that
connects the anode with the cathode. In this situation, the leakage
current increases dramatically as we can see in Fig. 6.

We used thermographic measurements to confirm this hypothesis.
The measurements carried out at CNM show that the source of this
high leakage current is located at the periphery of the samples, just
where the JTE is placed. In Fig. 7, we can see several points of high

current generation located in the periphery of the LGAD structure, at
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Fig. 3. On the left side plot, pad currents from the run 11748 LGADs measured after proton irradiation are shown. The pad current decreases with fluence indicating that the
current generation mechanism driving the high current is being suppressed by the irradiation. On the right side plot, pad currents from the run 12916 LGADs measured after
neutron irradiation are shown. A clear increase in the breakdown voltage with fluence is visible.
Fig. 4. On the left side plot, capacitance vs. voltage from the run 11748 LGADs measured before irradiation are given. The 𝑉𝐺𝐿 is observed around 40 V. 𝐶𝑒𝑛𝑑 is in agreement
with expected values according to the dimensions of the device. For W5 is ∼6.5 pF and for W11 is ∼4.0 pF. On the right side plot, 50 μm LGADs capacitance from run 12916

easured before irradiation. The 𝐶𝑒𝑛𝑑 does not change, and the 𝑉𝐺𝐿 is at 40 V.
Fig. 5. On the left side plot, LGADs capacitance vs voltage curves from run 11748 measured after irradiation are shown. The 𝐶𝑒𝑛𝑑 is the same as before irradiation, but the 𝑉𝐺𝐿
is increasing with increasing fluence. On the right side plot, LGADs capacitances from run 12916 measured after irradiation are shown. In this case, a clear reduction of the 𝑉𝐺𝐿
with fluence is observed.
low voltage (left image), increasing its number and intensity as the
voltage applied to the LGAD increases (right image).

In order to overcome this problem, we redesigned the 𝑁+ layer to
overlap the JTE diffusion. In this second design, the overlap between
the 𝑁+ layer and the JTE structure was increased. LGADs from run
12916, fabricated with this new design, show low leakage currents, as
expected.

5. Radiation-induced acceptor removal

Due to the previously mentioned problem in run 11748, the accep-
tor removal effect could only be studied in the samples from run 12916.
The deactivation of the Boron (B) implanted in the GL with fluence, is
linked with the reduction of the voltage needed to deplete the GL. If
there is less active B inside the GL, the reverse bias voltage needed to
fully deplete the GL is lower. Following this assumption, it is possible to
extract the 𝑉 , and in consequence the amount of active B remaining
𝐺𝐿

4

inside the GL, using different techniques. In this paper, we are going
to explore three different methods to evaluate the amount of active
B remaining. The first two methods use 𝑉𝐺𝐿 as an approximation for
the active B concentration using the data from the electrical charac-
terization, and the third method uses a measurement of the complete
doping profile extracted also from the electrical characterization. The
initial acceptor removal is exponentially dependent on fluence, and it is
defined in Eq. (1), where c is the removal constant, N𝑥,0 initial doping
concentration, and V𝐺𝐿,0 the initial depletion voltage of the GL [15].

𝑁𝑥 = 𝑁𝑥,0 𝑒𝑥𝑝(−𝑐 𝛷𝑒𝑞) ⇒ 𝑉𝐺𝐿 ≈ 𝑉𝐺𝐿,0 𝑒𝑥𝑝(−𝑐 𝛷𝑒𝑞) (1)

In Fig. 8 the three different methods are depicted. On the left plot
is shown how the 𝑉𝐺𝐿 is extracted from the pad current. When the
GL is fully depleted, there is a very quick increase in the pad current
due to the sudden contribution of the bulk current. This can be easily
seen and computed using the derivative of the pad current, using the
following formula: 𝑑𝐼 ∕𝑑𝑉 × (𝑉 ∕𝐼 ), as shown in Fig. 8 left. From the
𝑝 𝑝
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Fig. 6. 2D Numerical simulation at the pad peripheral area of the LGAD. The gap between 𝑁+ and JTE diffusion was found to reproduce the high leakage current problem
experimentally observed. The problem was mitigated by introducing an overhang of the 𝑁+ into the JTE diffusion.
Fig. 7. Thermographic image of one LGAD biased at 20 and 150 V. Several points of high current generation can be observed at its periphery, increasing its number and intensity
as the voltage applied to the LGAD increases.
Fig. 8. In the left: extraction of the 𝑉𝐺𝐿 from the pad current curve. In the center: extraction of the 𝑉𝐺𝐿 from the capacitance curve. In the right: calculation of the total active
present in the GL (𝐴𝐺𝐿) by integrating over the doping profile extracted from the CV curves.
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V curves, the 𝑉𝐺𝐿 is identified at the point in which the capacitance
urve drops due to the depletion of the bulk, which can be identified
n the 𝐶−2 plot as indicated in Fig. 8 middle. The last method uses the
L doping profile extracted from the CV curves using Eq. (2), where
is the capacitance and 𝐴 the area of the sensor, 𝑞 the elementary

harge, 𝜖0 the permittivity of vacuum and 𝜖𝑟 the relative permittivity
f silicon. By integration over the profile, we can get the total active B
oncentration of the GL (𝐴𝐺𝐿). This is shown in Fig. 8 right.

𝑥(𝑥) =
𝐶3

𝑞𝜖0𝜖𝑟𝐴2𝑑𝐶∕𝑑𝑉
with 𝑥 =

𝜖0𝜖𝑟𝐴
𝐶

(2)

Following these three methods, the acceptor removal coefficient
𝑐𝑛) for the neutron-irradiated samples was extracted. This is shown in
ig. 9. From the IV and CV data, where 𝑉𝐺𝐿 is extracted, the 𝑐𝑛 is very
imilar, but from the GL doping profile method, the 𝑐𝑛 that we get is
lightly smaller.
 t

5

. Radiation tolerance of the LGAD gain

The gain studies were done with the IR-laser (1060 nm) and Sr-90
ource setups of the SSD lab at CERN. The setups and the measurement
onditions are well described in this paper [16]. Specifically, the gain of
he samples from run 11748 was evaluated using the IR-laser setup and
he gain of the samples from run 12916 using the Sr-90 source setup.
he reason for this was the unavailability of the Sr-90 source during the
ampaign of measurements with run 11748. For these measurements,
he sensors were glued on a passive PCB and read out using a cividec
2 current amplifier (2 GHz, 40 dB). After the amplification stage, the
ignal was digitized with an Agilent DSO 9254 Oscilloscope (2.5 GHz,
0 Gsa/s).

For the laser measurements, the intensity of the IR-laser was tuned
o generate an equivalent charge of ∼15MIPs with a beam laser spot
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Fig. 9. Acceptor removal parameterization using the three methods described in this paper for the neutron-irradiated LGADs.
Fig. 10. Examples of TCT pulses taken with two unirradiated PIN diodes and two unirradiated LGADs from both wafers of run 11748. The charge collected was computed as the
integral of the pulses within a time window of 6 ns.
(

𝐺

size of around 20 μm in FWHM. To correct possible fluctuations of
he laser intensity during the measurements, an independent reference
ensor is used to normalize the data to the laser power. To improve
he SNR, a waveform averaging of 256 was used on the oscilloscope.
he measurements were performed at −20 ◦C with the guard ring left
loating. As a reference, in Fig. 10(a) two TCT pulses recorded for a PIN
iode from each wafer at 100 V are shown. The difference in amplitude
s due to the difference in active thickness (∼30%). In Fig. 10(b) two
CT pulses for two unirradiated LGAD samples from each wafer are
hown. Despite the fact that the bias voltage is the same in both cases
100 V), the pulse amplitude of the 35 μm LGADs is higher than the
ulse amplitude of the 50 μm. This is because at the same voltage,
n the thinner LGAD, the electric field is higher, and in consequence,
he impact ionization process is magnified. In other words, the gain at
00 V for the 35 μm LGAD is higher as expected.

The Sr-90 measurements were performed under the same condi-
ions: −20 ◦C, and the guard ring was left floating. Three samples were
easured at the same time in a 3-sensors stack configuration, where

he bottom one was always the reference. In order to measure the
ain, the charge collected in a PIN diode was measured using a charge-
ensitive amplifier, obtaining a Most Probable Malue (MPV) in the
andau distribution of 0.50 fC. This is in agreement with the expected
alue for a 50 μm thick sensor.

In both cases, IR-laser and Sr-90 source, the gain was evaluated
s the ratio between the LGAD collected charge (𝐶𝐶𝐿𝐺𝐴𝐷[𝑉 ]) and the
nirradiated PIN collected charge after full depletion (𝐶𝐶𝑃𝐼𝑁 [𝑉 ≥

]), from the same wafer, as a function of the reverse bias voltage
𝐹𝐷

6

V) as expressed by:

𝑎𝑖𝑛[𝑉 ] =
𝐶𝐶𝐿𝐺𝐴𝐷[𝑉 ]

𝐶𝐶𝑃𝐼𝑁 [𝑉 ≥ 𝑉𝐹𝐷]
(3)

For the Sr-90 source measurements, the charge was derived from
the MPV of the Landau distribution, and for the IR-laser from the mean
value of the Gaussian distribution. To estimate the collected charge for
a MIP we should multiply the gain by ∼0.35 fC and ∼0.5 fC for the
35 μm and 50 μm thin LGADs respectively. Notice that we have chosen
to be conservative with the maximum operating voltages for the case
of the proton-irradiated LGADs. At the time of these measurements, the
limit of 11−12V∕μm to avoid fatal breakdown was not well established,
so, preventively, we decided to operate the LGADs at biasing voltages
below 450 V (550V) for 35 μm (50 μm) thick LGADs to avoid fatal
breakdowns [17,18]. Because of the gain reduction mechanism present
in LGADs [16], they are expected to show slightly less gain when they
are measured with the IR-laser set to an intensity of ∼15 MIPs with a
beam spot of ∼20 μm in FWHM, than when they are measured with the
Sr-90 source, generating only 1 MIP (but also over a much narrower
ionizing path). This effect is especially relevant at high values of the
gain therefore, we do not expect a significant difference in the case of
the irradiated LGADs and only a reduction of about 5%–10% in the case
of the unirradiated ones at gains greater than 20 [19].

A comparison between the charge collected between the PINs as a
function of the voltage with the IR-laser is shown in Fig. 11(a). In both
cases, the depletion voltage is below 5 V and after the full depletion,
the charge collected is constant. The charge, shown in arbitrary units,

scales with the thickness; the 35 μm PIN collects 30% less charge as the
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Fig. 11. (a) Comparison between PINs charge collection from wafers W5 and W11. (b) Gain surface homogeneity in one of the unirradiated LGADs from wafer W11.
Fig. 12. Gain measurements after irradiation. The gain was evaluated according to the expression (3). A gain degradation with fluence is observed (more severe in the case of
rotons) and a higher gain degradation of the 50 μm LGADs with respect to the 35 μm ones can be seen.
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ifference in thickness was anticipating. Also, the gain homogeneity
long the surface of the LGADs was measured. An XY scan was done
ithin the 100 × 100 μm2 metallization opening. In Fig. 11(b), as an
xample, the XY gain scan at 100 V for a 50 μm thick unirradiated LGAD
s plotted. The gain variation measured on the metallization opening
as less than 3% in all the samples.

Fig. 12 reports on the gain measured before and after irradiation
s a function of the reverse bias voltage. Before irradiation the 50 μm
GADs from run 11748 present a gain that ranges from 8 to 30 in the
ange of voltages measured. In the case of the 35 μm LGADs, the gain
anges from 10 to 32 in a more narrow voltage range. As mentioned
efore, this is because in the thinner devices there is a higher electric
ield for the same voltage, which implies a higher drift velocity and a
agnification of the impact ionization process. For the 50 μm LGADs

rom run 12916, the gain is much higher and ranges from 60 to 100 in
very narrow range of voltages, as the breakdown voltage at −20 ◦C is
elow 60 V.

A gain degradation with fluence is reported for all LGADs. Although
y increasing the reverse bias voltage it is possible to recover part of
he lost gain, in the case of the proton irradiated LGADs for a fluence of
× 1015 𝑛𝑒𝑞∕cm2 the gain degradation is very severe, especially for the
0 μm LGADs, and the gain cannot be recovered in the studied voltage
ange. For the neutron-irradiated LGADs this is happening for a fluence
f 2.5 × 1015 𝑛𝑒𝑞∕cm2. In the case of the proton irradiated LGADs, the
ain in the 50 μm LGADs is more degraded than in the 35 μm ones,
s reflected in the observation that lower maximum gain values were
eached at highest operation voltages. This means that assuming the
ame degradation in the amplification layer, the thicker substrate is
esponsible for the stronger decrease in collected charge. This is related
o a higher drop of potential over the thicker bulk, a lower fraction
 w

7

f the overall generated electrons arriving at the gain layer, and a
igher fraction of the holes resulting from the amplification process not
eaching the back electrode, respectively traversing a lower fraction
f the overall bulk thickness. The results for the highest fluences of
× 1015 𝑛𝑒𝑞∕cm2 for protons and 2.5 × 1015 𝑛𝑒𝑞∕cm2 for neutrons, are
ot reported as too much degradation in the gain was observed after
× 1015 𝑛𝑒𝑞∕cm2 and 1.5 × 1015 𝑛𝑒𝑞∕cm2 respectively.

Another interesting observation is that the 𝑉𝐺𝐿 is increasing with
he fluence in the case of the proton irradiated LGADs from run 11748.
his result goes in the same line as the capacitance measurements and
onfirms that the acceptor removal effect cannot be extracted from the
𝐺𝐿. Thus, based on these results, the radiation damage effect that is
ominating the shape of the CV curve has to be the double junction
ffect [14] enhanced by the large leakage current.

. Timing study with laser

.1. Jitter evaluation: Slew rate and noise measurements

An evaluation of the jitter obtained from the slew rate (SR) of
he pulses and the baseline noise from the TCT measurements with
R laser, on LGADs from run 11748, is presented here. For the jitter
stimation, the same conditions were maintained in the setup as for
he TCT measurements presented in the last section.

The SR can be computed as the ratio between the amplitude of the
ulse (A) and the rise time (RT), but this represents a calculation of
n average SR of the pulse. Therefore, for a more precise evaluation
f the jitter, the highest SR was taken for every pulse (P(t)). This
as done by obtaining the maximum in the derivative of the pulse,
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Fig. 13. On the left side: SR values as a function of the voltage for all the samples. Like with the gain, the SR degrades with fluence and the 35 μm LGADs are less affected in
comparison with the 50 μm ones. On the right side: 𝑅𝑇(10∕90) measured as a function of the pulse amplitude. The RT reaches a stable value of ∼720 ps for all the devices.
Fig. 14. On the left side: Signal-to-noise ratio (SNR) values as a function of the voltage for all the samples. The SNR degrades with fluence and the 35 μm LGADs are less affected
in comparison with the 50 μm LGADs. On the right side: Noise measured as a function of the gain for all the LGADs. It can be observed that the noise increases linearly with the
gain.
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which generally appeared around the 50% of the pulse amplitude and
is described by Eq. (4):

𝑆𝑅𝑚𝑎𝑥 =
(

𝑑𝑃 (𝑡)
𝑑𝑡

)

𝑚𝑎𝑥
(4)

In Fig. 13 left, the SR results using formula (4) are shown. These
esults correspond to a laser intensity equivalent to ∼15MIPs. The SR
alue measured for the PIN diodes at 100 V was: 0.065V∕ns for the
0 μm PIN and 0.040V∕ns for the 35 μm one. For the unirradiated
GADs, the SR value increases with the gain and after irradiation, a
egradation with increasing fluence is observed.

Considering the obtained SR values, a good timing performance of
he LGADs up to a fluence of 3×1014 𝑛𝑒𝑞∕cm2 is expected. Generally, the
hinner LGADs show better behavior compared with the thicker ones
hen both are operated at the same bias voltage. Already at a fluence
f 1 × 1015 𝑛𝑒𝑞∕cm2 the SR drops to a value of ∼0.16V∕ns at the highest
easured voltage for the 35 μm LGADs while in the 50 μm LGADs, the

R reaches only a value of ∼0.04V∕ns; the latter value is already lower
han the value measured for the PIN diode at 100 V. Also, in Fig. 13
ight side the 𝑅𝑇(10∕90), time taken by the pulse to change from 10% to
0% of its amplitude, is shown as a function of the pulse amplitude. The
T for a sufficiently high pulse amplitude reaches a plateau at around
20 ps. Thus, we can consider this a good estimator of the RT at the
ptimum working point for these devices.

The SNR was evaluated as the ratio between the pulse amplitude
nd the noise. The noise (𝛿𝑛𝑜𝑖𝑠𝑒) was calculated as the RMS of the
aseline during the first 8 ns of the waveform. For the noise measure-
ents, only one waveform per measurement was recorded. This allows
s to measure the baseline noise and evaluate the correct SNR. The
esults are reported in Fig. 14 left. Unirradiated LGADs present a good
8

NR, and for the same bias voltage, it is better for the thinner ones as
xpected; and degradation is observed with fluence. The SNR measured
or the PIN diodes at 100 V was: 15 for the 50 μm PIN and 10 for the
5 μm one. The degradation of the SNR at a fluence of 1 × 1015 𝑛𝑒𝑞∕cm2

brings this value close to the PIN samples, being 30 the maximum SNR
for the 35 μm LGAD at ∼420 V and 20 for the 50 μm LGAD at ∼500 V.

Another important parameter is the noise as function of voltage,
which has been evaluated for all the samples. This is reported in Fig. 15.
At low voltages, the noise level is the same for both thicknesses and it is
dominated by the electronics. In fact, this ∼3.2 mV is the baseline noise
present in the experimental setup. This implies that the onset voltage
where the noise starts to increase is hidden in the plots. Nevertheless,
it can be observed that the noise increases exponentially after a certain
voltage and this increase is related to the gain present in each device.
That is why in the 35 μm LGADs the noise increases more rapidly than
in the 50 μm LGADs. To visualize the relation between noise and gain,
the noise as a function of the gain was plotted in Fig. 14 right side.
It is shown that the noise increases linearly with the gain above the
baseline noise of the system (∼3.2 mV). The increase of the noise is
higher for the 35 μm LGADs, where for the unirradiated and the one
irradiated to 6 × 1013 𝑛𝑒𝑞∕cm2, the increase for the gain unit is 0.05 mV,
being 0.12 mV for the ones irradiated at 1×1014 𝑛𝑒𝑞∕cm2. Meanwhile, for
the 50 μm LGADs, the noise increases only between 0.02 and 0.025 mV
per unit of gain in the same cases.

Finally, the jitter (𝛿𝑡𝑖𝑚𝑒) can be extracted following the approxima-
tion given by Eq. (5) as a function of the 𝛿𝑛𝑜𝑖𝑠𝑒 and the 𝑆𝑅𝑚𝑎𝑥. Also,
on Eq. (6) is calculated the 𝛿𝑡𝑖𝑚𝑒 as a function of the rise time (RT)
and SNR. It is possible to replace 𝑅𝑇(10∕90) for the measured value of
∼720 ps, linking directly the (𝛿𝑡𝑖𝑚𝑒) and the SNR.

𝛿𝑡𝑖𝑚𝑒 ≡
𝛿𝑛𝑜𝑖𝑠𝑒
𝛿𝑉 ≡ 𝛥𝑡

𝛥𝑉
× 𝛿𝑛𝑜𝑖𝑠𝑒 =

𝛿𝑛𝑜𝑖𝑠𝑒
𝑆𝑅

(5)

| 𝛿𝑡 |

𝑚𝑎𝑥
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Fig. 15. Noise comparison between proton irradiated LGADs from the two wafers from run 11748. On the left side 35 μm LGADs, and on the right side 50 μm LGADs.
Fig. 16. On the left: jitter as a function of the SNR calculated according to expression (5). On the right: jitter measured using the IR-laser timing setup described in Fig. 17 on
the proton irradiated LGADs from run 11748. The dotted line represents the reference values from expression (6).
𝛿𝑡𝑖𝑚𝑒 ≡
𝛥𝑡
𝛥𝑉

× 𝛿𝑛𝑜𝑖𝑠𝑒 = 𝛥𝑡
𝛥𝑉
𝛿𝑛𝑜𝑖𝑠𝑒

≈ 𝑅𝑇
𝑆𝑁𝑅

=
720 𝑝𝑠
𝑆𝑁𝑅

(6)

In Fig. 16 left, the 𝛿𝑡𝑖𝑚𝑒 calculated as a function of the SNR for all
the samples is shown. All sensors follow the same trend as indicated
by Eq. (6). The jitter contribution depends only on the SNR as far
as the pulse shape does not change with gain or radiation as in the
present case. PINs and LGADs are on the same line, even irradiated
LGADs follow the same trend and no distinctions are visible between
the sensors of different thicknesses. This result shows that as long as
the SNR can be maintained, the jitter does not change. It is important
to stress that the jitter partially estimates the timing resolution, the
contribution from the non-uniform ionization along the particle’s track,
the so-called Landau fluctuation contribution, is not present in a laser-
based setup. Anyhow, the increase of the jitter induced by the radiation
is similar to the expected degradation of the timing performance with
the fluence since no significant change of the leading edge of the pulses,
other than the amplitude, has been observed in the irradiated samples.

7.2. Timing performance

The time resolution with IR laser was measured for some of the
devices to cross-check the previous approximations and to get a more
realistic value. The measurements were carried out in the same set-up
but slightly modified to perform dedicated timing measurements. The
main idea was to avoid any external time reference in order to reduce
the uncertainty in the measurements coming from its intrinsic time
resolution. The schematic of the set-up is shown in Fig. 17. Each IR laser
pulse is split into two lines with each carrying half of the intensity. In
one line a fixed delay of ∼50 ns is introduced. Then, these two lines are
recombined in one line again which illuminates the Device Under Test
9

(DUT). In this way, a fixed time interval between laser pulses arriving
at the DUT is introduced and the use of an external reference is not
needed. The difference in intensity between the two pulses was about
1.5%. For these measurements, the IR laser intensity was reduced to
an equivalent intensity of ∼1MIP (per pulse), the internal waveform
averaging on the oscilloscope was removed, and 2000 single events
were collected per measurement.

In order to estimate the jitter, a constant fraction discriminator
(CFD) algorithm was used. The two pulses, present in a single wave-
form, were studied independently, though no differences were observed
between them. In this way, different CFD thresholds were applied to
find the best threshold combination that gives the best time resolution
between the two pulses. The time resolution is extracted as the width
of the distribution of time differences, divided by the square root of 2.
The bias voltage chosen for each LGADs was the one that maximizes
the SNR and in consequence, minimizes the jitter. In Table 3 the
measured jitter for each LGAD along with the bias voltage, SNR, gain,
noise level, and the 𝑅𝑇(10∕90) at the optimal point (highest SNR) are
summarized. For this part of the study, only the unirradiated LGADs
and the ones irradiated at the two lowest fluences were considered.
Looking at the parameters in the table, one can conclude that the 50 μm
LGADs perform better than the 35 μm ones. They are able to achieve a
higher SNR and in consequence a lower jitter. The gain, at this working
point, is much higher for the thicker LGADs.

In Fig. 16 right, the obtained jitter as a function of the SNR is
shown. Some more points at different bias voltages were taken per
sensor close to the optimal point. The approximation obtained in the
previous section, Eq. (6), is plotted as a reference. It is shown that the
measured points follow the trend indicated by this approximation and
both results, timing measurements and jitter evaluation, are consistent.
The timing jitter measurement for the case that the SNR is less than the
optimal value also follows the predicted curve.
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Fig. 17. Timing setup schematic with all its main components: laser diode, isolator, splitter, delay line, combiner, and DUT.
Table 3
Table summarizing the best jitter measurements achieved with the IR-laser timing setup along with experimental parameters.

Thickness Fluence Jitter (ps) SNR Vbias (V) Gain Noise (mV) RT (ps)

35 μm unirradiated 27.5 27.7 120 141 13 690
35 μm 6 × 1013 𝑛𝑒𝑞∕cm2 32.5 20.1 165 64 4.8 673
35 μm 1 × 1014 𝑛𝑒𝑞∕cm2 43.5 14.2 200 54 5.8 676
50 μm unirradiated 28.6 27.3 175 86 6.8 660
50 μm 6 × 1013 𝑛𝑒𝑞∕cm2 24.7 27.7 280 81 6.3 667
50 μm 1 × 1014 𝑛𝑒𝑞∕cm2 22.7 35.1 320 118 6.7 633
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It is clear that the lowest jitter will be found at the highest SNR
eachable with each sensor. It is needed to understand what is degrad-
ng the SNR after this working point. This will define the maximum
perating bias voltage for each sensor, as it should work in stable
onditions and at its best timing performance. Trying to increase the
ias voltage after this optimal point will lead to an underperforming
onfiguration and means entering a very high noise regime that will
egrade the jitter dramatically.

For a better understanding of the performance of these LGAD sen-
ors, a finer voltage scan was done for one of the 50 μm LGADs

irradiated at 1 × 1014 𝑛𝑒𝑞∕cm2. The scan was done at three different
temperatures: −20 ◦C, −15 ◦C, −10 ◦C, around the optimal bias voltage
∼320 V). The measured SNR as a function of the bias voltage is shown
n Fig. 18 on the left side. In this plot, it is shown that the highest SNR
chieved was ∼35, which means that the best jitter is ∼22.7 ps inde-
endently of the temperature. The main impact of temperature is that
he bias voltage at which the highest SNR is reached slightly increases
ith rising temperature. Also, the range in voltages at which the SNR

tays above a certain threshold is wider at a higher temperature. In plot
8 on the right side, some waveforms at two bias voltages: 320 V and
34 V, are shown for each investigated temperature. At 320 V, the gain
t −20 ◦C is much higher than the gain at −10 ◦C, which implies that
he sensor reaches its maximum SNR at lower voltages. However, at
34 V, despite the fact that at −20 ◦C the gain is higher, the presence
f a higher noise is degrading the SNR rapidly, as the amplitude and the
umber of randomly appearing noise spikes is increasing and amplified
s well. At −20 ◦C the noise spikes start to become comparable to the
ignal, making it impossible to get proper data any longer. At 320 V, the
igher noise observed at −20 ◦C is not yet relevant and the sensor still
erforms well. The appearance of this high noise in the sensors clearly
elimits their working voltage range and their timing performance.
he bias voltages given in Table 3 minimize the jitter and delimit the
oltage range.

. Timing study with beta source

Timing measurements were performed with a Sr-90 source on the
eutron-irradiated LGADs from run 12916. The measurement condi-
ions were the same as the ones described for the gain measurements
n the previous section. All samples were measured at −20 ◦C and
he guard ring was left floating. One unirradiated LGAD was used as

reference and presented a time resolution of ∼30 ps. With the 3-
ensor stack configuration, two LGADs were measured at the same time,
hile the third sensor in the stack was the reference LGAD. For the

ime resolution evaluation, the constant fraction discrimination (CFD)
ethod was used.

The charge and the time resolution obtained with the Sr-90 source
or all the neutron-irradiated LGADs are shown in Fig. 19. In these plots,
10
he results for the unirradiated LGADs are not included. They presented
charge above 15 fC with a time resolution of ∼30 ps at −20 ◦C, which
as within the expected value range. In the case of the irradiated
GADs, a clear degradation in the charge and time resolution with
luence is reported. Taking into consideration the requirements posed
y the LHC phase II upgrade experiments, a time resolution below 50–
0 ps for a maximum bias voltage of 600V [20], is only achieved for
he fluences of 4 × 1014 𝑛𝑒𝑞∕cm2 and 8 × 1014 𝑛𝑒𝑞∕cm2. For the fluence
f 1.5 × 1015 𝑛𝑒𝑞∕cm2 the degradation in the time resolution is more
evere and below 600 V, the time resolution is above 80 ps. Results for
he highest fluence (2.5 × 1015 𝑛𝑒𝑞∕cm2) are not included because the
NR was too small for a proper estimation of the time resolution.

. Conclusions

The radiation tolerance of IMB-CNM LGADs based on a shallow and
road multiplication layer is studied in this paper. LGADs from two dif-
erent production runs (11748 and 12916) were used: the LGADs from
un 11748 were irradiated with protons at CERN-PS up to a fluence
f 3 × 1015 𝑛𝑒𝑞∕cm2, and the LGADs from run 12916 were irradiated
ith neutrons at JSI in Ljubljana up to a fluence of 2.5 × 1015 𝑛𝑒𝑞∕cm2.
he LGAD manufacturing run 11748 includes sensors with an active
hickness of 35 μm in addition to the baseline active thickness of 50 μm.

The electrical characterization of the run 11748 LGADs revealed a
esign problem that caused a very high leakage current in all the LGAD
amples. The origin of the problem was found, and its correction re-
ulted in the production run 12916, which yielded low leakage current
GAD sensors. Despite the leakage current problem of run 11748, it
as possible to complete the radiation tolerance study of these sensors

oo.
Using an IR-laser setup, the gain and timing performance was

valuated before and after proton irradiation of LGADs from run 11748.
n terms of gain, a better behavior of the 35 μm thick LGADs was
bserved; they present a more moderate gain degradation after irra-
iation and a potentially better timing performance with a higher slew
ate. Nevertheless, due to the faster increase of the noise in the 35 μm
GADs with the bias voltage, the maximum signal-to-noise ratio (SNR)
chieved in these samples is lower compared with the 50 μm thick
GADs; therefore, a better jitter was found for the 50 μm thick LGADs.
he sudden increase of noise with the bias voltage in all investigated
amples could be caused by the higher electric field present in the
hinner devices, making them more prone to microdischarges.

Using a Sr-90 source setup, the gain and time resolution were
valuated, before and after neutron irradiation, in LGADs from run
2916. As expected, a degradation of the gain and time resolution with
luence was observed. A timing performance suitable for the require-
ents of the future timing layers of the CMS and ATLAS experiments
as achieved up to a fluence of 8 × 1014𝑛 ∕cms2. The time resolution
𝑒𝑞
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Fig. 18. SNR as a function of the bias voltage at three different temperatures: −20 ◦C, −15 ◦C and −10 ◦C; and TCT waveforms at two different bias voltages: 320 V and 334 V for
each temperature. Data from a 50 μm proton-irradiated LGAD from run 11748.
Fig. 19. Charge and time resolution for the neutron-irradiated LGADs measured with a Sr-90 source. A clear degradation of both parameters with fluence is observed. The
horizontal dashed lines represent the requirements from the CMS-ETL detector: charge >8 fC and time resolution <50 ps. Also, the maximum operational bias voltage of 600 V is
highlighted in both plots.
achieved for an end-of-life fluence of 1.5×1015𝑛𝑒𝑞∕cm2 and a maximum
operating voltage of about 600 V, to prevent the radiation-induced fatal
breakdown of the LGAD sensors, is of 80 ps. This can be improved by
carbon co-implantation in the gain layer [21]. A recent production run
at IMB-CNM of carbonated LGADs (run 15246) is currently under study
and is expected to significantly improve the radiation tolerance of the
LGADs based on a shallow and broad multiplication layer design.
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